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Abstract. We consider stochastic processes arising from dynamical systems simply by evaluating
an observable function along the orbits of the system and study marked point processes associated
to extremal observations of such time series corresponding to exceedances of high thresholds. Each
exceedance is marked by a quantity intended to measure the severity of the exceedance. In particu-
lar, we consider marked point processes measuring the aggregate damage by adding all the excesses
over the threshold that mark each exceedance (AOT) or simply by adding the largest excesses in
a cluster of exceedances (POT). We provide conditions for the convergence of such marked point
processes to a compound Poisson process, for whose multiplicity distribution we give an explicit
formula. These conditions are shown to follow from a strong form of decay of correlations of the
system. Moreover, we prove that the convergence of the marked point processes for a ‘nice’ first
return induced map can be carried over to the original system. The systems considered include non-
uniformly expanding maps (in one or higher dimensions) and maps with intermittent fixed points or
non-recurrent critical points. For a general class of examples, the compound Poisson limit process
is computed explicitly, and in particular in the POT case we obtain a generalised Pareto multiplicity
distribution.

Keywords. Extreme value theory, return time statistics, stationary stochastic processes, random
measures, extremal index

1. Introduction

In the past few years the study of extremal behaviour of dynamical systems has drawn
much attention (see for example [8, 9, 11, 19, 28, 7, 27]). The occurrence of extreme or
rare events is often seen as the entrance of an orbit in some small (hence rare) target set
in the phase space. These target sets are usually taken either as cylinders or shrinking
balls around some determined point ¢ in the phase space and we want to study the time
elapsed before hitting such targets. This is obviously related to the recurrence properties
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of the system and can also be associated to the occurrence of extreme observations (or
exceedances of high thresholds) for a given potential, so that entrances in the target set
mean that the respective observations of the potential achieve very high values. This rela-
tionship between hitting times and extreme values was formally established in [9, 10]. In
this paper, we will use an extreme value approach rather than a hitting time approach, but
bear in mind that these are two sides of the same coin as can be fully appreciated in the
aforementioned papers.

One of the motivations for studying such properties is that extreme events are asso-
ciated with risk assessment and understanding their likelihood is of crucial importance.
One way of keeping track of extreme events is through the study of point processes, which
keep record of the number of exceedances (entrances in the target sets) observed in a cer-
tain normalised time frame. In [9, 12, 2] these processes were studied in a dynamical
setting and called Rare Events Point Processes (REPP). REPP could be described in a
simplified way as follows (see the precise definition in Section 2). Let X¢, X1,... be a
stationary stochastic process arising from a dynamical system by observing a given po-
tential along its orbits. Let u be a high threshold, consider the time interval [0, t) and a
normalising scale factor v, that depends on u and which will be made precise below. Let

Lvut]
Ny () = Z 1X_/>M’

J=0

where 1,4 is the indicator function of the set A. Note that N, (¢) gives the number of
exceedances during the normalised time interval [0, v, ).

The convergence of REPP is affected significantly by the presence or absence of clus-
tering of exceedances. As shown in [9], in the absence of clustering, REPP converges to a
Poisson process of intensity 1, meaning that, in particular, N, (¢) converges in distribution
to a Poisson random variable of average ¢. In [12], under the presence of clustering, REPP
was shown to converge to a compound Poisson process of intensity 0 < 6 < 1 and ge-
ometric multiplicity distribution with mean 6!, which can be interpreted as the average
cluster size. This parameter 6 is called the Extremal Index (EI). In particular, this means
that N, (f) converges in distribution to a P6lya—Aeppli distribution. One can think of the
compound Poisson process as having two independent components: the Poisson events
on the time axis ruled by exponential interarrival times, and the multiplicity of each event
(or weight associated to each event) that in the latter case is determined by a geometric
distribution.

The convergence of REPP can be used to obtain relevant information such as the
expected time between the occurrence of catastrophic events, the intensity of clustering,
the distribution of higher order statistics of a finite size sample, which ultimately are
crucial for assessing risk. However, in many circumstances such as in actuarial science,
or in structural safety, not only the frequency of rare undesirable events is relevant for
the evaluation of risk associated to certain phenomena. In fact, insurance companies and
safety regulation agencies are also very much interested in, on the one hand, the severity
of high impacts, and on the other hand, in the effects of aggregate damage. This motivates
studying other point processes that are not limited to count the number of exceedances
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but rather quantify somehow the amount of damage by adding the excesses over a certain
high threshold:
Lvut]
Au) =) (Xj =)y,

j=0

where (x)4+ = max{0, x}.

When there is no clustering, A, (¢) gives rise to an Excesses Over Threshold (EOT)
marked point process. If there is clustering then one has (at least) two natural possibilities
to handle the excesses within a cluster: either we are interested in the aggregate damage
and in that case we sum all the excesses within a cluster to obtain an Area Over Threshold
(AOT) marked point process; or we are interested in the record impact of the highest
exceedance and in that case we take the maximum excess within a cluster to obtain a
Peak Over Threshold (POT) marked point point process (in this case we need to adjust
the definition of A, (¢), but we postpone it to Section 2).

Interest in AOT arises for example in situations where immediate large observations
have an accumulated detrimental effect on a certain structure or a company’s financial
situation, which ultimately results in a system failure/collapse or bankruptcy. On the other
hand, interest in POT may appear when there is some sort of recovery mechanism that
softens the effect of small exceedances but one is mostly worried with the sensitivity to
singular very high impacts.

Several difficulties arise in studying convergence of such point processes. The most
obvious is that instead of expecting a discrete multiplicity distribution (geometric dis-
tribution), as in [12], here we expect continuous multiplicity distributions of Pareto type.
This means that we have to build on the work of [12], adapting the mixing conditions con-
sidered there in order to study joint Laplace transforms associated with these processes
and ultimately prove their convergence for systems with good mixing rates.

In the classical setting of stationary stochastic processes the limit of REPP was proved
to be a compound Poisson process in [20, 25] under assumption A(u,) (very similar
to Leadbetter’s D(u,) introduced in [22]) and assuming the existence of an EI. In the
dynamical setting, in [16], the authors prove the convergence of N, (¢) to a Pélya—Aeppli
distribution for cylinder target sets. In [12], which builds on [11], some conditions were
devised to prove the existence of an EI when the target sets are balls around repelling
periodic points; the authors proved the convergence of REPP to a compound Poisson
process with geometric multiplicity distribution. The conditions proposed in [12] can be
checked for systems with sufficient decay of correlations (in contrast to D (u;) or A(u,))
and allow one to prove the existence of an EI and compute its value from the expansion
rate at the repelling periodic point.

In the classical paper [23], Leadbetter shows the convergence of EOT, for indepen-
dent and identically distributed (i.i.d.) random variables, and of the POT marked point
process to a compound Poisson process with multiplicity distribution given by a gen-
eralised Pareto distribution, whose type is determined by the tail of the distribution of
Xo. The convergence of the latter is obtained for stationary stochastic processes under
condition A(u,) that cannot be verified in a dynamical setting. The result is obtained
under the assumption of existence of an EI. In [24], convergence of AOT under A(u;)
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is also addressed but assuming the existence of an unknown limit for the multiplicity
distribution.

In the dynamical setting the appearance of clustering was linked to periodicity of the
point ¢ playing the role of base of the target sets in [18, 16, 11, 12]. In fact, as proved
in [2], when the target sets are balls around ¢ then we have a dichotomy regarding the
convergence of REPP for systems with a strong form of decay of correlations known
as decay of correlations against L' (see Definition 2.10 below): either ¢ is periodic and
converges to a compound Poisson process of intensity 6 and geometric multiplicity dis-
tribution, or ¢ is not periodic and we have no clustering and convergence to a standard
Poisson process. In a very recent paper [3], the authors use multiple maxima ¢y, ..., &
correlated by belonging to the same orbit to create a fake periodic effect that ultimately
creates clustering, in this case, with possibly different multiplicity distributions.

In this paper we give conditions (long range and short range conditions on the de-
pendence structure of the stochastic processes) to guarantee the convergence of the EOT,
AQT, POT marked point processes, which can also be used to prove the convergence of
REPP. In fact, the result (Theorem 2.A) is quite general and can be used to prove the
convergence of other marked point processes associated to exceedances by using other
possible marks over each exceedance. The result applies both in the presence and absence
of clustering. The conditions are devised to be applied in the dynamical setting (in con-
trast to A(u,)) and to simplify the proof of the existence of an EI. Moreover, from these
new conditions we provide a new formula to compute the multiplicity distribution of the
limiting compound Poisson process. Furthermore, the conditions can be used in a wide
range of scenarios including target sets around multiple maxima as in [3] or discontinuity
points as in [2] or even other more geometrically intricate sets.

Then in Theorem 2.B we show that such conditions can be easily verified if the system
has for example decay of correlations against L' observables, which allows us to apply
the theory to uniformly expanding maps of the interval (such as Rychlik maps) or higher
dimensional uniformly expanding systems like the ones studied by Saussol [30].

Motivated by an idea introduced in [5] and extended in the recent paper [17], we
prove Theorem 2.C, which states that if a system admits a ‘nice’ first return time induced
map for which we can prove the convergence of marked point processes associated to
the exceedances (such as EOT, AOT or POT) then the original system shares the same
property. This allows the application of our results to maps with intermittent fixed points,
like the Manneville-Pommeau maps or Liverani—Saussol-Vaienti maps, or maps with
critical points such as Misiurewicz quadratic maps.

In order to exemplify the application of the main results to proving the convergence of
marked point processes and actually computing the limit distributions (using the formula
we provide to compute its multiplicity distribution), we consider the case where the targets
are balls around a single maximum at ¢ with some natural regularity conditions, to obtain
a result (Theorem 3.A) stating that for a fairly large scope of examples the EOT and POT
marked point processes converge to a compound Poisson process with intensity 6 (for
which we provide a precise formula) and with multiplicity distribution corresponding
to a generalised Pareto. Then in Theorem 3.B we address the more difficult AOT case,
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for which, under some more restrictive assumptions on the system, we also compute the
multiplicity of the limiting compound Poisson distribution.

2. The setting and statement of results

Take a system (X, B, P, f), where X is a Riemannian manifold, B is the Borel o -algebra,
f + X - X is a measurable map and P an f-invariant probability measure. Suppose
that the time series X, X1, ... arises from such a system simply by evaluating a given
observable ¢ : X — RU{z£o0} along the orbits of the system, or in other words, the time
evolution given by successive iterations by f:

X, =¢o f" foreachn € N. 2.1)

Clearly, Xo, X1, . .. defined in this way is not necessarily an independent sequence. How-
ever, f-invariance of [P guarantees that this stochastic process is stationary.

The simplest point processes keep record of the exceedances of the high thresholds
u, by counting the number of such exceedances on a rescaled time interval. The sequence
(un)nen of thresholds is chosen such that

nP(Xg > u,) >t forsomet > 0asn — oo, 2.2)

so that the number of exceedances among the first n observations is kept, approximately,
at constant rate T > 0. These counting processes were called Rare Events Point Processes
(REPP) and were studied in [9, 12, 15, 6]. Here, we consider even more sophisticated
cases like when each exceedance is marked by the respective excess over the threshold u,,.
In fact, the marked point processes will be defined by keeping record of the occurrence
of clusters of exceedances and each such occurrence will be marked by the number of
exceedances in the cluster (which allows us to recover REPP), the sum of the excesses
of all exceedances in a cluster, the maximum excess in the cluster or any other measure
weighing the intensity of each cluster.

In order to provide a proper framework of the problem we next introduce the necessary
formalism to state the results regarding the convergence of point processes and random
measures. We recommend the book of Kallenberg [21] for further details on these topics.

2.1. Random measures and weak convergence

First we introduce the notions of random measures and in particular point processes and
marked point processes on the positive real line. Consider the interval [0, co) and its
Borel o-algebra Bjg, o). A positive measure v on Bjg, o) 1S said to be a Radon measure
if v(A) < oo for every bounded set A € Bjp,o0). Let M := M([0, 00)) denote the
space of all Radon measures defined on ([0, 00), Bjo,~))- We equip this space with the
vague topology, i.e., v, — v in M([0, co0)) whenever v,(¥y) — v(¥) for any con-
tinuous function ¥ : [0, 00) — R with compact support. Consider the subsets of M
defined by M, := {v € M : v(A) € Nforall A € Bjg,o0)} and M, = {v € M :
vV is an atomic measure}. A random measure M on [0, 00) is a random element of M,
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i.e., if (X, By, P) is a probability space, then any measurable M : X — M is a random
measure on [0, 00). A point process N and marked point process A are defined similarly
as random elements of M, and M, respectively.

The elements v of M, can be interpreted as counting measures, i.e., v = Zﬁl By, s
where x1, x2, ... is a collection of not necessarily distinct points in [0, c0) and &y, is the
Dirac measure at x;, i.e., for every A € Bjo,~), We have é;,(A) = 1 if x; € A, and
8x; (A) = 0 otherwise. The elements v of M, can be written as v = Zloil d; 8y, , where
X1,%X2,...€[0,00)and dy, da, ... € [0, 00).

To give a concrete example of a marked point process, which in particular will appear
as the limit of marked point processes, we consider

Definition 2.1. Let T, 73, ... be an i.i.d. sequence of r.v.’s with common exponential
distribution of mean 1/6. Let Dy, D», ... be another i.i.d. sequence of r.v.’s, independent
of the previous one, and with d.f. 7. Given these sequences, for J € Bjp, o), set

A(J) = / 1, d(i Di371+...+fl.).
i=l1

Let X denote the space of all possible realisations of 77, 73,... and Dy, D», ...,
equipped with the product o-algebra and measure. Then A : X — M, ([0, 00)) is a
marked point process which we call a compound Poisson process of intensity 6 and mul-

tiplicity d.f. 7.

Remark 2.2. When Dy, D, ... are integer valued positive random variables, 7 is com-
pletely defined by the values 7 = P(D; = k) for every k € Ny, and A is actually a point
process. Note that if 7y = 1 and 6 = 1, then A is the standard Poisson process and, for
every ¢t > 0, the random variable A([0, ¢)) has a Poisson distribution of mean .

Now, we define what we mean by convergence of random measures (see [21] for more
details).

Definition 2.3. Let (M) ey : X — M be a sequence of random measures defined
on a probability space (X, By, ) and let M : Y — M be another random measure
defined on a possibly distinct probability space (Y, By, v). We say that M,, converges
in distribution to M if u o M, I converges weakly to v o M~ i.e., for every bounded
continuous function ¢ defined on M, we have lim,_ oo [ @ du o Mn_1 = [pdvo M1

We write M, =M> M.

In order to check convergence of random measures it is useful to translate it into conver-
gence in distribution of more tractable random variables or express it in terms of Laplace
transforms. To this end, we let S denote the semiring of subsets of RS’ whose elements are
intervals of the type [a, b) for a, b € R(J)r. Let R denote the ring generated by S. Recall
that for every J € R there are ¢ € N and ¢ disjoint intervals Iy, ..., I € & such that

J = Ulelj. In order to fix notation, let a;, b; € Rg be such that I; = [a;, bj) € S.
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Definition 2.4. Let Z be a non-negative random variable with distribution F'. For every
y € Rg , the Laplace transform ¢ (y) of the distribution F is given by

60) =B = [ aur,
where ur is the Lebesgue—Stieltjes probability measure associated to the distribution

function F.

Definition 2.5. For a random measure M on Rar and ¢ disjoint intervals I1,...,I. € S
and non-negative yi, ..., y, we define the joint Laplace transform  (y1, ..., yc) by

UMOL .. ye) = E(em ZimeMU0),

If M is a compound Poisson point process with intensity A and multiplicity distribution 7,
then given ¢ disjoint intervals /1, ..., Ic € S and non-negative yy, ..., yc we have

YO, ... o) = e Eia =60l

where ¢ (y) is the Laplace transform of the multiplicity distribution 7.

Remark 2.6. By [21, Theorem 4.2], a sequence (M,),en of random measures con-
verges in distribution to a random measure M iff the sequence of vector r.v.s
(M, (J1), ..., M,(J.)) converges in distribution to (M (J1), ..., M(J.)) forevery ¢ € N
and all disjoint Ji, ..., Jo € Ssuchthat M(dJy) =Oas.for{ =1,..., ¢, which will be
the case if the respective joint Laplace transforms v, (y1, - .., y¢) converge to the joint
Laplace transform ¥4 (y1, ..., yo) forall yi, ..., yc € [0, 00).

2.2. Marked point processes of rare events

We start by defining some concepts and events that will be used in the definition of marked
point processes and of dependence conditions needed to ensure their convergence.

Let A € B. We define a function r4 : X — N U {oc}, which we refer to as the first
hitting time function to A, by

ra(x) =min{j € NU {oo} : f/(x) € A}. (2.3)

The restriction of r4 to A is called the first return time function to A. We define the first
return time to A, denoted by R(A), as

R(A) = essinfru(x). 24
xeA
We define, for each j > 1, the j-th waiting (or inter-hitting) time as
i j=1 i
wh () = ra(fR=1 A0 ), 2.5)

where w}{ (x) :=ra(x), and the j-th hitting time as

. i
ry() = wh (x). (2.6)
i=1
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Foru e R, p,i,k,s € Npand £ € N, we set U;(,O)(u) = U(u) = {Xo > u} and define
the following events:

K
U ) = U@) N[ whe, < ph
i=1

U w) = U N Ywye < p) =) U @),
k=0

i=1
Qs ;(w) = UL @\ UKV ) = £~ UF ) n{wyt,) > ph.

If p = 0 then Uy”(u) = # forall k > 1 and Q) () = U(u) = {Xo > u}. One of
the main ideas of [11], further developed in [12], is that the events Q0 (u) = {Xo > u,

X1 <u,...,Xp < u} (when p > 0) play a key role in determining and identifying the
clusters. In fact, every cluster ends with an entrance in Qg (u), meaning that the inter-

cluster exceedances must be separated at most by p units of time. Hence, given an interval
I €S8,x e Xandu € R, we define

NG = D o0 ) (-

jeINNy

Let iy(x,u) < ix(x,u) < -+ < iy(yx,u)(x,u) denote the times at which the orbit
of x enters QO o), ie, fH0(x) e Q0 0(u) forall k = 1,..., N(I)(x,u). We
now define the ‘cluster periods: for every j = 1,...,N({ )(x u) 1let Ij(x,u) =
(e u),ijy1(x,u)] and set Ip(x,u) = [min I, zl(x, w)] and Iyye,uwy(x,u) =
(N @,u)(x, u), sup(])). In order to define the marks for each cluster we consider the
following mark functions that depend on the level u# and on the random variables in a
certain time frame /* € S:

Yicrsnn, (Xi — )+, AOT case,
mu(Xidierany) = ) maxierson{(Xi = w)4},  POT case, @.7)
Zie[*ﬂNO 1X,>u, REPP case,

where (y)+ = max{y, 0} and when I* # @. Also set m, (¥) := 0.
We now define the cluster marks foreach j = 0,1, ..., N(I)(x, u) by

Dj(x, u) == my({Xi}ier; x,unNy)-

Finally, we set
N(I)(x,u)

Au(D)(x) =Y Dj(x,u). (2.8)
j=0
In order to define the marked point processes in such a way that they admit a non-
degenerate limit, we introduce a link between the number of observations and the thresh-
olds by considering the sequence (u,),cN of levels satisfying (2.2) and by rescaling time
by the factor
vy = 1/P(Xo > up)
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given by Kac’s Theorem so that the expected number of exceedances of the level u,
in each time frame considered is kept ‘constant’ as n — oo. Hence, we introduce the
following notation. For I = [a,b) € S and ¢ € R, we denote o/ := [wa, ab) and
I 4+« :=[a+a b+ a). Similarly, for J € R such that J = J; U --- U J;, define
af i=ajU---Uadrand J +o:=(J; +a)U--- U (Jp + a).

Definition 2.7. We define the marked rare events point process (MREPP) by setting, for
every J e Rwith J = Jy U---U J; where J; € Sforalli =1,...,k,

k
An(J) =)y (0 ). (2.9)
i=1

When m,, given in (2.7) is as in the AOT case, then the MREPP A, computes the sum of
all excesses over the threshold u,, and in that case we will refer to A,, as being an area
over threshold or AOT MREPP. Observe that in this case we may write

A= Y (Xj—un)s

jev, JNNy

When m,, given in (2.7) is as in the POT case, then the MREPP A,, computes the sum
of the largest excesses (peaks) over the threshold #,, within each cluster; in that case, we
will refer to A, as being a peaks over threshold or POT MREPP.

When m,, given in (2.7) is as in the REPP case, then the MREPP A, is actually a point
process that counts the number of exceedances of u,; in that case we will refer to A, as
being a rare events point process, or REPP, as in [12]. Observe that in this case

A=Y lxju,.

Jjev, JNNy

If p =0, then Qg,o(un) = U(u,) = {Xo > u,}, and in this case the AOT MREPP and
the POT MREPP coincide and both compute the sum of all excesses over the threshold u,,.
In that situation we say that A, is an excesses over threshold (EOT) MREPP.

Now, we introduce the dependence conditions /I, (u,)* and I[;, (uy)*, with the same
flavour as I, (u,) and ,ZL;, (up) considered in [13] but designed to establish the conver-
gence of MREPP (whether they are of the type AOT, POT or simpler REPP), which
allows us to state the main result of this paper. The mixing type condition I, (u,)* also
follows easily from sufficiently fast decay of correlations, which makes it particularly
useful to apply to stochastic processes arising from dynamical systems, in contrast to
condition A(u;) used by Leadbetter [23] or any other similar such condition available in
the literature.

Foru e R,x >0, p,i,k,s € Ny and £ € N, we define the following events:

Up i, x) = £7(Q5 o) N (mu({Xjozj<rg ) > ¥)).

Upite,x) = 7 (| Up o ) VU W),
k=0
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Ryi(u, x) == 7 (Upo(u, x) N {ry, o) > ph-
s+0—1 s+0—1

Ipsa,x) = [ WpiGw, ), Rpe@,x):= [ (Rpilu,x)".

i=s i=s

In particular, for x = 0 we have

US (. 0) = Q% ;(u), Up,,-<u,0>=f"'(L_J0Q;,0(u>UU;°°’(u>)={X,- > ul,

Rpi(u,0) ={X; > u, Xiy1 Su,..., Xiyp <up= Q) ;(w),
and for p = 0 we have

U ) =0 fork >0, QY (u) ={X; > u} and Qf ;(u) = ¥ for k > 0,
Ugyi(u,x) ={X; > u,m,({X;}) > x} and U('ii(u,x) =@ fork > 0, (2.10)
Roi(u, x) = Up,;i (u, x).

Condition JI,(u}). We say that II,(u,)* holds for the sequence X¢, X1, X, ... if for
t,neN,xy,...,xc >0andany J = Ufzzlj e Rwithinf{x : x € J} > ¢,

S S
[B(Rp.otaen. 51 0 [, (1) = x7}) = PRy, 0w 20)B([ i, (1) < 31|
= = =y,

where for each n, y(n, t) is nonincreasing in ¢, and ny (n, t,) — 0 as n — oo for some
sequence t, = o(n); here <7, is given by (2.8).

As mentioned before, this mixing condition is easy to check for stochastic processes aris-
ing from dynamical systems with sufficiently fast decay of correlations, as can be seen in
Theorem 2.B (see also Remark 3.1). This is the main advantage of this condition when
compared with Leadbetter’s A(u,) and others of the same kind.
For some fixed p € Ny, consider the sequence (t;),en given by [I,(u,)* and let
(kn)nen be such that
k, — oo and k,t, = o(n). 2.11)

Condition ﬂ;, (u}). We say that ﬂ;(un)* holds for the sequence Xg, X1, X3, ... if there
exists a sequence (k;,),en satisfying (2.11) such that

[n/ky]—1
lim n .Zl P(Q} o(un) N {X; > un}) = 0.
J=p+

In this approach, it is rather important to observe the prominent role played by condition
,Z[;, (uy)*. In particular, note that if I[;, (u,)* holds for some particular p = py € Ny, then
it holds for all p > po. This suggests that when trying to prove the existence of Extreme
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Value Law (EVL), one should check the values p = po until one finds the smallest one
that makes ,ZL} (uy,) hold. Assume that there exists p € Ny such that

pi= min[j €Nt lim R(QY(un)) = oo}, 2.12)

where R is as in (2.4). This p is a natural candidate to check for the validity of ZL;, (uy)
and then define
PO} o(un))
O PWU)
If ZL;,O (u)* holds and if the limit of 6, in (2.13) exists for such p = pyg, it will also
exist for all p > pg and will take always the same value. In this case, 8 = lim,_, o 6, is
called the Extremal Index (EI). When p = 0, observe that I[;, (uy)* is condition D' (uy)
from Leadbetter [22], which prevents clustering of exceedances. In particular, in this case
6, = 1foralln € N, and we get an EI equal to 1.

When p > 0, we have clustering of exceedances, i.e., the exceedances have a tendency
to appear aggregated in groups (called clusters), whose mean size is typically given by
the inverse of the value of the EI 6.

We will also assume:

(2.13)

Multiplicity limit condition. There exists a normalising sequence (a,),en and a proba-
bility distribution 7 such that

IP)(Rp,O(’/‘n , X/an))

m =0
n—oo  P(U(un))

We will see that (2.14) provides a nice formula to compute the multiplicity distribution of

the limiting compound Poisson process, which will be used in Sections 3.4 and 3.5.
Finally, we give a technical condition which imposes a sufficiently fast decay of the
probability of having very long clusters. We will call it ULC), (u,,), which stands for ‘Un-
likely Long Clusters’. Of course this condition is trivially satisfied when there is no clus-
tering. Moreover, it can be easily checked (see Proposition 2.13 below) when ¢ is a re-

pelling periodic point.

Condition ULC),(u,). We say that condition ULC)(u,) holds if for all y > 0,

(1 —7(x)), Vx>0. (2.14)

o0
limsupnf Ve 8 10kl un (X /an) dx < 00
0

n—oo

where aj, is as in (2.14), §o 5,4 (x) := 0, and for p > 0,

Ls/p] 0
Spsu(@) = Y kpPUs . x)+s Y PUS . x) + pPUpou, x))
k=1 k=|s/pl+1
Ls/pl 00
=p Y W+ DPWUSo@. ) +6+p) Y. PUSNwx) (215
k=0 k=[s/pl+1

is an integrable function on R™ for u sufficiently close to ur = ¢(¢).

Note that, by definition, condition ULCy(u,) always holds.
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We emphasise that this is indeed a technical condition that hardly imposes any re-
striction on applications to dynamical systems. In fact, although we do not address such
examples here, it can also be checked in situations when ¢ is a discontinuity point as in [2]
or when we have multiple correlated or uncorrelated maximal points 1, . .., { as in [3].

We are now ready to state the main convergence result:

Theorem 2.A. Let Xo, X1, ... be given by (2.1) and (un),eN be a sequence satisfying
(2.2). Assume that O, (u,)*, ,Z[;,(un)* and ULC,(u,)* hold, for some p € No. Assume
that lim,,_, », 6, = 0 € (0, 1] and assume the existence of a normalising sequence (a,)neN
and a probability distribution w such that (2.14) holds. Then the MREPP a, A, where A,,
is given by Definition 2.7 for any of the three mark functions considered in (2.7), converges
in distribution to a compound Poisson process A with intensity 0 and multiplicity d.f. m.

Remark 2.8. In the proof of this theorem, what is essential about the mark function
m,, considered in (2.7) to define the respective MREPP is that it satisfies the following
assumptions:

(1) m,({X;}iersnn,) = 0 and m, (¥) =0,
2) mu({X;}iersnny) < mu({Xi}iessnn,) if I™ C J%,
3) mu({Xitiernny) = mu({Xitiesnn,) if X; <wu, foralli e (I*\ J*) N Np.

Note that in particular we must have m, ({X; };er+nn,) = 0if X; < u foralli € I* N No.
As long as the above assumptions hold, the conclusion of Theorem 2.A holds for the
MREPP defined from a mark function m,, satisfying the three assumptions above.

Remark 2.9. The main purpose of this paper is to develop a methodology to prove the
convergence of marked rare events point processes for stochastic processes arising from
chaotic dynamics. For that reason we assume a priori that the processes are generated as
in (2.1). However, Theorem 2.A holds for general stationary stochastic processes, which
can be seen by realising that every stationary stochastic process can be modelled by (2.1).
In fact, if Xo, X1, ... is a stationary stochastic process, then taking X" to be the space of
each possible realisation of the stochastic process, f to be the shift map on that space
and ¢ to be the projection on the first coordinate, we can write any stationary stochastic
process in the form (2.1).

In order to have an idea of the scope of applications to specific dynamical systems we
consider the type of properties that a system must have in order to satisfy the abstract
conditions of Theorem 2.A.

First we start by explaining what exceeding a high threshold means in terms of dy-
namics. To that end, we suppose that the r.v. ¢ : X — R U {£o00} achieves its maximum
value at a finite number of points ¢y, ..., {y € X (we allow ¢(&;) = +00).

We assume that ¢ and P are sufficiently regular, so that

(R1) for u sufficiently close to ur := ¢ (&) (i € {1,..., N}),

Uw) ={xeX:pkx)>u}={Xo>u}
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corresponds to a disjoint union of balls centred at the points ¢;, i.e., U(u) =
UlNzl Bg, (&) with &; = &;(u). Moreover, the quantity P(U (u)), as a function of u,
varies continuously on a neighbourhood of u r.

Hp ()™ and ,H;) (up)* are conditions on the long range and short range dependence struc-
ture of the processes, respectively, and they can be easily checked if the system has some
strong form of decay of correlations such as decay of correlations against L! observables,
which we define next.

Definition 2.10 (Decay of correlations). Let C;, C; denote Banach spaces of real valued
measurable functions defined on X. We denote the correlation of non-zero functions
¢ € Cy and ¥ € C, with respect to a measure P as

/¢(1/f0f")dp—/¢dIP’/1/fd]P>‘.

We say that we have decay of correlations, with respect to the measure [P, for observables
in C| against observables in C; if, for all ¢ € C; and ¢ € C3,

1
Corp (@, vom) = T e
orp(¢, ¥, n) lolic, Ivlle,

Corp(¢p, ¥,n) - 0 asn — oo.

We say that we have decay of correlations against L' observables whenever this holds
for Co = L'(P) and [[¥/llc, = ¥ Il1 = [ || dP.

Examples of systems with the latter property include

e uniformly expanding maps on the circle/interval (see [4]);

e Markov maps (see [4]);

e piecewise expanding maps of the interval with countably many branches, like Rychlik
maps (see [29]);

e higher dimensional piecewise expanding maps studied by Saussol [30].

Remark 2.11. In the first three examples above, the Banach space C; for the decay of
correlations can be taken to be the space of functions of bounded variation. In the fourth
example, C; is the space of functions with finite quasi-Ho6lder norm studied in [30]. We
refer the readers to [4, 30] or [2] for precise definitions but mention that if / C R is
an interval then 1; is of bounded variation and its BV-norm is 2, ||1;|lpy = 2, and if A
denotes a ball or an annulus then 14 has a finite quasi-H6lder norm.

Theorem 2.B. Let f : X — X be a system with summable decay of correlations
against L' observables, i.e., for all ¢ € C; and ¥ € L', Cor(¢p, y,n) < p, with
D us1Pn < 0o. Assume that there exists p € No such that (2.12) holds and there
exists C > 0 such that for all n € N and x € Ra' we have lRp,O(“n»x) € Ci and
I1R, oun.x)llc; < C. Then conditions Hp(uy)* and ﬂ; (up)* hold.

Remark 2.12. Although we have assumed for simplicity that 1g .0(n,x) € Cp in the
last theorem to simplify the proof of /I, (u,)*, which can easily be verified when C; is
the space of functions of bounded variation or quasi-Holder, one can still check con-
dition JI,,(u,)* when C; is the space of Holder functions, for example, in which case
1R, o(u,,x) ¢ C1. This can be proved by minor adjustments to [12, Proposition 3.1].
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As shown in [11], the appearance of clustering of exceedances in a dynamical setting is
associated to periodic behaviour. This was seen in [16, 11, 12] when the maximum value
of ¢ is attained at a single point ¢ that happens to be a repelling periodic point! but, as in
[3], it can also appear due to fake periodicity created by taking multiple maximal points
which are related by belonging to the orbit of the same point &. To show that condition
ULCp(uy) is very easily checked, we will prove that it holds whenever we have a single
maximum ¢, which is a repelling periodic point of prime period p. Assume that ¢ and P
are sufficiently regular at ¢ so that
(R2) the periodicity of ¢ implies that for all large u, {Xo > u} N f~P({Xo > u}) # 0,
and the fact that the prime period is p implies {Xo > u} N f_j({Xo >u}) =0
forall j = 1,..., p — 1. The fact that ¢ is repelling means that we have backward
contraction, implying that U,§°°) (u) = {¢} and that there exists 0 < 6 < 1 such that
Mi=o f~IP(Xo > u) is a ball around ¢ with

P(ﬁ (X > u})) ~ (1= 0)P(Xo > u).
=0

Proposition 2.13. Let f : X — X be a system and let ¢ : X — R have a global
maximum at ¢, which is a repelling periodic point of prime period p for which (R2)
holds. Then condition ULC(uy) is satisfied.

Remark 2.14. We remark that for examples considered in [3], condition ULC)(u,) can
also be checked with the same amount of effort necessary to prove the last proposition.
For its proof see the end of Section 3.2.

The assumption on decay of correlations against L! observables is quite strong. In fact,
as shown in [1], summable decay of correlations against L' implies exponential decay
of correlations of Holder observables against L ones. From the examples listed above,
one perceives that it holds essentially (to the best of our knowledge) in the uniformly
expanding realm.

One way of expanding the scope of applications is to consider systems which admit
nice first return induced maps, for which we can prove the existence of limits for MREPP,
and then pass that information to the original system. In [5], the authors showed that
the original system and the first return induced system shared the same Hitting Times
Statistics for ball targets shrinking to ¢ (which plays the role of the single maximum
of ¢). Their statement held for a.e. ¢ and the standard exponential law. Then in [12], the
authors showed that the same limit for REPP applies to the original system and the first
return induced system when ¢ is a repelling periodic point. In [17], the result of [S] was
generalised to all points ¢, and in [14] the latter was generalised to the convergence of
REPP. However, the statement of [14, Theorem 3] holds only for point processes and its
proof relies on [31, Corollary 6], which was only proved for point processes. Hence, in
order to be able to extend our results here to systems admitting a nice first return induced

I we say that ¢ is a periodic point of prime period p if fP(¢) = ¢ and fj €) # ¢ forall j =
1,..., p—1. A periodic point is said to be repelling if Df P is defined at ¢ and || (Df”({))_1 I <1,
where || - || is the norm on the tangent space to X" at ¢ given by the Riemannian structure.
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map, we need to prove a generalisation of [14, Theorem 3] to atomic random measures,
for which we cannot use [31, Corollary 6]. Hence, we will prove Theorem 2.C below.

Let f : X — X be a system with an ergodic f-invariant probability measure P,
choose a subset B C X and let Fp : B — B be the first return map f"2 to B (note
that Fp may be undefined at a zero Lebesgue measure set of points which do not return
to B, but most of these points are not important, so we will abuse notation here). Let
Pp(-) = P(- N B)/P(B) be the conditional measure on B. By Kac’s Theorem Pp is
Fp-invariant.

Setting vf = 1/Pp(Xo > u,), for the induced process XiB =go Fé we define, for
every J e RwithJ = J1U---UJyand J; € Sforalli =1,...,k,

k
AR = "Bl
i=1

where, for every interval I € S,
N (x,u)
AED@) = Y m(XPier;raon)-
j=0
Forall I € S and ¢ < |I| we define
Fr=U+eUl—-e)e8S, IF'=I+e)NI—-¢)eS.
If J € R we define J** accordingly.

Theorem 2.C. For ¢ > 0, assume that the limit marked point process A(I¢%) is con-
tinuous in ¢ for all small e. Also assume that U(u,) C B € B for n sufficiently large.
Then

P N P
Af=B>Aasn—> oo implies A, = Aasn — o0.

As consequence, if a system f : X — A admits first return time induced systems
Fp : B — B such that Fp has decay of correlations against L' so that we can apply
Theorem 2.B to prove the convergence of MREPP, then we may use Theorem 2.C to
prove the convergence of the corresponding MREPP for the original system f.

Two examples of systems that admit such ‘nice’ first return induced maps are:

e Manneville—Pomeau (MP) map equipped with an absolutely continuous invariant prob-
ability measure. These maps, given in [26, 5], are defined, for « € (0, 1), by

_ _jx(+2%%)  forx €[0,1/2),
J=la =000 for x € [1/2, 11.

They are often referred to as Liverani—Saussol—Vaienti maps since their actual equation
was first introduced in [26]. Let P be the renewal partition, that is, the partition defined
inductively by Z € PitZ =[1/2,1) or f(Z) € P. Now let Y € P and let Fy be the
first return map to Y and py be the conditional measure on Y. It is well-known that
(Y, Fy, uy) is a Bernoulli map, and hence in particular a Rychlik system (see [29] or
[2, Section 3.2.1] for essential information about such systems).
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e We consider a class of C unimodal interval maps f : I — I with an invariant prob-
ability measure absolutely continuous with respect to Lebesgue measure. Let ¢ be the
critical point. Such a map is called S-unimodal if it has negative Schwarzian derivative,
ie., D3 f(x)/Df(x) — 3(D? f(x)/Df (x))*> < Oforany x € I\ {c}. We say that c is
non-flat if there exists £ € (1, 00) such that lim,_. | f(x) — f(c)|/|x — c|¢ exists and
is positive. Here ¢ is called the order of the critical point.

As in [5], if the critical point has an orbit which is not dense in / (e.g. in the Misiurewicz
case), it is possible to construct a first return map which gives a Rychlik system.

In Section 3 we will address the issue of convergence in (2.14) which is related to the
shape of the observable ¢ and its behaviour near its maximum value, as well as to the
regularity of P. In particular, for certain examples of dynamical systems we will show the
convergence of AOT, POT MREPP and compute the limit multiplicity distributions.

3. Applications to dynamical systems

3.1. Conditions on the dependence structure

We begin by proving Theorem 2.B which allows us to automatically verify conditions
Hp (up)* and IL;, (up)* from decay of correlations against L! observables. The proof fol-
lows the same lines as the verification of earlier conditions of the same type (like [, (1)
and ,Z[;, (up)) in [13] or similar conditions in [11, 12, 2], under the same assumption.
However, for completeness and because it is short, we give it here.

Proof of Theorem 2.B. Recall that by assumption Corp(¢, ¥, n) < p, with ), | pn <00.
As mentioned earlier, condition I, (u,)*, as its predecessors, is designed to follow easily
from decay of correlations (and it does not need to be against L'). Take ¢ = 1 Ry, x1)
and = 1m1'§=2{’%n (I—n)<x;}- BY assumption, there exists C’ > 0 such that [[1g,, @w,.x)llc,
< C'foralln € Nand x; € R(J)“. Hence, condition [, (u,)* holds with y(n,t) =
y(t) := C'p; and with a sequence (#,),en such that £, = o(n) and lim,— o0 np;, = 0.

We now turn to condition ZL;,(un)*. Notice that Qg,o(un) = Rp.0(uyn, 0), so taking
¢ = 1Q2 o itn) and ¥ = 1x,-,, we easily get

P(Q} o) N~ (X0 > un}) < P(Q )P (Xo > un) + 110, lle,P(Xo > un)pj
<P(Xo > ) (P(Q) o) +C'pj). 3.1)
Recalling that nP(Xg > u,) — 7 > 0 and p is such that (2.12) holds, we find that

n/kn]~1 . 1/ kn)~1 .
no Y PO )N X)) =0 D P(QY o) f T (X0 > un})
j=p+1 J=R(Q} oun))

2 o)
< Z—IP’(XO > u)P(Q0 () + nP(Xo > u)C' Y o >0 asn— oo.
n

J=R(QY o)) g
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Remark 3.1. Note that in the proof of Theorem 2.B, the fact that the decay of correla-
tions holds against all L! observables was only used in the proof of ,H;, (up)*. In fact, as
mentioned earlier, by adapting the proof of [12, Proposition 3.1], one can easily show that
Hp(u,)* follows from decay of correlations of Holder observables against L> ones.

In the proof of Theorem 2.B we use the fact that we can find p such that (2.12) holds, and
consequently R(Qg oUn)) — coasn — oo. If we take ¢ = max{n € N : f"(§;) = ¢,

i,j=1,...,k} then under mild assumptions on the system we have R(Qg’o(un)) — 00
as n — oo. For example, if the system is continuous along the orbits of ¢;,i =1, ..., k,
then using a continuity argument and the Hartman—Grobman theorem (when a ¢; is peri-
odic) one can show the above convergence (see [3, Lemmas 4.1 and 5.1]). One can prove
it even when the orbit of some ¢; hits a discontinuity point of f as in [2, Section 3.3].

3.2. Scenarios of possible application

As in [3], having multiple maximal points creates a large range of possibilities since the
local behaviour of ¢ and of the measure P at each point raises an enormous number
of cases. Our goal here is to illustrate our convergence theorem and compute the limit
marked point process for some examples. Since it would be extremely difficult to cover
all the possibilities in a systematic way, we make some assumptions from this point until
the end of this section intended to simplify the presentation but maintain, as much as
possible, the key aspects of potential application.

Assumption 1: Single global maximum. There exists a single point { € X where ¢
achieves its global maximum value. We allow ¢(¢) = oo.

Assumption 2: Shape of the observable. The observable ¢ : X — R U {00} is of the
form

@(x) = g(dist(x, ¢)), (3.2)

where g : V — W is a strictly decreasing homeomorphism in a neighbourhood V of 0
and has one of the following three types of behaviour:

Type 1: there exists a strictly positive function ¢ : W — R such that for all y € R,

gl +yal) _ -,

im 33
s—g(0) g_l(s) ( )
Type 2: g(0) = oo and there exists 8 > 0 such that for all y > 0,
-1
g Gy _ _
=y’ (3.4)
s—>00 g (S)
Type 3: g(0) = D < oo and there exists y > 0 such that for all y > 0,
§ D=5y _ oy (3.5)

1m 1 =
s=0 g7 (D —s)
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Examples of each of the three types are, respectively, as follows: g(x) = —logx (in
this case (3.3) is easily verified with g = 1); g(x) = x~ 172 for some & > 0 (condition
(3.4) holds with 8 = «); and g(x) = D — x!/® for some D € R and « > 0 (condition
(3.5) holds with y = «).

Assumption 3: Regularity of P. Now assume P is absolutely continuous with respect
to Lebesgue measure and its Radon—Nikodym derivative is sufficiently regular so that for
allx € X,

P(Be(x))  dP

im =
e—0 Leb(B:(x)) dLeb

(x). (3.6)

Remark 3.2. Note that if f is a one-dimensional smooth map modelled by the full shift
as in [13, Section 7.1] and the derivative is sufficiently regular then, as seen in [13, Sec-
tion 7.3], the invariant density is fairly smooth and formula (3.6) holds for all x € X.

Remark 3.3. The different types of g imply that the distribution of X falls in the domain
of attraction for maxima of the Gumbel, Fréchet and Weibull distributions, respectively.

We recall that as shown in [2], under decay of correlations against L' and the previous
assumptions, either we have clustering when ¢ is a repelling periodic point, or at any
other non-periodic point { we have no clustering of exceedances and an EI equal to 1.
Moreover, under the previous assumptions condition (R1) is always satisfied, and if ¢ is
a repelling periodic point of prime period p, then (R2) is also satisfied with

1

f=1-—— . 3.7)
det DfP(g)

In particular the limit of 8, defined in (2.13) exists and equals 6.

Remark 3.4. If P is not absolutely continuous with respect to Lebesgue measure, we can
use instead observables of the form ¢(x) = g(ug (Baist(x,c)(¢))), as introduced in [10],
and the analysis we will carry out could be easily adjusted in order to obtain essentially
the same results. In particular, when PP is the more general equilibrium state associated
to a potential ¥ then condition (R2) can be verified as in [11, Lemma 3.1] and the EI is
given by the formula § = 1 — e¥ @+ +¥(/"71@),

As mentioned above, if ¢ is not periodic then condition ULCy(u,,) is trivially satisfied. If
¢ is a periodic point of prime period p, then since the above assumptions guarantee that
(R2) is satisfied, condition ULC), (u,) can also be easily verified, as follows.

Proof of Proposition 2.13. Since by (2.15),

Ls/p] o)
8psu @) = p( ZO (k + DPUE o, 1)) + L;HI(S/p + DPWS o))
K= Kk=|s/p

<p ZO(K + DPUL o, X)) < p Z;(K + DP(QS o))
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forall x € Rg and y € R, we have

o0 oo 00
/ Y 8 1n/ky ey () dX < p Y (1 + DP(QS (1)) f ye " dx
0 0

k=0

o
=p Y _(k+ DP(QY o (un)).
k=0
So, it is sufficient to check if

limsupn ) (k + DP(QY (a)) < 00.

—
n— 00 =0

By (R2), there exists 0 < 6 < 1 such that ﬂ;zo f‘jl’({Xo > u}) is a ball around ¢ with
K
P(() /77 (Xo > uh) ~ (1 = 0)P(Xo > w)
=0

for all u sufficiently large. So, we have
PUS (un)) ~ (1 = 0)P(U (un)),
P(Q% o(un)) = PUS (un)) = PUFF (un)) ~ 6(1 — 0)PU (),

KXZ(;(K + DP(QY o (un)) ~ ;(K + DO — 0)P(U (un)) = %P(U(un».

k=0

Since by (2.2) we have lim,,, o nIP(U (u,)) = t, we conclude that condition ULC),(u,)
is always satisfied when ¢ € X is a repelling periodic point of prime period p € N
satisfying (R2). O

3.3. Convergence of REPP

When the mark function m, defined in (2.7) counts the number of exceedances, then our
atomic random measure A, is actually a REPP as the one considered in [12], namely,

A,(J) = Zjev,,]ﬂNo lXj>u- We realise here that if we have a system that admits a first

return induced map on a base B with decay of correlations against L', and ¢ € B is the
only global maximum of ¢, which is a periodic point satisfying (R2), which is the case
if Assumptions 1-3 hold, then we recover the main result in [12], which states that A,
converges in distribution to a compound Poisson process of intensity 8 and geometric
multiplicity distribution.

To see this, we note that

K
UR ) = U@ N[ whe, =p)={Xo>uXp>u ... Xep > ul,
i=1

Q;,i ={X; > u, Xi+p >U,.. ., X,‘_;,_Kp > U, Xi+(/(+l)p < u},
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“ ) ifk > x),
mu({Xjlo<j<rg,,) > * &k = Lx], Upolut x) = @ - if < |x],

Upolu,x) = [ Qo U (g} = UM w),

Kk=|x]

— D _ ol
Rp.oCu, x) = Uy @) Oy, > pr= Qo).

Moreover, P(Us (1)) ~ (1= 0)P(U (un)) and P(Q¥ () ~ O (1 —)<P(U (u). The
result now follows from observing that

P(Ryo(n. ) PON3@) (1 —0)WPU )
m ———— = 1Im —— = lm
oo PUG) oo PU@a) oo P(Uun)

=01 -0 =01 —7(x))

where 7(x) = 1 — (1 — 0)*] is the cumulative distribution function of a geometric
distribution of parameter 6, that is, 7 (x) = ) _ o — 9)'(’].

Remark 3.5. If the point ¢ is not periodic and a dichotomy holds, as in [2], for the first
return induced system (which we are assuming to have decay of correlations against L),
then condition ﬂz)(u,,)* holds and REPP is easily seen to converge to a standard Poisson
process (with intensity 1).

K<X,KE

3.4. Computation of the limit of EOT and POT MREPP

When the mark function m,, defined in (2.7) weighs the maximum excess within a cluster,
then our atomic random measure A, is a POT MREPP. When there is no clustering then
A, is an EOT MREPP and, as observed above, the POT and AOT MREPP coincide and
provide information about the sum of all observed excesses.

The result below states that for uniformly expanding and certain non-uniformly ex-
panding dynamical systems the POT MREPP, in the presence of clustering, and the EOT
MREPP, in its absence, both converge to a compound Poisson process with intensity given
by the EI and whose multiplicity distribution is a Generalised Pareto Distribution (GPD),
of type depending on the type of g chosen in Assumption 2.

Theorem 3.A. Let f : X — X be a system admitting a first return induced map Fp :
B — B with B C X and such that Fg has summable decay of correlations against L'
observables, i.e., for all p € Ci and ¥ € L', Cor(¢, ¥, n) < p, with D sl Pn < 0.
Assume that for every ¢, for all balls B¢(¢) and annuli Bg (¢) \ Be, () with ¢ > 0,
0 < &1 < &, we have 1p, ) € Cy, 1351({)\352(4) € Cy and their norms are uniformly
bounded above.

Let Xo, X1, ... be given by (2.1) and (u,)neN be a sequence satisfying (2.2). Assume
that ¢ and P are such that Assumptions 1-3 hold, where ¢ € B. Then

e if ¢ is a periodic repelling point of prime period p, the POT MREPP a, A,, converges

in distribution to a compound Poisson process with intensity 6 given by formula (3.7)
and with multiplicity distribution
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1—e™* when g is of type 1 and a, = (q(u,))~",

Tx)=31—-—10+ x)_ﬂ when g is of type 2 and a,, = u! (3.8)

n

1—(1—-x) when g is of type 3 and a,, = (D — u,) "L

e if ¢ is not periodic and f is continuous at the points of its orbit then the EOT MREPP
an A, converges in distribution to a compound Poisson process with intensity 1 and
multiplicity distribution given by (3.8).

Proof. By Theorem 2.C we only need to prove the result for Fp since then it follows
for f. First we consider the case of ¢ not periodic (p = 0). By Assumptions 1 and 2,
Ro,o(un, x) = Ugo(un, x) = B¢(¢) for some ¢ > 0, and consequently 1g @u,.x) € Ci
and [|1gyo@u,.x)llc;, < C for every x > 0 and n € N. Recalling that in this case
Qg’o(un) = U(uy), as in [2, Lemma 3.1], it follows using a continuity argument that
lim,— « R(U(uy)) = oo. Then all hypotheses of Theorem 2.B are satisfied, and so con-
ditions o (u,,)* and Hb(un)* hold. Moreover, as observed earlier, condition ULCq(u,,) is
trivially satisfied.

Now we consider the case where ¢ is a repelling periodic point of prime period p. By
Assumptions 1 and 2, R, o(un, X) = B¢ () \ Be,(¢) for some €1, &2 > 0, and conse-
quently 1Rp_0(u,1,x) € Cy and ||1R,,.0(u,l,x) llc, < C forevery x > Oand n € N. Moreover, as
in [12, proof of Theorem 2], using the Hartman—Grobman theorem one can easily check
that limy, o R (Qg’o(un)) = oo. Then all hypotheses of Theorem 2.B are satisfied, and
so [, (u,)* and ,ZL;, (u,)* hold. By Assumptions 1-3 and the fact that ¢ is a repelling pe-
riodic point (R2) holds and by Proposition 2.13 so does ULC),(u,). Hence, the statements
of the theorem follow as soon as we show that (2.14) holds with 7 (x) as in (3.8). For u
sufficiently close to g(0), we have

Upou,x) ={Xo>u+x}= B%g"(u-‘,—x)(g)’

1
Rp 0t ) = Up o1t )\ Up p(at, x) = (Xo >+ x}\ () £77((Xo > u + x}).
Jj=0

By (R2), {Xo > u + x} and ﬂ}:o f=IP({Xo > u + x}) are both intervals, and
PRy 0, x)) =PXo>u+x) — (1 -60)P(Xo > u+x) =0P(Xo > u+x).

Let (1), be a normalizing sequence of levels satisfying (2.2) and lim,,_, oc u,, = g(0).
Given the assumptions (3.6) and (R1), of regularity of P and U (u,) = {X¢ > u,} being
a ball centred at ¢, respectively, we have

P(X ~ Leb(X dP =g ! db
(Xo > up) eb( 0>W)m(§)—g (un)m(f),

P(Rp,0(utn, x)) = 0P(Xo > up + x)
dP
dLeb

P -1
(&) =0g (un +x) ().

d
~ OLeb(X
eb(Xo > un +x) 77
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If there exists a strictly positive function g : W — R and a strictly monotone homeo-
morphism % such that
g(g~ ' Wh) —u
m =
u—g(0) q (u)

then, for a, = 1/q(u,),

P(R,0(ttn, X /an)) g Nun + qun)x)
m =60 lim
n—00 P(Xo > uy,) n—00 gil(un)

_ Ny _
g l(un+q(un)g(g (;()u)(X)) u)

=6 lim lim

n=00 u—g(0) g (un)
In particular, for u = u, we get
- ) (o) —uy
PRyl xfay) 8 (gl S
lim =0 lim =0h(x)
n—oo  P(Xo > up) n—>00 g (un)

and the probability distribution is w(x) = 1 — h(x). We will analyse each type of be-
haviour separately.
Type 1: there exists a strictly positive function p : W — R such that for all y € R,

g ' +yql)
" =e .
s—g0)  g71(s)

Then
L g log)g@) _
u—g(0) gil(u) ’
- ~(u—log(x)g ()
g(g—l(u)x)_u g(g l(u)g ug_?%u,\;qu )—u
im ——————— = lim = —log(x).
u—g(0) qu) u—>g(0) q(u)
Let h(x) = e ¥, so that k1 (x) = — log(x). Then a, A, converges in distribution to a

compound Poisson process A with intensity & and multiplicity d.f. w(x) = 1 —e™*.

Type 2: g(0) = oo and there exists 8 > 0 such that for all y > 0,

-1
lim & l(sy) _——
s—>00 g~ (s)

Then for g (1) = u we have

i &™)
im >¥——~ =
Uu— 00 g—l(u)

’

_ 1 (ux~1/8)
-1 _ (g7 )t )
lim —g(g @) — u = lim g W —1=xVP_q,.

U— 00 q(u) U—00 u

Leth(x) = (1+x)"#,sothat h~!(x) = x~ Y8 — 1. Then a, A, converges in distribution
to a compound Poisson process A with intensity 6 and multiplicity d.f. 7 = 1—(14x)7%.
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Type 3: g(0) = D < oo and there exists y > 0 such that for all y > 0,

g'D=sy) _
m —in = .
s—>0 g7 (D —s)

Then for g (u) = D — u we have

i g N (D — (D —u)x'/7)
m =
u—D g ' (u)

’

B —1/,0 8 D—(D-—wx'7)y
T (010 e N G G e Bk

= =1-—x/7
u—D q(u) u—D D —u

Let h(x) = (1 —x)¥,sothat i~ (x) = 1 —x!/7. Then a, A, converges in distribution to a
compound Poisson process A with intensity 6 and multiplicitydf. 7 =1 — (1 —x)¥. O

3.5. Computation of the limit of AOT MREPP for specific systems

In the case of AOT MREPP it is technically much harder to compute the multiplicity
distribution of the limiting compound Poisson process. In order to write an explicit for-
mula for it we need to assume a specific backward contraction in a neighbourhood of the
repelling periodic point, rather than an approximate rate as in the previous cases.

Theorem 3.B. Let f : X — X be a system admitting a first return induced map Fp :
B — B with B C X and such that Fg has summable decay of correlations against L'
observables, i.e., for all $ € Cy and € L', Cor(¢, ¥, n) < p, with Y ops1Pn < 0.
Assume that for every ¢, for all balls B¢(¢) and annuli Bg (£) \ Be,(¢) with ¢ > 0,
0 < &1 < & we have 1p,(;y € Ci, 1B, (0)\B,t) € C1 and their norms are uniformly
bounded above.

Let X0, X1, ... be given by (2.1) and (u,)neN be a sequence satisfying (2.2). Assume
that ¢ and P are such that Assumptions 1-3 hold, where ¢ € B. Additionally, suppose
that

e ( is a periodic repelling point of period p;
o for some M > 1,
dist(f”(x), £) = M dist(x, ¢)

for all x in a neighbourhood of ¢ (an example of such a dynamical system is f : t —
mt mod 1 withm € {2,3, ...}, in this case M = mP);

o there exists a strictly positive function g : W — R and a strictly monotone homeomor-
phism hy such that

8eu (8™ Whe(x) _

i x, Vk eNp, 3.9)
u—g(0) qu)

where g, ,(x) 1= Zfzo(g(Mix) — u) (as we will see, this holds when g has the form
given in Assumption 2).
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Then, for a, = q(un)_1 the AOT MREPP ay A,, converges in distribution to a compound
Poisson process with intensity 6 = 1 — 1/M and multiplicity d.f. w given by

mx)=1- nl—igolo hK(u,,,q(u,,)x) (x)

-1 -1
where k = k(u, x) is the only integer such that x € [gi.. (% Mﬁ“)), S (%W(Sr”l)))

Remark 3.6. In particular, when g is one of the three examples given above, the multi-
plicity d.f. can be computed as shown in the following table:

Examples of g(x) Respective distribution 7 (x)
T8 log M1
—log(x) -y L= | exp<—$)
T+8x/log M—1
y 1+l
x Ve g >0 1~ (el ) ™ (o) + 1 +x) ™~ where k = kc(x) is the only
. Kk/a _pr—1/a (k+1)/a _
integer such that % <k+1l+x< w
1
D—x"* DeRa>0|1- (1711”_(,(%)&(/(()6) + 1 — x)¥ where k = «(x) is the only
— 1 1 —
integer such that % <k+l-x=< %

Proof of Theorem 3.B. By Theorem 2.C we only need to prove the result for Fp since
then it follows for f. If R, o(us,x) = Bg () \ Be,(¢) for some £1,&, > 0 then
1R, o,y € Crand |[1g, w,.x)llc, < C for every x > 0 and n € N. Moreover, as
in [12, proof of Theorem 2], using the Hartman—Grobman theorem, one can easily check
that lim,, .o R (Qg’o(un)) = 00. Then all hypotheses of Theorem 2.B are satisfied, and
so conditions JI,(u,)* and ,ZL;] (un)* hold. By Assumptions 1-3 and the fact that ¢ is a re-
pelling periodic point we find that (R2) holds and by Proposition 2.13 so does ULC, (u).

Hence, the statements of the theorem follow as soon as we show that R o(u, X) =
B¢, (£) \ Bg,(¢) for some €1, &2 > 0 and (2.14) holds with 7 (x) as in (3.8).

For u € (0, g(0)), let

- ; -1
Gieu(X) = ;(g(sz) —u), b (1) = gk <—g Mf(M))

For j, k € Ny, t sufficiently close to ¢ and u sufficiently close to g(0), we have

Xjp(t) > u & gQdist(f7(1),£) >u & g2M/ dist(t, ) > u ¢ 1 € By, (©),

2MJ

my, ({Xo, Xp’ cees Xl(p})(t) >x & gK,u(ZdiSt(ta )>x & te B%g;b(x)(;)’

Notice that (b, (#))cen, is an increasing sequence for any u € [0, g(0)) since g(%)
L)

- -1
> u fori > 0. Moreover, by(#) = 0 and b,y (u) = g,{+1,u(%) = gk,u(%w(f,)).
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Then,
> b 1 gil(u) U¥ =0

X K+1(u) @ g/( u(x) p— MK+] @ p,o(u’ -x) - 9

—1
- () ;

X <bw) & gl >0 e © Upo ) = Bty )\ B o1y ©),
M 2MK omi+l1
Tw “u

be(u) < x <bey1(u) & gMKil < gea() < gM_K)

< U;’O(M,X) B' *l(x)(g) \ B g lw (©).

2MK+1

Since (b, (u)), is an increasing sequence, there is at most one x = «(u, x) such that
x € [be(u), bes+1(u)). Notice that

—1 —1 —1
(u) _ () _ &) _
be(u) < x < bes1 (1) < (g;\/[TH < gl < gW & MK+ < “jl‘(u) <M
~1 ~1 1
(x) log(g™" (u)) — log(g, ,,(x))
< —1 L 1 _ K,u
G =TI ory <KL e { log M

Hence,
Up.o(u, x) = U 500, ) U(E)

— U Ul’f,o(u,x)UU;%”x)(u,x)U U Use@.xuiz}

K<k (u,x) Kk>K(u,x)
00
= (Big,yO\B 1w @)U (Briw@\B, 1 () ULE)
2 ZMK(M X)+1 re=x (u,x)+1 2M¥ amK+l1
=B16,w0©®)

where G, (x) = g,:(:h %) . (X). Now, we note that
o0 o
Up.o(u, x) N Uy p(u, x) = | JUs o, )0 | J U @, x) Ufz)
k=0 k=0

and, for u sufficiently close to g(0), U! O(u x) N U,{ pu,x) # @ only wheni = j + 1,
SO

Upou,x)NUp p(u, x) = U(UK u,x)NU (u,x))U{;}
k=0

00
= U{X() >u, Xp>u,..., Xga1)p > U,
k=0

X@e+2)p < u, mu({Xp, cees X(K+1)p}) > x} U{c}.
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Then, for k € Ny and ¢ sufficiently close to ¢, we have

le({va cee X(K-’rl)[)})(t) > X < gK,M(Q'M diSt(I, ;)) >x < te Bg;},(ﬂ (;)»

M
? if k < k(u,x),
(B g1 () \ B =14, (©)) N B, (x) &)= B%(E)\BMKKZJ’T@ © 1 =r0,
2 2w +? B, 14 (O\B 14, @) ifk > k(u,x).
omi+l oMmk+2
Hence, for u sufficiently close to g(0),
Up.o(t, x) NUp, p(t, x) = | J((B =10 () \ B 10 () N B - Lo ) U ¢}
=0 amk+l1 2MK+2
= (Bouw (0)\ B 14, (O))U U (B 14 (©)\ B -1, () U {2}
2M 2 Mk (u,x)+2 K=k (u,x)+1 2MK+| 2MmKk+2

= Bgywm (¢)
2M
and
RP,O(M, x) = Up,()(ua x)\ (Up,O(u» x)N Up,p(u» X)) = B%Gu(x)(g‘) \ B% ().

Let (1), be a normalizing sequence of levels satisfying (2.2) such that lim;_, o, u, =
£(0). Given the assumptions (3.6) and (R1), of regularity of P and U (u,) = {Xo > un}
being a ball centred at ¢, respectively, we have

dP dP
P(Xo > u,) ~ Leb(Xo > mm(c) = g”(un) @

P(Rp,o(uih x)) = (BlGu (x)(f)) - (BGun(X) ({))

dP dP
) - Leb(BGun w (0))—

~ Leb(B
®(516,,0) I b b

©)

= (a0 = ) L) _pg,, 002 )
U M ) dLeb " dLeb

where 0 =1 —1/M.
If there exists a strictly positive function ¢ : W — R and a strictly monotone homeo-

morphism 4y, such that
e (87 (Whi (x))
u—g(0) q(u)
then, for a, = 1/q(u,),

=X, Vk € N(),

-1
]P(Rp,O(unv X/Cln)) — lim GGM,, (Q(Mn)x) — 9 lim glc(u,,,q(u,,)x),u,, (q(un)x)
n—00 P(Xo > un) n—>00 g_l(”n) n—00 g_l(un)

8ru(g” (M)h (x))
n) q ) )

-1
8 q(u
— 6 lim lim K(Mnﬂ(un)x),un(

— ,  Vk e Np.
n—00 y—g(0) g (un)
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In particular, for u = u, and k = k (uy, g(u,)x), we get

li IP)(Rp,O(Mna x/ay))
m
e P(Xo > tty)

—1 8k (upn,qun)x),un (g_l(un)hk(un,q(un)x)(x))
—0 lim 8 (un g (un)x) (q(un) q(un) )

n—>00 g (un)

=0 nll)ngo h’((”n 2q (up)x) (x)
and the probability distribution is given by
() = 1= WM Aicu,.qaun (-

Now, we will analyse each type of behaviour separately.
Type 1: there exists some strictly positive functiong : W — R such that forall y € R,

gl Hyae) _ -,
s—g0)  g71(s) '

Then

g ' —log(x)g(w)) - og@ ) —u
i — =x, SO lim —————— = —log(x),
u—g(0) g ' (u) u—g(0) q(u)
Zeu (g (w)x) > o (e(MigT w)x) — u) « ;
u—ifgI}O) q(u) u—ig(O) q(u) ; og(xM’)

k(K +1)
—— 1o

= Z(log(x) +ilogM) = —(k + 1) log(x) — g M
i=0

= —(k + 1)(log(x) + k log~/ M).
Let e (x) = e @1 ¥ 192VM g that =1 (x) = —(k + 1) (log(x) +k log ~/M). Then a, A,

converges in distribution to a compound Poisson process A with intensity 6 =1 — 1/M
and multiplicity d.f. = given by

7(x) = 1= Hm Ay, g () = 1 — lim ¢ Fmatmoer < Una@)log Vi
n—0o0 n—o0

If g(x) = —log(x), then

Beu(X) =Y (—log(M'x) —u) = —(k + 1)(log(x) + u + « log /M),
i=0

e k(k + 1)
be(u) = gk,u(W) = Tlog M,
e K+ DK +2
bK—H(”) = gK’”(MK‘H > = ) ) 10g M.
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Let k = k(u, x) be the only integer such that x € [b, (1), b,+1(1)), or equivalently
k(k +1) K+ Dk +2)
— lo <——F"——"log

1+8x/log M—1
ARV L A

M <x M.

Then k (u, x) = L

X
7(x) =1 — e F@orr —k(u,x) log M

J1+8x/log M—1
— 1= (VM) exp( - * .
A/ 1+8x/log M —1
[ +1
Type 2: g(0) = oo and there exists « > 1 such that for all y > 0,

gy _
s—oe g~ 1(s) '

Then for g (u) = u we have

PO U e O S )10 Bl SNV PR
u—oo g~ l(u) ’ u—00 q(u) ’
i Seu@T' @) g (@(M g w)x) — ) Zi((M_l/a)ix_l/a_l)
oo gu) u=00 () 2
1 — M~/
=gt oD

1—M~1e \—a — — 1—M~E+D/e
Let by (x) = (W) (e 142)7, so that l(x). =L = 1./0‘—.(K+.1).
Then a, A, converges in distribution to a compound Poisson process A with intensity

6 =1 —1/M and multiplicity d.f. = given by
7x)=1-— nlin;o hK(u,,,q(un)x)(x)

1— M~V -
— _ 1 —u
=1 nlinéo<1 — M<K<un,unx>+1>/a> (e G, tpx) + 14 2) .

If g(x) = x~ /% for some o > 0, then

K C 1 — M~ &+D/a .
g (0) = Y (M) — ) = —————x TV — e+ Dy
i=0
u o Mele — pp—1/a
b () = gieu G = W_(K+l) u,

u e M(K-i—l)/oz -1
bl(-‘rl(u) = gK’“(MK‘f‘l) = < 1= p—1/a — (K + 1))”

Let k = k(u, ux) be the only integer such that ux € [b,(u), bc+1(u)), or equivalently

MEle _ ppl/e M&+D/e
TS <k+1l+x< e
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Notice that « (#, ux) does not depend on u; hence,

1— MV N\~
J— —u
ﬂ(x)-l—(m) (k(x)+14+x)

where «(x) = k(u, ux).
Type 3: g(0) = D < oo and there exists « > 0 such that for all y > 0,

1 gD —sy)
s—0 g~ (D —5) Y
Then for g (u) = D — u we have
-1 _
o 86T WX —u e

g (D — (D —uwx'/%)
lim =x, so 1l
u—D g ') u—D q(u)

)

—1 K [ —1 K
lim 8reu(g™  (u)x) ~ lim YoicoleM g™ (u)x) — u) _ Z(l _ (M Vi gV
u—D q(u) u—D q ) =
l_M(K+1)/(1 o
=K + 1 — W}C .
Let b (x) = (1_1;4(%)“(/( + 1 —x)% sothat i (x) = k + 1 — %xl/a.

Then a, A, converges in distribution to a compound Poisson process A with intensity
6 =1 —1/M and multiplicity d.f. = given by

Tx)=1-— nlggo h;c(un,q(u,,)x) (x)

. L—m'e ¢ «
=1 —nll)IIolo(l — M(x(un,(D—un)x)+1)/ot> (K(un, (D —up)x) +1 —x) .

If g(x) = D — x'/® for some D € R and o > 0, then

K i1 1 — M&+D/e
gK,u(x):z;(D_(M .X) —M)=(K+1)(D—M)—Wx ,
1=
(D _ M)OZ Ml/ot _ M—K/Ol
bl = seal e ) =\ Ty )P
(D —u)® 1 — M~ etD/e
biev1(4) = gieu W = K+1—W (D —u).

Let k = k(u, (D — u)x) be the only integer such that (D — u)x € [b, (1), be+1(u)), or
equivalently

1 — M—&+D/a Ml/e _ pp—x/a
e 1 <K+1_x§—M1/a_1
Notice that x (4, (D — u)x) does not depend on u; hence,

1— MYV N
— o
ﬁ(x)—l—(w> (K()C)"‘l—x)

where «(x) = k(u, (D — u)x). ]
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4. Convergence of marked rare events point processes

This section is dedicated to the proof of Theroem 2.A. The argument follows the same
thread as in [12, proof of Theorem 1] but it is much more involved due to the sophisti-
cation associated to MREPP and the degree of generalisation and cases addressed (like
allowing multiple maxima and the absence of clustering). One of the highlights of the
proof below is the way we handle the gap created by considering general distributions
for the marking of clusters, when compared to the distributions defined on the integers in
[12], which significantly simplified the proof of [12, Theorem 1]. The major step to over-
come this difficulty is made with Proposition 4.B, which is of independent interest since
it provides a formula to compute the Laplace transform of multiple random variables with
general distributions, possibly diffuse with respect to Lebesgue measure.

We start with a lemma which says that the probability of not entering U, o(u, x) can
be approximated by the probability of not entering R, o(u, x) during the same period of
time.

Lemmad4.1. Forany p € No, s € N, x > 0and u > 0 we have

|P(fp,0,s(u, X)) — P(RP,O,S(M, x))| < PP(Up,O(% x)).

Proof. For p = 0 this is trivial since U ; (u, x) = Ro,; (4, x). For p > 0, first observe that
since Ry ;(u,x) C Up;(u,x), we have #, o s(u, x) C Rp0,s(u, x). Next, observe that
if Rpo,s(u, x)\ fp,o,x (u, x) occurs, then we may choose j € {0, 1, ..., s — 1} such that
X; € Upo(u, x). But since Rp 0,5(u, x) does occur, we must have X;; € U, o(u, x)
for some 1 < j; < p, otherwise R, j(u, x) would occur. Similarly, if j + j; < s then
Xjtji+j» € Upo(u,x)forsome 1 < jp < pandsoon. We conclude that X; € Up o(u, x)
for somei € {s — p,...,s — 1}, and this means that

s—1

Rp.0.s, )\ Fp o5, x) C | Upilu, x).
i=s—p

Hence, by stationarity,
IP(Ip0,su, X)) = P(Rp,0,s(u, )| = P(Rp,0,s(u, x) \ Fpo,su, x))
< pP(Up,0(u, x)). o
Next we give an approximation for the probability of not entering R, o(u, x) during a
certain period of time.
Lemmad4.2. Forany p € No, s € N, x > 0andu > 0 we have

s—1
IP(Rp.0.5(tt, X)) = (1 = sP(Rp 0w, ) <5 Y P(QY o) N U, j(u, x)).
j=p+1

Proof. Since (Rp,0,s(u, x))¢ = Uf;é Ry, (u, x), it is clear that

s—1 s—1

1= P(Rp0.(u, X)) = sSP(RpoGu, )| <Y Y P(Ryi(u, x) N Ry j(u, x)).
i=0 j=i+p+1
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If p > 0, the result now follows by stationarity plus the following two facts: R, ;(u, x) C
Up,j(u, x), and between two entrances to Rp o(u, x), at times i and j, there must have
existed an escape, i.e., an entrance in Qg,o(“) (otherwise, an entrance to R o(«, x) and
therefore to Uj o(u, x) at time j would imply an entrance to Uj o(u, x) at some earlier
time iy fori +1 < iy < i + p, which would contradict the entrance to R, o(u, x) at
time 7).

If p = 0, the result follows by stationarity plus the following two facts: Rg_j(u, x) =
Uop,j(u, x) and Ro; (u, x) C {X; > u} = ngi(u). O
The next lemma gives an error bound for the approximation of the probability of the
process ([0, s)) not exceeding x by the probability of not entering R, o(u, x) during
the period [0, s). In what follows, we use the notation

AL, = (la, b)), o asin (2.8). 4.1)
Lemmad4.3. Foranys € N, x > 0 and u > 0 we have

s—1

P < ) = P(Fp 0. 0)) < (s = p) Y P(QY0() N {X; > u))

j=p+l1
ls/pl o)
+ ) kpPUS . x) +s Y PUS @, x))
k=1 k=|s/pl+1

if p > 0, and in case p = 0 we have
s—1
IP(y o < %) = P(So.0,5, )| <5 Y P(Xo > u, Xj > u})
j=1

s—1
=5y PO o) N{X; > u}).
j=1
Proof. If p > 0, we start by observing that
Aos(u, x) == {; ) < x} N (Fp0,su, x)°

s—1 s—1
c J uwnu | UFwx
i=s—p i=s—2p

s—1

s—1
u...-u U Ulg’si/pJ(u,x)UU U Ul’;’i(u,x)

i=s—|s/plp i=0k>[s/p]

since Uf;gp_l U j(u,x) C e/} > x} forany k < [s/p]. So, by stationarity,

Ls/p] 0
P(Aos(u, x)) < Y kpPUS o, x) +5 Y PUS o, x)).
k=1 k=[s/pl+1
Now, we note that
s—p—1 s—1

Bos(u, x) = {,safus’o >x}NIposu, x) C U U Qg’i(u) N{X; > u}.
i=0 j>itp
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This is because no entrance in U o(u, x) during the time period O, ...,s — 1 implies
that there must be at least two distinct clusters during that time. Since each cluster ends
with an escape i.e., an entrance in Q° o), this must have happened at some time i €
{0,...,s — p — 1} which was then followed by another exceedance at some subsequent
instant j>i where a new cluster has begun. Consequently, by stationarity,

s—1
P(Bo.s(u, x)) < (s = p) Y P(Q) o) N{X; > u}).
j=p+l1
If p = 0, we start by observing that {7} ) < x} C #,0,5(u, x). Then, we note that
s—1 s—1

(7> x}N Aos.x) | | Xi>u)niX; > u)
i=0j=i+1

because no entrance in Up o(u, x) during the time period O, ..., s — 1 implies that there
must be at least two exceedances during that time. Consequently, by stationarity,

IP(; oy < x) = P(Fo,0,5(u, x))| = IED({éafs() > x} N H,0,s(u, x))

SSZP(X0>M,X]'>M). O
j=1
As a consequence we obtain an approximation for the Laplace transform of <7 .

Corollary 4.A. Forany p € Ny, s € N, y > 0, a > 0 and u > 0 sufficiently close to
ur = sup ¢ we have

0

=2 Z P(Qp o) N {X; > u)) + / TN /a) d,

j=p+1
where 8y 5, (x/a) is as in (2.15).
Proof. Using Lemmas 4.1-4.3, for every x > 0 and p > 0 we have

IP(, o < x) — (1 = sP(Rp,0(u, )| < [P(, y < x) = P(Ip0,5(u, X))

+ [P(Fp,0,s (w0, X)) = P(Rp,0,s, x)| + [P(Rp,0,s (1, X)) — (1 = sP(Rp,0(u, x)))|
ls/p)

<G -p) Z P(Q) o) N{X; > uh) + Y kpP(US o(u, x))
J=p+1 =1
00 s—1
+s Y PWUS@ )+ pPUpo.x) +5 Y PQ) () N Uy j(u, x))
k=ls/pl+1 j=p+1

s—1

<25 Y P(QY o) N {Xj > u}) + 8p u(x).
j=p+l1
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When p = 0, we have

IP(<, o < x) — (1 = sP(Ro,0(u, x)))| < |P(=; o < x) — P(H,0,5(u, X))
+ |P(H,0,5(u, x)) = P(Ro,0,5 (u, x))| + [P(Ro,0,s (4, x)) — (1 — sP(Ro,0(u, x)))|

s—1 s—1
<5 Y P(QQ ) N{X; > uh) +5 Y PQ] o) N Up j(u, x))
£ £

J J
s—1

<25 ) P(QQ o) N{Xj > u}) + 80,5,u(X).
j=I1

Since P(#,; , < 0) = 0, using integration by parts we have
E(e*u0) = e 0P/ = 0) + / 7 e dP(S < x/a)
= P(ef} o= 0) + lim_ [eO*ny(%o < x/a) — e YOP( ) < 0)]
- /00 P(e,) y < x/a)de™™*
0
=P( = 0) — P(/y < 0) — /0 Ty B < x/a)da

o0
:/0 ye  'P(e) y < x/a)dx.

Then
o *
‘E(ey“‘ u,o) — <1 — s/ ye "P(Ry 0(u, x/a)) dx)‘
0

o0 o0
= ‘/0 ye_nyP’(;zfus’O < x/a)dx —/0 ye (1 — sP(R, 0(u, x/a))) dx

o0 s—1
5f0 ye_yx[zs > PQY o) N (X, >u})+5,,,s,u(x/a)] dx
j=p+l1
s—1

=2s Z P(Qg’o(u) N{X; > u)) + /OO ye %8, 5 u(x/a) dx. O
j=p+l1 0

The next result gives the main induction tool for the proof of Theorem 2.A.
Lemmad.4. Let p € Ny, s,t, ¢ € N and consider x| € Rg‘ and x = (X2,...,Xx;) €

(Rg)g_l, s+t—1<a<by <az <--- < b € Ny. Foru > 0 sufficiently close to
ur = ¢(¢) we have

) b
IP(AS o < X1, %) <Xy, D, < Xg)

u,ap
b b
—P(e) o < x)P(,2, < X2, ..o\ Fya. < X¢)|

u,ay —
s—1

<stu,t)+4s Y P(QY o) N {Xj > u}) + 28, . (x1)
j=p+1
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where §p 5, is as in (2.15) and

S

(1) = sup max {)P(Rp,(u xl))P(ﬂ oy = %7})
seNi=0,...,s— j=2
S
(ﬂ Ay =51 O Ryt x|} @42
Proof. Let
b
Avx =9y Sx1, A <X, g, < X, By, = {4,y < x1},
~ b ~
Axl’£ = RPOS(M xl)m{%b%n <.x2,...,«!2{u’zg S.xs'}, Bxl = pOS(u xl)
b
= {2, < X2, T < xch

If x; > 0, by Lemmas 4.1 and 4.3 we have
IP(By,) — P(By,)|
< |P(, g < x1) = P(Ip 0.5, x1))| + [P(Ip 0.5, x1)) — P(Rp 0.5, x1))]

< |P{e, o < x1} A Ipo.s@, x))| + [P(Rp.o,s, x1) \ Fpo.su, x1))|

Ls/p]
<(s—p) Z P(Q) o) N{X; > u}) + Z kpP(Uy o(u, x1))
Jj=p+1 K=

+s Y PUS @ x1) + pPUy o, x1)
k=|s/pl+1
s—1

<s Y P(Q) o) N{X; > u}) +8p..u(x1) 4.3)
j=p+l1

and also
IP(Ay,) — P(Ay)|
< P, o < x1} N D*) — P(F) 0,5(u, x1) N DY)

+ [P((Rp,0,5 , x1) \ 0,5, x1)) N D¥))|
< IP({; g < x1} A Ip 0,5, x1)) N DD+ [P((Rp0,s(, x1) \ Fp,0,s(, x1)) N D¥))|
< |P({ﬂfo <x1} A Ipos@, x )|+ 1PRp,o,s @, x1) \ Fpo,sW, x1))|

<s Z P(Q) o) N X > u}) + 8ps.u(x1). (44)
Jj=p+1
If x; = 0, then {;27‘ < x1} = {f;afY 0} = {Xo <u,....,Xs_1 < u} =

Zp.0,s(u, 0), so estimates (4 3) and (4.4) are stlll valid by Lemma 4. 1
Using stationarity and adapting the proof of Lemma 4.2, we find that

IP(Ay, x) — (1 = sP(R, 0(u, x1)))P(D¥1)]| < Err,
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where
s—1
Err = ’SIP(R,,,O(M, A))B(DY) = 3 P(Ry,i(u, x1) N DY)
i=0

s—1
+s5 Y P(QY () N U ju, x1)).
j=p+1
Now, since, by definition of ¢(u, 1),

s—1
sP(Rp 0(u, x1))P(D*) — Z P(Rp i (u, x1) N D¥)
i=0
s—1
< Z [P(Rp.i (u, x1))P(D*) —P(R), i (u, x1) N DH)| < su(u, 1),

i=0
we conclude that
s—1
IP(Ayx, x) — (1 =sP(Rp0(u, x1))P(D)| < st(u,t)+s Z P(Q?,,o(u)ﬂUp,j(u,m))-
j=p+l1

4.5)
Also, by Lemma 4.2 we have

s—1
IP(By )P(DS)—(1=sP(Rp 0w, x))P(DH)| <5 Y P(QY ((0)NU, (1, x1)). (4.6)
j=p+1
Combining (4.3)—(4.6) we get

IP(Ay, x) — P(By,)P(DY)]
< [P(Ay, 2) — P(Ay )|+ IP(Ay, x) — (1 = sP(R, o(u, x1)))P(DY)]|
+ |P(By, )P(DX) — (1 — sP(Rp,0(u, x1)))P(D)| + [P(By,) — P(By,)|P(D%)

s—1
st t)+4s Y PQY o) N{Xj > u}) + 28, 5.u(x1). O
J=p+l1
Let F : (R(J)r)” — R be right continuous in each variable separately and such that for
each R = (a1, b1] x -+ x (ay, by] C (RY)" we have

wr(R) = Z (—1)#{i€{1""’n}:Ci:ai}F(Cl, e ) > 0.
ci€lai,bi}
Such an F is called an n-dimensional Stieltjes measure function; then wr has a unique
extension to the Borel o -algebra in (RS’ )", which is called the Lebesgue—Stieltjes measure
associated to F.
Foreach I C {1,...,n},let F;(x) := F(§1x1, ..., 6nXxn), Where

1 ifiel,

8 = .
0 ifi¢l.
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If F is an n-dimensional Stieltjes measure function, it is easy to see that Fj is also
an n-dimensional Stieltjes measure function, which has an associated Lebesgue—Stieltjes
measure [, . We have the following proposition:

Proposition 4.B. Givenn € N, I C {1,...,n} and two functions F, G : (Ra’)" —- R
such that F is a bounded n-dimensional Stieltjes measure function, let

G(Q,...,00F(,...,0) forl =4,

/G(&)dFI('E) = {fG(.l)dMF] forl#@,

where (wF, is the Lebesgue—Stieltjes measure associated to Fy. Then

0 o0 1
/. . / e T E () dxy .. dxy = ——— Z /e_ Yier Yici dFy(x).
o Jo y )

LeeeYn iy

Proof. We use induction on n. For n = 1, using integration by parts,

oo e~ Vi-a e—yl.O 1 a
/ e "M F(x;)dx; = lim |:— F(a) + F(O)—i——/ e M dF(xl):|
0 a—0o0 0

Y1 Y1 Y1
1 o0 Cix 1 =Yy ViXi
=—(FO+ | eMdFG) ) =— > [ e Zie?NidF(x)).
V1 0 V1 Ic{l}

For n > 1, using integration by parts again,

o o0
f. . / e T B (x)dxy ... dx,
0 0

a o0 o0
= ali)rrolo e Ynkn </ . / e T -l B () dxy . .dxn_1> dx,
0 0 0

efyna ee} e}
/. . / e T T B (xq, L Xp1, @) dxy .. .dXp—q
0 0

a— o0 yn

1 00 poo
+ —// e T T Fey L X—1, 0) dxy .. dxp—g
Yn Jo 0

1 o o0 o0
+ — / e ntn d(/ . / e AT Tl F(x) dxy . .dxn_l).
Yn Jo 0 0

Since F is bounded, we have

e_yna

lim —
a—> o0 y}’l

00 oo
/. . / e YT T - F(xy L xp—1,a)dxy ... dx,—1 = 0.
0 0



Convergence of marked point processes of excesses for dynamical systems 2167

Assuming that the result is valid for the n—1-dimensional functions fy, (x1, ..., X,—1)
= F(x1,...,x5—1, xp) for every x,, > 0, we have

0 poo
/. . f e VT T By X1, 0) dxy .. d X
0 0
00 poo
= / . / e AT T =11 fo(xq, L Xp—) dXy .. d Xy
0 0

_ / Zzel)lxl d(fo)](xl,.. s Xn— 1)

Yi---Yn—1 Ic{l ,,,,, n—1}

N / Z;e[ YiXi dF[(_)

V1o Yn—1 lc{l -1

1 00 00 oo
_f e—)'nxnd<f_._/ e M TT T I -1 B(x) dxy ...dx,,_1>
Yn Jo
_ _f —y,lxnd(f f e VIX 1= = Yn—1%n— lf"()ﬂ, vy Xp— 1)dX1 dxn 1)

=—/ _M""d(— / ~Yies T d(fo) 7 (X1 ey Xy 1))
Y1 Yn 1]C{1
1

,,,,,

o0
- - Z / e_ynx11d</ e~ Licy ViXi dFJu{n}(J_C))
ylyn ]C{l n—l} 0

1
- / = Yier yixi dF;(x).
Yoo Vn pen n} nel

/ / e MITTTI M B () dxy .. dxy = ——— Z e Liel Yi%i d Fy(x).
RN IS TN

Corollary 4.C. Let p € Ny, s,t, ¢ € N and consider yy,...,yc € ]R(')F, a > 0, and
s+t—1<ay<by<az<---<be e Ny Foru sufficiently close tour = ¢(¢),

E(e—ylad 02Ty == Vea T o ) =E(e —yua%O)E(e—yza%b%z—~~—y;us%f’,2g) + Err
where |Err| <st(u, t)+4s Z/ —pt1 ]P’(QO O(u)ﬂ{X >u})+2 fo yieT 6, s u(x/a) dx,

t(u,t) is given by (4.2) and 8 5 , as in (2 15).

Proof. Using the same notation as in the proof of Lemma 4.4, let F (4) (xX1,...,xc) =
P(Ay, »), FB(x1) = P(By,) and FP (x3,...,x.) = P(DX). Then FY, F® and
FD) are each bounded Stieltjes measure functions, with
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wro (U = P(ad) . ad,?

u,apy’

b
s ag.) € Uy),
b
pw (Us) =Pad) e Ua),  ppw (Us) =P(ad?,, ... .aduq.) € Us),

u,ap’

where Uy, U, and Ujs are Borel sets in (Rar )S, R(J)r and (R(')|r ys—1, respectively.
Therefore, we can apply the previous proposition and we obtain

3 by be 3 by ! bg
E(e_)’la*%io_Yngiu,az _"'_)’gagiu,ag ) _ E(e_)’Ia'Q{lfv())E(e_yZQ'gfu,az _'”_)’gaé‘{u,ag )

= > /e*ZfeIYf“id(FW),(xl,...,xg)
s}

I1c{l,...,
_ Z fe— D ier yiax; d(F(B))1(x1) Z fe— D ier Yiax; d(F(D))I(XZ, LX)
1c{1} 1c{2,....¢}

o0 o0
=yi...yca / . / g Viax1—myeaxe p(A) (o xc)dxy...dxc
0 0

o
- (yla / e”““F‘B)(xl)dxl>
0

o0 o0
X <y2 .. ygag_1 / . / g e yeaxe p(D) ey xc)dxo ... dxg)
o Jo
o o
=yi...yca® /0. . ./0 e~ naxi——ysaxe (p(A) _ p(B) p(D)y(y, - xo)dxy...dxc.
Hence, by Lemma 4.4 and the change of variables x = ax,
’E(e—ylasﬁo—yzaﬁfﬁz—~~—yga&%ff§g)) _ E(e—yla%O)E(efyza%b%zf~~fyga%b.i§)|

o o0
<yi...yca® / . / e NN TS P(Ay, ) — P(By )P(D¥)|dx .. .dx.
o Jo

s—1

o0
<sit(u,t)+4s Z P(Q?,’O(u) N{X; > u}) + 2/ yie "8, s u(x/aydx. O
j=p+1 0

Proposition 4.D. Let Xo, X1, ... be given by (2.1), where ¢ achieves a global maximum
at ¢. Let (uy)neN be a sequence satisfying (2.2) and (an)neN a normalising sequence.
Assume that conditions Hp(u,)*, ,ZL;, (un)* and ULC,(u,) hold for some p € Ny. Let
J = ngllg € Rwhere I; = [aj,bj)) €S, j=1,...,¢anday < by <ay <--- <
be_1 <ac < be. Then, forall yi, ..., yc € RS‘, we have

E(e_ Y0 Yean <y, (nle)) _ ﬁ Eknllzl(e—)’zan%z"/okﬂ) . 0.

n— 00
=1

Proof. Without loss of generality, we can assume that yy, ..., yc € RT, because if y; = 0
for some j = 1,..., ¢ then we could consider J = {Z;: I, U ngﬂ_l I; instead. Let
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h = infjeq1,. o){bj —a;}, H := [sup{x : x € J}] = [b.],y = inf{y; : j =
1,...,¢} > 0 and Y o= sup{y; : j = 1,...,¢}. Let n be sufficiently large so that
in particular k, > 2/h, and set o, := [n/k,]. We consider the following partition
of n[0, H] N Z into blocks of length ¢,: Ji = [0, 04), J2 = [0n,20n), ..., JHK, =
[(Hk, — Don, Hknon), JHk,+1 = [Hky0n, Hn). We further cut each J; into two blocks:

J¥ =[0G — Don,ion—tn) and J :=J;\ J*.

Note that |J*| = 0, — t, and |J/| = 1,.
Let ./ = #;(k) be the number of blocks J; contained in n/y, that is,

Sy =#j €{l,..., Hk,} : J; C nly).

By the relation between k, and h, we have .y > 1 for every £ € {l,...,¢}. For
each such ¢, we also define iy := min{j € {1,...,k} : J; C nly}. It follows that
Jigs Jig+15 -+ s Jiyg.7,—1 C nly. Moreover, by choice of the size of each block,

5/[ ~ knllél- (47)

First of all, recall that for any 0 < x;, z; < 1, we have

IICENE

We start by making the following approximation, in which we use (4.8) and stationarity:

<Y izl (4.8)

[E(e Tin nandinn10) _ e Tim D5 st ()

< E(l e oy Yean iy (nle\U.l,:g-frl Jj))
<E(l —e2 Yoo veanun (1)) < 2 KR (1 — e (D),
where max{y;,...,y.} < K € N. In order to show that we are allowed to use the
above approximation we just need to check that E(1 — e=%%u (/1)) — 0 asn — oo. By
Corollary 4.A we have
o
E(e_“"%nu')) =1- Qn/ e *P(Rp,0(un, x/a,)) dx + Err, “4.9)
0
where
Qn*l o
|Errl <20, Y P(QY o(un) N {Xj > uy)) +/0 € 8p.0p.uy (X/an) dx — 0
j=p+1

as n — oo by conditions ZL;, (u)* and ULC (uy,). Since fooo e "P(Ry,0(un, x/ay))dx <
Jo7 e PU (un)) dx = P(U (1)), we get E(e %% 1)) - 1 asn — oo by (2.2).
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Now, we proceed with another approximation which consists of replacing J; by J]*
Using (4.8), stationarity and (4.7), we have

(e~ ZE ST e, (D) _ (e~ a1 oA 9

< E(l —e” p yeef"zan%,,(Jl’))
S

<KY AE( —e @YD) < KHEE(1 — e %n (D),

=1

and we must show that k,[E(1 — e Fun (J] )) — 0, as n — 00, in order for the approxi-
mation to make sense. By Corollary 4.A we have

o0
E(ef“"‘%nul)) =1- tn/ e *P(Rp,0(un, x/ay)) dx + Err, (4.10)
0

where

t,—1

o0
kn [Err| < 2kntn Y P(QY o(ta) N (X > un}) + k,,/ € 8p 1y uy (X /) dx — 0
j=p+1 0

asn — 0o by ,Z[}7 (uy)* and ULC),(uy,). By (2.2) as well,

0
kn B (1 — e~ D)) ~ k,,t,,/ e P(Rp,0(in, x/an)) dx — 0. (4.11)
0 n—oo
Let us fix now some ¢ € {l,....ctand i € {i;,....i; + S — 1}. Let M; =
b 1 it
A Z;‘:J: ¢ an e, (J7) and Ly = Z§:2+1 Ve Z;‘:jﬁ‘ lan%,,(Jj*). Using stationar-

ity and Corollary 4.C along with the facts that ¢(u,, t) < y(n,t) and yée_yff" < Ye ¥,
we obtain

(B (et P M7l eyt U R (e M L) | <
where
on—1 0 R o0 .
Yo = ony(n, tn)+40n ZIP(QP‘o(“n)ﬂ{Xj > ”n})+2Y/O e " 8p gy, (X /an) dx.
j=p+

Since E(efyi“”‘%” ¢ l*)) < 1, it follows by the same argument that
|E(C—Mi2—L2) _EZ(efyéaanM” (Jl*))]E(e_ i2+2_LE) |
S ]

+E(efygan%nu;‘>)|E(C*Mfla+1*Lz)_E(efygan%n(J{F))]E(e* i5+2*Lz)|
<27,,.
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Hence, proceeding inductively with respectto i € {i Pres i ;T YL; — 1}, we obtain

|E(e_Mfg_LZ) _ Eé’g(efygan%ﬂ(lf‘))]E(eng)i < I

In the same way, if we proceed inductively with respect to le {1,..., ¢}, we get
E(e™ 2t e S V) ﬁE%( ey (1)) i;ﬂ T,
e = j=ig n=%un J _ e— nYup 1 E @ .
=1 =1
By (4.7), we have Zgzl S Yu < Hky Yy, and
on—1
kn Yy = knony (n, ty) + 4knon Z ]P)(Q?,,o(un) N {Xj > up})
Jj=p+l1
A oo A
+2k,,Y/ e 8y 0y (X/an) dx
0
on—l
~ny (. ty) +4n Y P(QY o(un) N {X; > un})
j=p+1

200 [
+ 71{,, Y€ 0p opun (X /ay) dx
0

— 0 asn— o0,

by [, (un)*, ﬂ;; (uy)* and ULCp(uy).
Using (4.8) and stationarity, again, we have the final approximation

“il % (e—ywn%n(h)) _ ﬁ % (e—yzdn-%,,(fl*))‘ < KHknE(l _ e_aw(?iuy,(J]/))'
=1 =1

Since in (4.11) we have already proved that k,E(1 — e~ un (jl/)) — Oasn — o0, we

only need to gather all the approximations and recall (4.7) to get the stated result. O

Proof of Theorem 2.A. In order to prove convergence of a, A, to a process A, it is suf-
ficient to show that for any ¢ disjoint intervals /1, ..., I € S, the joint distribution of
an A, over these intervals converges to the joint distribution of A over the same intervals,
ie.,

(anAn(Il)s ] anAn(Ig)) m (A(Il)a RN A(Ig))s

which will be the case if the corresponding joint Laplace transforms converge. Hence, we
only need to show that

Vet V1 - V&) = YA, -, o) = B(e™ Zim YAUD) a5 n — o0,
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for any non-negative values y, ..., y, any disjoint intervals Iy, ..., I. € S and each
¢ € N. Note that ¥y, 4, (1. - ., yg) = E(e™ izt WeanAn(1)) — (e~ Ximy yean sy (1))
and

(e~ Yoo Yen Sy @ l0) _ (e Yo yeAdD)|

S 3
/kn)
< ‘E(e_ Zf=1 Vean Gy, (Unlz)) _ HEk”%llk‘(e_yw"‘%n,on )‘
=1

S /kn
n “—[ ka2 11| (efyean%ﬁ,,/ok J) _E(em Tini veAl) ‘
=1
By Proposition 4.D, the first term on the right goes to 0 as n — oo. Also, by Corol-
lary 4.A,

) ln/kn ] o
]E(eﬂ“”ﬂunyo )=1—[n/ky] / ye Y*P(Rp 0(un, x/an)) dx + Err,
0

where
nflad =1 o0
|Err| = = Y PQY o) N{Xj > und) +/ YeT 8 n/kn )y (X an) dx.
"j=ptl 0

Since, by ,Z[;,(u,,)* and ULC(u,), we have k,|Err| — 0 as n — oo, it follows that

kn
kn —Ydn VQ{ Ln/()kn ! n > —yXx
E (e un, )~ 1—k— ye 'P(Rp 0(up, x/ay)) dx
0

n
~ e o Ye T P(Ry 0 (tn X [an)) dx

as n — 00. Hence,

S X S
[ (e Tun™) ~ [T (e 5 07 PRpotun.xfan)) dx) 11
=1 =1
—v —v P(R ,O(Mn,x/an))
— o= Ly el [§° yee PRy oun x/an) dx _ o= gy el g~ yee 0" —Lyp=— dx

lim o ye ]P)(Rp,O(unv x/an))
n—0 Jo P (U (un))

3

X = foo ye "0(1 — m(x))dx
0

—6(1 — 7(0) —/O e dr(x)) = (1 — (),

where ¢ is the Laplace transform of 7, and
_yyx PRy 0(un x/an))
lim e~ Zgzl W\fooo yee VX 41;:(1/(14,17)) dx _ e—9 Zi:l el(I=¢p (1)) — ]E(e_ Zz§=1 y@A(Ig))’
n—oo

where A is a compound Poisson process of intensity 6 and multiplicity d.f. . O
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5. Convergence of random measures for induced and original systems

In this section we prove Theorem 2.C. We start by settling notation. For all A, B € 5 and
J € Np we define r/ﬁ g as ri‘ simply by replacing iterations by f by iterations by Fp. To
ease the notation we let U, := U (u,). We will assume throughout that » is so large that
U, C B.
We start with the following simple observation.
Lemma 5.1. Ifx € {rp > j} then ri,n (ff(x) = rfjn (x) —jforalli e N.
Proof. We will use induction.. Note that since U,, C B, rg(x) > ] implies ry, (x) > j
and then it is clear that ry, (f/(x)) = ry, (x) — j. Moreover, Fy, (f/(x)) = Fy, (x) since
Fy, (f1(x)) = front" O (fi(x)) = fronO=i (£ (x) = fron®x) = Fy, (x).
Assume now that the statement holds for i and F, L’/” (f'x)) = F Ll/n (x). Then
rgn (F7 ) = ru, (Ff, (T Q) +ry, (@) = ro, (Ff, () +ry, (0= j =gl @) =
Moreover, F[z]—:l(f/ (x) = frU,, (Fy, (f/(x)))(F[i]” (f/ (x))) = frU,,(Fl’," (x))(Fli]n (x)) =
FiH (). O
The next two lemmas show that we can replace [P by Pp to study the distribution of A,,.
Let J = Uf:l I; € R, where I; = [a;,b;) € & are disjoint intervals. Let x =
(x1,...,x¢) € R and define the event

A, x,n) ={A,(I1) > x1,..., An(Ix) > xi}. G.D

We begin by proving that P(A(J, X, n)) can be approximated by fB rela x,n) dP. First
we recall two useful formulas that are standard for induced maps:

| rudes =y Patu = . (52)
P(A) = Y P(BN (s > j 0 [ (). (5.3)
=0

Lemma 5.2. For any small ¢, €1 > 0 and n sufficiently large we have

/;;FBIA(ng_,x,n) dP — gy <P(A(J,x,n)) < /l;rBlA(JSH',X,n) dP + .
Proof. By Lemma 5.1,
ru, o f! =ry, —j infrg > j}C{ry, > j}.
Let &9, €1 > 0. We start by choosing N* such that

> PBN{rs > j}) < zo.
j>N*

which is possible since fB rpdP < oo.
Let Nj be so large that N*P(U,) = N”‘vn_1 < g foralln > Nj.



2174 Ana Cristina Moreira Freitas et al.

We first prove the second inequality of the lemma. We have

N*
P(A(J,x,n)) < Z]P’(Bﬂ{rg > j}ﬂf_j(A(J, X, n)))+eo 5.4
i=0
N*
< Z]P(Bﬂ{rg > j}ﬂ{A(]SH"X’ m}+eg < / rBlA(]Sl*',x,n) dP+e¢eg. (5.5)
j=0 B

Inequality (5.4) follows from (5.3). The first inequality in (5.5) holds because if x €
BN {rp > j}, thenx € BN {ry, > j}, which implies that r{, o f/(x) = r(, (x) — j.
Thus, if rbn o fi(x) € v,J then rb’,(x) € v, J&1T, because v,e; > N* > j and so
ri,n (x) = rbn o fl(x) 4+ j € v,J51%. The second inequality in (5.5) follows from (5.2).
Thus, the second inequality of Lemma 5.2 holds.

Now we turn to the first inequality. We have

N*
PA(,x,n)) > Y P(BN{rp > jINf 7 (AW, x, n)))
j=0
N*
> Y P(BN{rp > jINAUY 7, x, m)}) (5.6)
j=0

o0
> Y P(BN{rp > jINAUTT x,m)})—gp = / rely e xm AP—£0.
Jj=0 B

(5.7)

The inequality in (5.6) holds because if x € {rp > j} C {ry, > j}, then, by Lemma 5.1,
rU (ff(x) = rU (x) — j. Thus, if rU (x) € v,Jé then rU (f/(x)) € v,J, because
vpe] > N* > j. The inequality in (5. 7) follows from (5.3). ]

The next lemma shows that fB rBla(s.x,n) dP can be approximated by Pp(A(J, x, n)).

Lemma 5.3. For any small e, €1 > 0 and n sufficiently large we have

Pp(A(J®'7,x,n)) — gy < / relaxn dP < Pp(A(J'F, x,n)) + &0.
B

Proof. We start by noting that since Fp is P-invariant in B,

1
frBIA(jx,l)dP— Z/FBOF IA(an)OF d]P)
B
Let g9, &1 > 0. We will see that for n sufficiently large,
/ rp o Flyc e xn dP — £0/2 < / rg o Filasxm o FldP
B B

< / rp o FélA(lsl+,X,n) dIP"’ 8()/2.
B
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As in Lemma 5.1, we have

J

rbnoFézr{]n—r inBﬂ{rUn>r{3}=Bﬂ{rUn,B>j}.

Now, let &5 be such that if P(D) < & for some D C B then

/ rpo FldP <gy/2, VjeN. (5.8)
D

Let M* be so large that P({ré’[ > M*} N B) < &/2. Let N, be such that for all
n > Ny, P(BN{ry, p < M}) < &/2. We also assume that there exists N3 € N such that
M*P(U,) = M*vn_1 < g foralln > N3.Let G, = BN {rg” <M*}N{ry, B > M}.

By construction, P(B \ G,) < P(B N {ry,.p < M}) +P(B N {ré’l > M*}) <
&2/2+ &2/2 =gy forn > Nj.

Since rp is integrable in B and P|p is Fp-invariant, the sequence {rp o F é }jen of

functions is uniformly integrable in B, i.e., [ rp o Fé dP = [zrpo Fl]; dP for all
j,j eN.
Observe now that in G,, and for n > max{N;, N3} we have

rfjn o Fé = rbn — rg,
because if x € G, then x € B N {ry, p > M}, which impliesx € BN {ry, g > j}. If
x € Gy then ry(x) < ¥ (x) < M*, and since n > N3, we have rj(x)v, ! < ey, and
riy oF(x) € vaJ, sorly (x) € v, JF and i (x) € va I, sor) oFf(x) € vy J.
In this way, we deduce that, for n > N3,
AU, x,n) NG, C Fy' (A(J,x,1)) N Gy, (5.9)
F3/(A(J,x,n)) NG, C AU, x,n) N G,. (5.10)

We may then write

/ rp o FélA(J’X’n) o Fljg dP = / rp o FélA(J’X,n) (@) Fljg dP
B

—I—/ rp OFélA(J,x,n) OFé dP.
B\G,
By the choice of N> and M*,

0< / rp o F{lacsxm o FldP < / rp o F}dP < g9/2.
B\G, B\G,

The last inequality follows from (5.8) since P(B \ G,) < &3. Thus,

/ rp o Fé‘lA(‘],xyn) o F}_,]g dP < / rp o FélA(jyx’n) o Flji. dP + g9/2
B

< / rp o Flyc e xn dP + £0/2.
B

The first inequality follows from (5.9).
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On the other hand,

f rg o FélA(‘],x’n) o F}_{; dP > / rg o FélA(J’x’n) o F)_L]3 dP
B

n

> / rp o Fglygei- xn dP _/ rg o Fylya-xn dP
B B\G,

= /l;rB °© FIJQIA(]SI_,X,n) dP — go/2.

The second inequality above follows from (5.10) and the last one follows from (5.8).
Hence,

/BrB o Fjlyyei- xm dP — £0/2 < /BrB o Fila(yxn o FdP

< / rg o FlfglA(,gﬁ,x,H) dP + &9/2.
B

By ergodicity of Fp, the Ergodic Theorem and Kac’s Theorem we conclude that if M* is
sufficiently large, then
J

| M=l )
i Z rg o Fj —P(B)™! ' dP < g9/2.
j=0

Consequently,

A
X

- | M=l _ '
/IP’(B) "y 61— xm dP — 80 < ZfrBoF,_{;lA(,,x,n)ongP
B : B

j=0

IA

P(B) "1 je1+ xn) dP + 0,
B

and the result follows. O

Finally, the last lemma allows us to approximate Pg(A(J, X, n)) by Pg(AZ(J, x, n)),
where AB(J, x, n) is defined as A(J, x, n) with A, replaced by AZ.

Lemma 5.4. For any small €9, €1, €] > 0 and n sufficiently large we have

Pg(AP (I, x,n)) — g0 < Pr(A(J.x, m)) < Pg(AP(J*1F, x, n)) + 0.
Proof. We recall that

N (1) (x,u)
A (x) = Z my ({Xi}iev, (1), (x,u)Ny)
Jj=0
and
5 N (x,u) 5
An ID(x) = Z mu({Xl }iev,?(lz)j(x,u)ﬂNo)
=0

j P(B ' i—1 ;
where XJB =go Fé and v8 = m = ﬁ. Note thatrg(x) = Z{:O rp o Fp(x).
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1 -1 i 1
T Xizg e 0 Fp() — pgy| = 0
Pp-a.e. because Fp is ergodic with respect to Pp and fB rpgdPpg = ﬁ.

Observe that

lj—l i | 1 . . !
'7;rBoFB(x)—m' <é & <m—5)] <rpx) < <@+3)

Define

ES -—lycB: L_ £3 J<jz_:1rBoFi(x)< L‘1‘83 J¥Yj =M.
M N ]P(B) s B — ]P;(B) B

Notethat[PB(B\E 3y > 0as M — oo. Let Fyy = {ry,, 5 = M}. We have B\ Fyy =

BN (Fz'U,U---UF;M VU,), and so Pp(B \ Fiy) < MPg(U,) — 0asn — oo.
Let M be so large that P (B \ Ei;}) < &0/2, and Ny so large that Pg (B \ Fyy) < &9/2
forall n > Ng.
We have Fj C {ri,n’B > M} for all i € N, since r{]n’B > ry,,B. Moreover, if
X € Ei} N Fyy, then

r;',n_B(x) 1

1 ) ' )
(]P’(B) - 83)rf/,1‘3(x) = rbn(x) = ; rg o F (x) = U,l B >(x)
1
: (IF’(B) “3)’0 ().
So, we may write
i, (0 = (1 + @P(B) 'y, p(x), (5.11)

where |a| < e3P(B). Consequently,

ry () €vd & vy (el & A+ px) el

& (v )~ rUnB(x)e(l.g_o,) J=>(UB) lr S eIt EBJSUPJF
where Jgup = sup J.
On the other hand, using again (5.11), we get
H () € vB IS o P(B) U, vyl € Jeee
& i, @y A+ e g
& rpy (0) € vy (1 + ) T3~ = 1) (x) € v, .
Thus
AU Xm0 Fy NES © ABUTHM om0 Fy 0 B, (5.12)

AB(Je = . n)y N Fy NES C A(J,x,n) N Fy N Ej. (5.13)
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By (5.12),
Pg(A(J,x,n)) <Pg(A(J,x,n) N Fyy NE})) +Pp(B\ Fy) +Pp(B\ E};
< Pg(A(J, x,n) N Fyy N ES) + 89 < Pg(AE (5T, x, n)) + 0,

where & = 12~ Joup. By (5.13),

- 1—83
Pg(A(J,x,n)) > Pg({A(J,x,n)} N Fyy N EY}
> Pg(AB (s~ x, n)) —Pg(B\ Fy) — Pp(B\ Ej)
> Pp(AB(J517, x, 1)) — &0,

where &1 = £3Jgyp, concluding the proof. ]
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