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Abstract. We develop an excursion theory for Brownian motion indexed by the Brownian tree,
which in many respects is analogous to the classical Itô theory for linear Brownian motion. Each
excursion is associated with a connected component of the complement of the zero set of the tree-
indexed Brownian motion. Each such connected component is itself a continuous tree, and we intro-
duce a quantity measuring the length of its boundary. The collection of boundary lengths coincides
with the collection of jumps of a continuous-state branching process with branching mechanism
ψ(u) =

√
8/3 u3/2. Furthermore, conditionally on the boundary lengths, the different excursions

are independent, and we determine their conditional distribution in terms of an excursion measure
M0 which is the analog of the Itô measure of Brownian excursions. We provide various descrip-
tions of M0, and we also determine several explicit distributions, such as the joint distribution of
the boundary length and the mass of an excursion under M0. We use the Brownian snake as a
convenient tool for defining and analysing the excursions of our tree-indexed Brownian motion.

Keywords. Excursion theory, tree-indexed Brownian motion, continuum random tree, Brownian
snake, exit measure, continuous-state branching process

1. Introduction

The concept of Brownian motion indexed by a Brownian tree has appeared in various
settings in the last 25 years. The Brownian tree of interest here is the so-called CRT
(Brownian Continuum Random Tree) introduced by Aldous [1, 2], or more conveniently
a scaled version of the CRT with a random “total mass”. The CRT is a universal model
for a continuous random tree, in the sense that it appears as the scaling limit of many
different classes of discrete random trees (see in particular [2, 14, 37]), and of other dis-
crete random structures (see the recent papers [8, 35]). At least informally, the meaning of
Brownian motion indexed by the Brownian tree should be clear: Labels, also called spa-
tial positions, are assigned to the vertices of the tree, in such a way that the root has label
0 and labels evolve like linear Brownian motion when moving away from the root along
a geodesic segment of the tree, and of course the increments of the labels along disjoint
segments are independent. Combining the branching structure of the CRT with Brown-
ian displacements led Aldous to introduce the Integrated Super-Brownian Excursion or
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ISE [3], which is closely related to the canonical measures of super-Brownian motion. On
the other hand, the desire to get a better understanding of the historical paths of superpro-
cesses motivated the definition of the so-called Brownian snake [19], which is a Markov
process taking values in the space of all finite paths. Roughly speaking, the value of the
Brownian snake at time s is the path recording the spatial positions along the ancestral line
of the vertex visited at the same time s in the contour exploration of the Brownian tree.
One may view the Brownian snake as a convenient representation of Brownian motion
indexed by the Brownian tree, avoiding the technical difficulty of dealing with a random
process indexed by a random set.

The preceding concepts have found many applications. The Brownian snake has
proved a powerful tool in the study of sample path properties of super-Brownian mo-
tion and of its connections with semilinear partial differential equations [20, 21]. ISE,
and more generally Brownian motion indexed by the Brownian tree and its variants, also
appear in the scaling limits of various models of statistical mechanics above the criti-
cal dimension, including lattice trees [12], percolation [16] or oriented percolation [17].
More recently, scaling limits of large random planar maps have been described by the
so-called Brownian map [23, 31], which is constructed as a quotient space of the CRT
by an equivalence relation defined in terms of Brownian labels assigned to the vertices of
the CRT.

Our main goal in this work is to show that a very satisfactory excursion theory can
be developed for Brownian motion indexed by the Brownian tree, or equivalently for
the Brownian snake, which in many aspects resembles the classical excursion theory for
linear Brownian motion due to Itô [18]. We also expect the associated excursion measure
to be an interesting probabilistic object, which hopefully will have significant applications
in related fields.

Let us give an informal description of the main results of our study. The underly-
ing Brownian tree that we consider is denoted by Tζ , for the tree coded by a Brownian
excursion (ζs)s≥0 under the classical Itô excursion measure (see Section 2.1 for more de-
tails about this coding, and note that the Itô excursion measure is a σ -finite measure). The
tree Tζ may be viewed as a scaled version of the CRT, for which (ζs)s≥0 would be a Brow-
nian excursion with duration 1. This tree is rooted at a particular vertex ρ. We write Vu
for the Brownian label assigned to the vertex u of Tζ . As explained above, the collec-
tion (Vu)u∈Tζ should be interpreted as Brownian motion indexed by Tζ , starting from 0
at the root ρ. Similarly to the case of linear Brownian motion, we may then consider the
connected components of the open set

{u ∈ Tζ : Vu 6= 0},

which we denote by (Ci)i∈I . Of course these connected components are not intervals as
in the classical case, but they are connected subsets of the tree Tζ , and thus subtrees of
this tree. One then considers, for each component Ci , the restriction (Vu)u∈Ci of the labels
to Ci , and this restriction again yields a random process indexed by a continuous random
tree, which we call the excursion Ei . Our main results completely determine the “law” of
the collection (Ei)i∈I (we speak about the law of this collection though we are working
under an infinite measure). A first important ingredient of this description is an infinite
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excursion measure M0, which plays a similar role to the Itô excursion measure in the
classical setting, in the sense that M0 describes the distribution of a typical excursion Ei
(this is a little informal as M0 is an infinite measure).

We can then completely describe the law of the collection (Ei)i∈I using the mea-
sure M0 and an independence property analogous to the classical setting. For this de-
scription, we first need to introduce a quantity Zi , called the exit measure of Ei , that
measures the size of the boundary of Ci : Note that in the classical setting the boundary
of an excursion interval just consists of two points, but here of course the boundary of Ci
is much more complicated. Furthermore, one can define, for every z ≥ 0, a conditional
probability measure M0(· | Z = z) which corresponds to the law of an excursion condi-
tioned to have boundary size z (this is somehow the analog of the Itô measure conditioned
to have a fixed duration in the classical setting). Finally, we introduce a “local time exit
process” (Xt )t≥0 such that, for every t > 0, Xt measures the number of vertices u of the
tree Tζ with label 0 and such that the total accumulated local time at 0 of the label process
along the geodesic segment between ρ and u is equal to t . The distribution of (Xt )t>0 is
known explicitly and can be interpreted as an excursion measure for the continuous-state
branching process with stable branching mechanism ψ(λ) =

√
8/3 λ3/2.

With all these ingredients at hand, we can complete our description of the distribu-
tion of the collection of excursions: Excursions Ei are in one-to-one correspondence with
jumps of the local time exit process (Xt )t≥0, in such a way that, for every i ∈ I , the
boundary length Zi of Ei is equal to the size zi of the corresponding jump, and further-
more, conditionally on the process (Xt )t≥0, the excursions Ei , i ∈ I , are independent,
and, for every fixed j , Ej is distributed according to M0(· | Z = zj ). There is a striking
analogy with the classical setting (see e.g. [36, Chapter XII]), where excursions of lin-
ear Brownian excursion are in one-to-one correspondence with jumps of the inverse local
time process, and the distribution of an excursion corresponding to a jump of size ` is the
Itô measure conditioned to have duration `.

The preceding discussion is somewhat informal, in particular because we did not give
a mathematically precise definition of the excursions Ei . It would be possible to view
these excursions as random elements of the space of all “spatial trees” in the terminology
of [13] (compact R-trees T equipped with a continuous mapping φ : T → R) but for
technical reasons we prefer to use the Brownian snake approach. We now describe this
approach in order to give a more precise formulation of our results. Let W stand for the set
of all finite real paths. Here a finite real path is just a continuous function w : [0, ζ ] → R,
where ζ = ζ(w) ≥ 0 depends on w and is called the lifetime of w, and, for every w ∈W ,
we write ŵ = w(ζ(w)) for the endpoint of w. The topology on W is induced by a distance
whose definition is recalled at the beginning of Section 2.2.

The Brownian snake is a continuous Markov process (Ws)s≥0 with values in W whose
distribution is characterized as follows:

(i) The lifetime process (ζ(Ws ))s≥0 is a reflected Brownian motion on R+.
(ii) Conditionally on (ζ(Ws ))s≥0, (Ws)s≥0 is time-inhomogeneous Markov, with transition

kernels specified as follows: for 0 ≤ s < s′,

• Ws′(t) = Ws(t) for every 0 ≤ t ≤ m(s, s′) := min{ζ(Wr ) : s ≤ r ≤ s
′
};
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• conditionally onWs , (Ws′(m(s, s
′)+t), 0 ≤ t ≤ ζ(Ws′ )−m(s, s

′)) is a linear Brow-
nian motion started from Ws(m(s, s

′)), on the time interval [0, ζ(Ws′ ) −m(s, s
′)].

We will write ζs = ζ(Ws ) to simplify notation. Informally, the value Ws of the Brownian
snake at time s is a random path with lifetime ζs evolving like reflected Brownian motion
on R+. When ζs decreases, the path is erased from its tip, and when ζs increases, the path
is extended by adding “little pieces” of Brownian paths at its tip.

For the sake of simplicity, in this introduction, we may and will assume that (Ws)s≥0
is the canonical process on the space C(R+,W) of all continuous mappings from R+
into W . Later, it will be more convenient to define this process on a suitable canonical
space of “snake trajectories” (see Section 2.2 below).

The trivial path with initial point 0 and zero lifetime is a regular recurrent point for the
process (Ws)s≥0, and thus we can introduce the associated excursion measure N0, which
is called the Brownian snake excursion measure (from 0). This is a σ -finite measure
on the space C(R+,W)—as mentioned earlier, we will later view N0 as a measure on
the smaller space of snake trajectories. The measure N0 can be described via properties
analogous to (i) and (ii), with the difference that in (i) the law of reflecting Brownian
motion is replaced by the Itô measure of positive excursions of linear Brownian motion.
In particular, under N0, the tree Tζ coded by (ζs)s≥0 has the distribution prescribed in the
informal discussion at the beginning of this introduction—this distribution is a σ -finite
measure on the space of trees. Recall that the coding of Tζ involves a canonical projection
pζ : [0, σ ] → Tζ , where σ = sup{s ≥ 0 : ζs > 0} (see [27, Section 3.2] or Section 2.1
below). Notice that the definition of σ , as well as the definition of the tree Tζ , are relevant
under N0. Then the Brownian labels (Vu)u∈Tζ are generated by taking Vu = Ŵs , where
s ∈ [0, σ ] is any instant such that pζ (s) = u. Furthermore, the whole pathWs records the
values of labels along the geodesic segment from the root ρ to u, and we sometimes say
that Ws is the historical path of u.

From now on, we use the Brownian snake construction and argue under the excur-
sion measure N0. This construction allows us to give a convenient representation for the
excursions (Ei)i∈I discussed above. We observe that, N0-a.e., the connected components
(Ci)i∈I of {u ∈ Tζ : Vu 6= 0} are in one-to-one correspondence with the (countable)
collection (ui)i∈I of all vertices u of Tζ such that

(a) Vu = 0;
(b) u has a strict descendant v such that labels along the geodesic segment from u to v

do not vanish except at u.

The correspondence is made explicit by saying that Ci consists of all strict descendants
v of ui such that property (b) holds, with u = ui (it is not hard to verify that, N0-a.e.,
no branching point of Tζ can satisfy property (b), and we discard the event of zero N0-
measure where this might happen). Then, for every i ∈ I , there are exactly two times
0 < ai < bi < σ such that pζ (ai) = pζ (bi) = ui . The paths Ws for s ∈ [ai, bi] are
the historical paths of the descendants of ui . This leads us to define, for every s ≥ 0,
a random finite path W (ui )

s , with lifetime ζ (ui )s = ζ(ai+s)∧bi − ζai , by setting

W (ui )
s (t) = W(ai+s)∧bi (ζai + t), 0 ≤ t ≤ ζ (ui )s .
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If 0 < s < bi − ai , , the pathW (ui )
s starts from 0 (note thatW (ui )

s (0) = W(ai+s)∧bi (ζai ) =

Wai (ζai ) = Vui ), and then stays positive during some time interval (0, η), η > 0. Of
course if s = 0 or s ≥ bi − ai , then W (ui )

s is just the trivial path with initial point 0.
The endpoints Ŵ (ui )

s of the paths W (ui )
s correspond to the labels of all descendants of

ui in Tζ . In fact, we are only interested in those descendants of ui that belong to Ci , and
for this reason we introduce the time change

W̃ (ui )
s = W

(ui )

π
(ui )
s

where, for every s ≥ 0,

π (ui )s := inf
{
r ≥ 0 :

∫ r

0
dt 1
{τ∗0 (W

(ui )
t )≥ζ

(ui )
t }

> s

}
,

with the notation τ ∗0 (w) := inf{t > 0 : w(t) = 0} for w ∈ W . The effect of this time
change is to eliminate the paths W (ui )

s that return to 0 and survive for some period after
the return time.

Then, for every i ∈ I , the collection (W̃ (ui )
s )s≥0, which we view as a random element

of the space C(R+,W), provides a mathematically precise representation of the excur-
sionEi—in fact the tree Ci (or rather its closure in Tζ ) is just the tree coded by the lifetime
process (ζ̃ (ui )s )s≥0 of (W̃ (ui )

s )s≥0, and the labels on Ci correspond in this identification to
the endpoints of the paths W̃ (ui )

s .
In order to state our first theorem, we need one more piece of notation. For every

i ∈ I , we let `i be the total local time at 0 of the historical path Wai of ui .

Theorem 1. There exists a σ -finite measure M0 on C(R+,W) such that, for any non-
negative measurable function 8 on R+ × C(R+,W), we have

N0

(∑
i∈I

8(`i, W̃
(ui ))

)
=

∫
∞

0
d`M0(8(`, ·)).

The reason for considering a function depending on local times should be clear from the
formula of the theorem: if 8(`, ω) does not depend on `, the right-hand side will be
either 0 or∞. We may write M0 in the form

M0 =
1
2 (N
∗

0 + Ň∗0)

where N∗0 is supported on positive excursions and Ň∗0 is the image of N∗0 under ω 7→ −ω.
Then, for every δ > 0, N∗0 gives a finite mass to “excursions” ω that hit δ, and more
precisely,

N∗0({ω : sup{Ŵs(ω) : s ≥ 0} > δ) = c0δ
−3

where c0 is an explicit constant (see Lemma 25).
In a way similar to the classical setting, one can give various representations of the

measure N∗0. For ε > 0, let Nε be the Brownian snake excursion measure from ε (this is
just the image of N0 under the shift ω 7→ ε + ω). Consider under Nε the time-changed
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process W̃ obtained by removing those paths Ws that hit 0 and then survive for some pe-
riod (this is analogous to the time change we have used above to define W̃ (ui ) fromW (ui )).
Then N∗0 may be obtained as the limit as ε→ 0 of ε−1 times the law of W̃ under Nε. See
Theorem 23 and Corollary 26 for precise statements. This result is analogous to the clas-
sical result that the Itô measure of positive excursions is the limit (in a suitable sense) of
(2ε)−1 times the law of linear Brownian motion started from ε and stopped upon hitting 0.

Similarly, one can give a description of N∗0 analogous to the well-known Bismut de-
composition for the Itô measure [36, Theorem XII.4.7]. Under N∗0, pick a vertex of the tree
coded by (ζs)s≥0 according to the volume measure on this tree, re-root the tree at that ver-
tex and shift all labels so that the label of the new root is again 0. This construction yields
a new measure on C(R+,W), which turns out to be the same (up to a simple density)
as the measure obtained by picking x ≤ 0 according to Lebesgue measure on (−∞, 0)
and then, under the measure N0 restricted to the event where one of the pathsWs hits−x,
removing all paths Ws that go below level x. See Theorem 28 below for a more precise
statement.

We now introduce exit measures under M0.

Proposition 2. One can choose a sequence (αn)n≥1 of positive reals converging to 0 so
that, M0-a.e., the limit

Z∗0 := lim
n→∞

α−2
n

∫
∞

0
1
{0<|Ŵs |<αn}

ds

exists and defines a positive random variable. Furthermore, this limit does not depend on
the choice of the sequence (αn)n≥1.

Remark. At this point, a comment about our terminology is in order. Frequently in this
article, we will argue on σ -finite measure spaces, and measurable functions defined on
these spaces will still be called “random variables”, as in the preceding proposition. Simi-
larly we will speak about the “law” or the “distribution” of these random variables, though
these laws will be infinite (not necessarily σ -finite) measures.

Theorem 1 and Proposition 2 allow us to make sense of the quantity Z∗0(W̃
(ui )) for every

i ∈ I . Informally, Z∗0(W̃
(ui )) counts the number of paths W̃ (ui ) that return to 0, and

thus measures the size of the boundary of Ci . On the other hand, the quantity σ(W̃ (ui ))

corresponds to the volume of Ci . Quite remarkably, one can obtain an explicit formula for
the joint distribution of the pair (Z∗0 , σ ) under M0. This distribution has density

f (z, s) =

√
3

2π
√
z s−5/2 exp

(
−
z2

2s

)
with respect to Lebesgue measure on R+ × R+ (Proposition 31).

Using scaling arguments, one can then canonically define, for every z > 0, the con-
ditional probability measure M0(· | Z

∗

0 = z), which will play an important role in our
description of the distribution of the collection (W (ui ))i∈I . Before stating our theorem
identifying this distribution, we need a last ingredient. For every s ≥ 0 and t ∈ [0, ζs],
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write L0
t (Ws) for the local time at level 0 and at time t of the path Ws (this makes sense

under the measure N0). We observe that, under the measure N0, the process

Ws := (Ws, L
0(Ws)) = (Ws(t), L

0
t (Ws))0≤t≤ζs

can be viewed as the Brownian snake (under its excursion measure from (0, 0)) associated
with a spatial motion which is now the pair consisting of a linear Brownian motion and its
local time at 0 (the Brownian snake associated with a Markov process is defined by prop-
erties analogous to (i) and (ii) above, with the only difference that in (ii) linear Brownian
motion is replaced by the Markov process under consideration). See [21], and notice that
the spatial motion used to define the Brownian snake needs to satisfy certain continuity
properties which hold in the present situation. Following [21, Chapter V], we can then
define, for every r > 0, the exit measure of W from the open setOr = R×[0, r), and we
denote this exit measure by Xr—to be precise the exit measure is a measure on ∂Or , but
here it is easily seen to be concentrated on the singleton {0}×{r}, and Xr denotes its total
mass. Informally, Xr measures the quantity of paths Ws whose endpoint is 0 and which
have accumulated a total local time at 0 equal to r .

One can explicitly determine the “law” of the exit measure process (Xr)r>0 under N0,
using on the one hand Lévy’s famous theorem relating the law of the local time process
of a linear Brownian motion B to that of the supremum process of B, and on the other
hand known results about exit measures from intervals. This process is Markovian, with
the transition mechanism of the continuous-state branching process with stable branching
mechanism ψ(λ) =

√
8/3 λ3/2. In particular the process (Xr)r>0 has a càdlàg modifica-

tion, which we consider from now on.
Recall that, for every i ∈ I , `i denotes the local time at 0 of the historical path of ui .

Proposition 3. The numbers `i , i ∈ I are exactly the jump times of the process (Xr)r>0.
Furthermore, for every i ∈ I , the size Z∗0(W̃

(ui )) of the boundary of Ci is equal to the
jump 1X`i .

We can now state the main result of this introduction.

Theorem 4. Under N0, conditionally on the local time exit process (Xr)r>0, the excur-
sions (W̃ (ui ))i∈I are independent and, for every j ∈ I , the conditional distribution of
W̃ (uj ) is M0(· | Z

∗

0 = 1X
j̀
).

In the classical theory, the collection of excursions of linear Brownian motion is described
in terms of a Poisson point process. Such a representation is also possible here and the rel-
evant Poisson point process is linked with the Poisson process of jumps of the Lévy pro-
cess that corresponds to the continuous-state branching process X via Lamperti’s trans-
formation. We refrain from explaining this representation in this introduction because the
formulation is somewhat more intricate than in the classical case (see however Propo-
sition 38) and requires adding extra randomness to get a complete construction of the
Poisson point process.

Let us make a few remarks. First, although we state our main results under the infinite
measure N0, one can give equivalent statements in the more familiar setting of probability
measures, for instance by conditioning N0 on specific events with finite mass (such as the
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event where at least one of the paths Ws has accumulated a total local time at 0 greater
than δ, for some fixed δ > 0) or by dealing with a Poisson measure with intensity N0—
such Poisson measures are in fact needed when one studies the connections between the
Brownian snake and superprocesses. The second remark is that we could have considered
excursions away from a 6= 0 instead of the particular case a = 0. There is a minor differ-
ence, due to the special connected component of {u ∈ Tζ : Vu 6= a} that contains the root.
The study of the connected components other than the special one can be reduced to the
case a = 0 by an application of the so-called special Markov property (see Section 2.4).
As a last and important remark, most of the following proofs and statements deal with ex-
cursions “above the minimum” (see Section 3 for the definition) and not with excursions
away from 0 that we considered in this introduction. However the results about excursions
away from 0 can then be derived using the already mentioned theorem of Lévy, and we
explain this derivation in detail in Section 8. The reason for considering first excursions
above the minimum comes from the fact that certain technical details become signifi-
cantly simpler. In particular, the local time exit process is replaced by the more familiar
process of exit measures from intervals.

An important motivation for the present work comes from the construction of the
Brownian map as a quotient space of the CRT for an equivalence relation defined in terms
of Brownian motion indexed by the CRT (see e.g. [23, Section 2.5]). The recent paper [9]
discusses the infinite volume version of the Brownian map called the Brownian plane. In
a way similar to the Brownian map, the Brownian plane is obtained as a quotient space
of an infinite Brownian tree equipped with nonnegative Brownian labels, in such a way
that these labels correspond to distances from the root in the Brownian plane. The main
goal of [9] is to study the process of hulls, where, for every r > 0, the hull of radius r is
obtained by filling in the bounded holes in the ball of radius r centered at the root vertex of
the Brownian plane. It turns out (see [9, formula (16)]) that discontinuities of the process
of hulls correspond to excursions above the minimum for the process of labels, which is a
tree-indexed Brownian motion under a special conditioning. Such a discontinuity appears
when the hull of radius r “swallows” a connected component of the complement of the
ball of radius r , and this connected component consists of (the equivalence classes of) the
vertices belonging to the associated excursion above the minimum at level r . This relation
explains why several formulas and calculations below are reminiscent of those in [9]. In
particular the conditional distribution of the mass σ of an excursion given the boundary
length Z∗0 (see Proposition 31) appears in [9, Theorem 1.3], as well as in the companion
paper [10], where this distribution is interpreted as the limiting law of the number of faces
of a Boltzmann triangulation with a boundary of fixed size tending to infinity.

In the same direction, there are close relations between the present article and the
recent work of Miller and Sheffield [32, 33, 34] aiming at proving the equivalence of the
Brownian map and Liouville quantum gravity with parameter γ =

√
8/3. In particular,

the paper [32] uses what we call Brownian snake excursions above the minimum to define
the notion of a Brownian disk, corresponding to bubbles appearing in the exploration of
the Brownian map: see the definition of µLDISK in [32, Proposition 4.4 and its proof].
A key idea of [32] is that one can use such Brownian disks to reconstruct the Brownian
map by filling in the holes of the so-called “Lévy net”, which itself corresponds to the
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union of the boundaries of hulls centered at the root (to be precise, the definition of hulls
here requires that there is a marked vertex in addition to the root of the Brownian map).
Interestingly, Bettinelli and Miermont [4] have developed a different method, based on an
approximation by large planar maps with a boundary, to define the notion of a Brownian
disk. The forthcoming paper [26] uses the excursion measure N∗0 introduced in the present
work to unify these different approaches and derive new properties of Brownian disks.

An obvious question is whether the excursion theory developed here can be extended
to more general tree-indexed processes. As a first remark, many of our arguments rely on
the special Markov property (Proposition 13 below), which has been stated and proved
rigorously only for processes indexed by the Brownian tree. It is likely that some version
of the special Markov property holds for processes indexed by Lévy trees [13, 38], which
are random R-trees characterized by a branching property analogous to the one that holds
for discrete Galton–Watson trees, but this has not been proven yet. One may then ask
whether Brownian motion can be replaced by another Markov process indexed by the
Brownian tree. The recent paper [25] shows that the special Markov property still holds
provided the underlying Markov process satisfies certain strong continuity assumptions.
These assumptions are satisfied by a “nice” diffusion process on the real line, and one
may expect that analogs of our results will then hold in that more general setting. Proving
this would however require a different approach, since we can no longer use the Lévy
theorem mentioned above.

The present paper is organized as follows. Section 2 below presents a number of
preliminary observations. In contrast with the text above where we consider the canon-
ical space C(R+,W), we have chosen to define the measure N0 on a smaller canonical
space, the space of “snake trajectories” (see Section 2.2). The reason for this choice is
that several transformations, such as the re-rooting operation, or the truncation operation
allowing us to eliminate paths Ws hitting a certain level, are more conveniently defined
and analysed on this smaller space. Snake trajectories are in one-to-one correspondence
with tree-like paths (also defined in Section 2.2) via a homeomorphism theorem of Mar-
ckert and Mokkadem [29], and this bijection is useful to simplify certain convergence
arguments. Section 2.4 gives a precise statement of the special Markov property which
later plays an important role.

Section 3 provides a construction of the measure N∗0, by proving the analog of The-
orem 1 for excursions above the minimum. As a by-product, this proof also yields the
above-mentioned approximation of N∗0 in terms of the Brownian snake under Nε, trun-
cated at level 0. Section 4 gives our analog of the Bismut decomposition theorem for
the measure N∗0. The proof is based on a re-rooting invariance property of the Brownian
snake which can be found in [28]. Then Section 5 describes an almost sure version of the
approximation given in Section 3, which is useful in further developments.

Section 6 contains the definition of the exit measureZ∗0 under N∗0, and the derivation of
the joint distribution of the pair (Z∗0 , σ ). As an important technical ingredient of the proof
of our main results, we also verify that the approximation of the measure N∗0 by a truncated
Brownian snake under Nε can be stated jointly with the convergence of the corresponding
exit measures (Proposition 32). Section 7 contains the proof of the results analogous to
Proposition 3 and Theorem 4 in the slightly different setting of excursions above the
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minimum. In a way very similar to the classical theory, we introduce an auxiliary Poisson
point process with intensity dt⊗N∗0(dω), such that all excursions above the minimum can
be recovered from the atoms of this process—but as mentioned earlier, the construction
of this Poisson point process is somewhat more delicate than in the classical case. Finally,
Section 8 explains how the results of the present introduction can be derived from those
concerning excursions above the minimum.

Warning. As already mentioned, we define the Brownian snake below on a smaller
canonical space than C(R+,W), namely on the space S of all snake trajectories intro-
duced in Definition 6. In particular, (Ws)s≥0 will be the canonical process on S , and N0
and N∗0 will be viewed as σ -finite measures on S rather than on C(R+,W). The notation
used below is therefore slightly different from the one in the introduction, but this should
cause no confusion.

Main notation

• Th the tree coded by a function h (Section 2.1)
• ≺ the genealogical order on Tζ (Section 2.1)
• ph the canonical projection from R+ onto Th (Section 2.1)
• W the set of all finite paths, Wx the set of all finite paths started at x (Section 2.2)
• ζ(w) the lifetime of w ∈W (Section 2.2)
• ŵ = wζ(w) for w ∈W (Section 2.2)
• w = min{w(t) : 0 ≤ t ≤ ζ(w)} for w ∈W (Section 2.2)
• τy(w) = inf{t ∈ [0, ζ(w)] : w(t) = y}, τ ∗y (w) = inf{t ∈ (0, ζ(w)] : w(t) = y}

(Section 2.2)
• S the set of all snake trajectories, Sx the set of all snake trajectories with initial point x

(Section 2.2)
• (Ws)s≥0 the canonical process on S (Section 2.2)
• ζs(ω) = ζ(Ws (ω)) the lifetime process on S (Section 2.2)
• σ(ω) the duration of the snake trajectory ω ∈ S (Section 2.2)
• ‖ω‖ = sup{|ωs(t)| : 0 ≤ s ≤ σ(ω), 0 ≤ t ≤ ζ(ωs )} for ω ∈ S (Section 2.2)
• S(δ) = {ω ∈ S : ‖ω‖ > δ} (Section 3)
• M(ω) = sup{ωs(t) : 0 ≤ s ≤ σ(ω), 0 ≤ t ≤ ζ(ωs )} for ω ∈ S (Section 2.2)
• T the set of all tree-like paths, Tx the set of all tree-like paths with initial point x

(Section 2.2)
• ω 7→ κa(ω) the shift on snake trajectories (Section 2.2)
• ω 7→ Rs(ω) re-rooting on snake trajectories (Section 2.2)
• try(ω) the truncation of ω ∈ S at y (Section 2.2)
• Nx the Brownian snake excursion measure from x (Section 2.3)
• W∗ the minimum of the Brownian snake (Section 2.3)
• EUx the σ -field generated by the Brownian snake paths under Nx before they exit U

(Section 2.4)
• ZU the exit measure of the Brownian snake from U (Section 2.4)
• Zy = 〈Z(y,∞), 1〉, Za = Z−a (Section 2.5)
• Vu = Ŵs if u = pζ (s), the label of u ∈ Tζ (Section 3)
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• D the set of all excursion debuts (Section 3)
• Cu = {w ∈ Tζ : u ≺ w and Vv > Vu, ∀v ∈ Ku,wJ} for u ∈ D (Section 3)
• Mu = sup{Vv − Vu : v ∈ Cu} the height of the excursion debut u (Section 3)
• Dδ the set of all excursion debuts with height greater than δ (Section 3)
• W (u) the snake trajectory describing the labels of descendants of u ∈ D, shifted so that
W (u)

∈ S0 (Section 3)
• W̃ (u)

= tr0(W
(u)) the truncation of W (u) at 0, for u ∈ D (Section 3)

• W̃ = tr0(W) the truncation at 0 of the canonical process W (Section 3)
• M̃ = M(W̃) (Section 3)
• N∗0 the Brownian snake excursion measure “above the minimum” (Section 3)
• N ε

k (ω) =
∑
i∈I εk

δ
ω
k,ε
i

the point measure of excursions of ω ∈ S0 outside (−kε,∞)
(Section 3)
• ω̃

k,ε
i = tr0 ◦ κ(k+1)ε(ω

k,ε
i ) the truncation at 0 of the excursion ωk,εi shifted so that its

initial point is ε (Section 3)
• θλ the scaling operator on S (Section 3)
• W [s](ω) = κ

−Ŵs (ω)
◦Rs(ω) the snake trajectory ω re-rooted at s and shifted so that the

spatial position of the root is 0 (Section 5)
• Z∗0 the exit measure at 0 under N∗0 (Section 6)
• N∗,z0 = N∗0(· | Z

∗

0 = z) (Section 6)
• Yb =

∫ σ
0 ds 1{τ−b(Ws )=∞} for b ≥ 0 (Section 6)

• N(β)0 = N0(· | W∗ < −β) (Section 7)

2. Preliminaries

2.1. Coding a real tree by a function

In this subsection, we recall without proof a number of simple properties of the coding of
compact R-trees by functions. We refer to [13] and [27] for additional details.

Let h : R+ → R+ be a nonnegative continuous function on R+ such that h(0) = 0.
We assume that h has compact support, so that

σh := sup{t ≥ 0 : h(t) > 0} <∞.

Throughout we make the convention that sup∅ = 0.
For every s, t ∈ R+, we set

dh(s, t) := h(s)+ h(t)− 2 min
s∧t≤r≤s∨t

h(r).

Then dh is a pseudo-distance on R+. We introduce the associated equivalence relation
on R+, defined by setting s ∼h t if and only if dh(s, t) = 0, or equivalently

h(s) = h(t) = min
s∧t≤r≤s∨t

h(r).

Then dh induces a distance on the quotient space Th := R+/∼h. The canonical projection
from R+ onto Th is denoted by ph.
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Lemma 5. The quotient space Th := R+/∼h equipped with the distance dh is a compact
R-tree called the tree coded by h.

See e.g. [13, Theorem 2.1] for a proof of this lemma as well as for the definition of
R-trees. For every u, v ∈ Th, the segment Ju, vK is defined as the range of the (unique)
geodesic from u to v in (Th, dh). The notations Ku, vJ or Ku, vK have the obvious meaning.

Write ρ for the equivalence class of 0 in R+/∼h, and note that dh(ρ, ph(s)) = h(s)
for every s ≥ 0. We call ρ the root of Th, and the ancestral line of a point u ∈ Th is the
geodesic segment Jρ, uK. We can then define a genealogical relation on Th by saying that
u is an ancestor of v (or v is a descendant of u), written u ≺ v, if u belongs to Jρ, vK. If
s, t ≥ 0, then ph(s) ≺ ph(t) if and only if

h(s) = min
s∧t≤r≤s∨t

h(r).

If u, v ∈ Th, the last common ancestor of u and v is the unique point, denoted by u ∧ v,
such that

Jρ, uK ∩ Jρ, vK = Jρ, u ∧ vK.

If u = ph(s) and v = ph(t) then u∧ v = ph(r), where r is any time in [s ∧ t, s ∨ t] such
that h(r) = min{h(r ′) : r ′ ∈ [s ∧ t, s ∨ t]}.

We define a leaf of Th to be any point u ∈ Th which has no descendant other than
itself. We let Sk(Th), the skeleton of Th, be the set of all points of Th that are not leaves.
The multiplicity of a point u ∈ Th is the number of connected components of Th\{u}. A
point u 6= ρ is a leaf if and only if its multiplicity is 1.

Suppose in addition that h satisfies the following properties:

(i) h does not vanish on (0, σh);
(ii) h is not constant on any nontrivial subinterval of (0, σh);

(iii) the local minima of h on (0, σh) are distinct.

All these properties hold in the applications developed below, where h is a Brownian
excursion away from 0. Then the multiplicity of any point of Th is at most 3. Furthermore,
a point u has multiplicity 3 if and only if u is the form u = ph(r) where r is a time of
local minimum of h on (0, σh). In that case there are exactly three values of s such that
ph(s) = u, namely s = sup{t < r : h(t) > h(r}, s = r and s = inf{t > r : h(t) ≤ h(r)}.
Points of multiplicity 3 will be called branching points of Th. If u and v are two points
of Th, and if u ∧ v 6= u and u ∧ v 6= v, then u ∧ v is a branching point. Finally, if
u is a point of Sk(Th) which is not a branching point, then there are exactly two times
0 ≤ s1 < s2 ≤ σh such that ph(s1) = ph(s2) = u, and the descendants of u are the points
ph(s) when s varies over [s1, s2].

2.2. Canonical spaces for the Brownian snake

Before we recall the basic facts that we need about the Brownian snake, we start by
discussing the canonical space on which this random process will be defined (for technical
reasons, we choose a canonical space suitable for the definition of the Brownian snake
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excursion measures, which would not be appropriate for the Brownian snake starting
from an arbitrary initial value as considered above in the introduction).

Recall the notion of a finite path from the introduction. We let W denote the space of
all finite paths in R, and write ζ(w) for the lifetime of a finite path w ∈W . The set W is a
Polish space when equipped with the distance

dW (w,w′) = |ζ(w) − ζ(w′)| + sup
t≥0
|w(t ∧ ζ(w))− w′(t ∧ ζ(w′))|.

The endpoint or tip of the path w is denoted by ŵ = w(ζ(w)). For every x ∈ R, we set
Wx = {w ∈ W : w(0) = x}. The trivial element of Wx with zero lifetime is identified
with the point x—in this way we view R as the subset of W consisting of all finite paths
with zero lifetime. We will also use the notation w = min{w(t) : 0 ≤ t ≤ ζ(w)}.

We next turn to snake trajectories.

Definition 6. Let x ∈ R. A snake trajectory with initial point x is a continuous mapping

ω : R+→Wx, s 7→ ωs,

which satisfies the following two properties:

(i) We have ω0 = x and sup{s ≥ 0 : ωs 6= x} <∞.
(ii) For every 0 ≤ s ≤ s′, we have

ωs(t) = ωs′(t) for every 0 ≤ t ≤ min
s≤r≤s′

ζ(ωr ).

We write Sx for the set of all snake trajectories with initial point x, and

S :=
⋃
x∈R

Sx

for the set of all snake trajectories.

If ω ∈ Sx , we write
σ(ω) = sup{s ≥ 0 : ωs 6= x}

and call σ(ω) the duration of the snake trajectory ω. For ω ∈ S, we will also use the
notation Ws(ω) = ωs and ζs(ω) = ζ(ωs ) for every s ≥ 0, so that in particular (Ws)s≥0 is
the canonical process on S.

Remark. Property (ii) is called the snake property. It is not hard to verify that, for any
mapping ω : R+ → Wx such that both the lifetime function s 7→ ζs(ω) and the tip
function s 7→ ω̂s = Ŵs(ω) are continuous, the snake property (ii) implies that ω is
continuous.

The set S is equipped with the distance

dS(ω, ω
′) = |σ(ω)− σ(ω′)| + sup

s≥0
dW (Ws(ω),Ws(ω

′)).
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Note that S is a measurable subset of the space C(R+,W), which is equipped as usual
with the Borel σ -field associated with the topology of uniform convergence on every
compact interval.

We will use the notation

‖ω‖ = sup{|ωs(t)| : s ≥ 0, 0 ≤ t ≤ ζs(ω)} = sup{|ω̂s | : s ≥ 0},
M(ω) = sup{ωs(t) : s ≥ 0, 0 ≤ t ≤ ζs(ω)} = sup{ω̂s : s ≥ 0},

for ω ∈ S. The fact that the two suprema in the definition of ‖ω‖ (or in the definition of
M(ω)) are equal is a simple consequence of the snake property, which implies that

{ωs(t) : s ≥ 0, 0 ≤ t ≤ ζs(ω)} = {ω̂s : s ≥ 0}.

One easily checks that a snake trajectory ω is completely determined by the two func-
tions s 7→ ζs(ω) and s 7→ Ŵs(ω). We will state this in a more precise form, but for this
we first need to introduce tree-like paths.

Definition 7. A tree-like path is a pair (h, f ) where h : R+→ R+ and f : R+→ R are
continuous functions that satisfy the following properties:

(i) h(0) = 0 and σh := sup{s ≥ 0 : h(s) 6= 0} <∞.
(ii) For every 0 ≤ s ≤ s′,

h(s) = h(s′) = min
s≤r≤s′

h(r) implies f (s) = f (s′).

The set of all tree-like paths is denoted by T, and, for every x ∈ R, Tx := {(h, f ) ∈ T :
f (0) = x} denotes the set of all tree-like paths with initial point x.

Remark. Our terminology is inspired by the work of Hambly and Lyons, who give a
slightly different definition of a tree-like path in a more general setting (see [15, Defini-
tion 1.2]).

It follows from property (ii) that if (h, f ) ∈ Tx , we have f (s) = x for every s ≥ σh. The
set T is equipped with the distance

dT((h, f ), (h
′, f ′)) = |σh − σh′ | + sup

s≥0

(
|h(s)− h′(s)| + |f (s)− f ′(s)|

)
.

If (h, f ) is a tree-like path, h satisfies the assumptions required in Section 2.1 to define
the tree Th. Then property (ii) just says that, for every s ≥ 0, f (s) only depends on ph(s),
and thus f can as well be viewed as a function on the tree Th. Furthermore the function
induced by f on Th is also continuous. For u ∈ Th, we then interpret f (u) as a spatial
position, or a label, assigned to the point u.

Proposition 8. The mapping1 : S → T defined by1(ω) = (h, f ), where h(s) = ζs(ω)
and f (s) = Ŵs(ω), is a homeomorphism from S onto T.
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This is essentially the homeomorphism theorem of Marckert and Mokkadem [29, Theo-
rem 2.1]. Marckert and Mokkadem impose the extra condition σ = 1 for snake trajecto-
ries, and the similar condition for tree-like paths, but the proof is the same without this
condition. We mention that σ(ω) = σh if (h, f ) = 1(ω).

Let us briefly explain why Proposition 8 is relevant to our purposes. Much of what
follows is devoted to studying the convergence of certain (random) snake trajectories.
By Proposition 8, this convergence is equivalent to that of the associated tree-like paths,
which is often easier to establish.

Remark. Let (h, f ) be a tree-like path, and let ω be the associated snake trajectory. We
have already noticed that f can be viewed as a continuous function on the tree Th coded
by ζ . The same holds for the mapping s 7→ ωs . More precisely, for every s ≥ 0, and every
t ≤ ζs(ω) = h(s), ωs(t) is the value of f at the unique ancestor of ph(s) at distance t
from the root (recall that dh(ρ, ph(s)) = h(s)). Thus the finite path ωs = (ωs(t))0≤t≤ζs (ω)
provides the values of f along the ancestral line of ph(s). We say that ωs is the historical
path of ph(s).

Lemma 9. Let ω be a snake trajectory and (h, f ) = 1(ω). Let 0 < s < s′ < σ(ω) be
such that

h(s) = h(s′) = min
s≤r≤s′

h(r).

Set, for every r ≥ 0,

h′(r) = h((s + r) ∧ s′)− h(s), f ′(r) = f ((s + r) ∧ s′).

Then, (h′, f ′) is a tree-like path and the corresponding snake trajectory ω′ = 1−1(h′, f ′)

is called the subtrajectory of ω associated with the interval [s, s′].

We omit the easy proof. The assumption of the lemma is equivalent to saying that ph(s) =
ph(s

′). Suppose in addition that {r ≥ 0 : ph(r) = ph(s)} = {s, s′}. Then u := ph(s) is
a point of multiplicity 2 of Sk(Th), and the subtree of descendants of u is coded by f ′.
Furthermore the snake trajectory ω′ describes the spatial positions of the descendants
of u.

Let us finally introduce three useful operations on snake trajectories. The first one is
just the obvious translation. If a ∈ R and ω ∈ S, then κa(ω) is obtained by adding a to
all paths ωs : in other words, ζs(κa(ω)) = ζs(ω) and Ŵs(κa(ω)) = Ŵs(ω) + a for every
s ≥ 0.

The second operation is the re-rooting operation. Let ω be a snake trajectory and let
(h, f ) be the associated tree-like path. Fix s ∈ [0, σ (ω)]. We will define a new snake
trajectory Rs(ω), which is more conveniently described in terms of its associated tree-
like path (h[s], f [s]) = 1(Rs(ω)). Roughly speaking, h[s] is the coding function for the
tree Th re-rooted at ph(s) (this is informal since the coding function of a tree is not unique)
and f [s] describes the “same function” as f but viewed on the re-rooted tree. To make
this more precise we set, for every r ∈ [0, σ (ω)],

h[s](r) = h(s ⊕ r)+ h(s)− 2 min
s∧(s⊕r)≤t≤s∨(s⊕r)

h(t),
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where s ⊕ r = s + r if s + r ≤ σ(ω) and s ⊕ r = s + r − σ(ω) otherwise. We also
set h[s](r) = 0 if r > σ(ω). Furthermore we set f [s](r) = f (s ⊕ r) if r ∈ [0, σ (ω)]
and f [s](r) = f (s) if r > σ(ω). See [13, Lemma 2.2] for the fact that the mapping
[0, σ (ω)] 3 r 7→ s ⊕ r induces an isometry from the tree Th[s] onto the tree Th (this
in particular implies that (h[s], f [s]) is a tree-like path), and [28, Section 2.3] for more
details about this re-rooting operation.

The third and last operation is the truncation of snake trajectories, which will be
important in this work. Roughly speaking, if ω ∈ Sx and y 6= x, the truncation of ω at y
is the new snake trajectory ω′ such that the values ω′s are exactly all values ωs for s such
that ωs does not hit y, or hits y for the first time at its lifetime. Let us give a more precise
definition. First, for any w ∈W and y ∈ R, we set

τy(w) := inf{t ∈ [0, ζ(w)] : w(t) = y}, τ ∗y (w) := inf{t ∈ (0, ζ(w)] : w(t) = y},

with the usual convention inf∅ = ∞. Note that τ ∗y (w) may be different from τy(w) only
if w(0) = y, but this case will be important in what follows.

Proposition 10. Let x, y ∈ R. Let ω ∈ Sx , and for every s ≥ 0, set

As(ω) =

∫ s

0
dr 1{ζr (ω)≤τ∗y (ωr )}, ηs(ω) = inf{r ≥ 0 : Ar(ω) > s}.

Then setting ω′s = ωηs (ω) for every s ≥ 0 defines an element of Sx , which will be denoted
by ω′ = try(ω) and called the truncation of ω at y.

Proof. First note that, by property (i) of the definition of a snake trajectory, we have
As(ω)→∞ as s→∞ (because ζr(ω)≤ τ ∗y (ωr) if r ≥ σ(ω)), and therefore ηs(ω) <∞
for every s ≥ 0, so that the definition of ω′ makes sense.

We need to verify that ω′ ∈ Sx . To this end, we observe that the mapping s 7→ ηs(ω)

is right-continuous with left limits given by

ηs−(ω) = inf{r ≥ 0 : Ar(ω) = s}, ∀s > 0.

To simplify notation, we write ηs = ηs(ω), ηs− = ηs−(ω), As = As(ω) and ζs = ζs(ω)
in what follows.

We first verify the continuity of the mapping s 7→ ω′s . Let s ≥ 0 be such that
ζηs > 0. By the definition of ηs there are values of r > ηs arbitrarily close to ηs such
that ζr ≤ τ ∗y (ωr). Using the snake property, it then follows that the path (ωηs (t))0<t≤ζηs
does not hit y, or hits y only at time ζηs (notice that we have excluded the value t = 0
because of the particular case y = x, since trivially ωηs (0) = y in that case). Similarly,
for every s > 0 such that ζηs− > 0, the path (ωηs−(t))0<t≤ζηs− does not hit y, or hits y
only at time ζηs− .

Let s > 0 be such that ηs− < ηs . The key observation is to note that

ζr ≥ ζηs− = ζηs , ∀r ∈ [ηs−, ηs]. (1)

In fact, suppose that (1) fails, so that certain values of ζ on the time interval (ηs−, ηs) are
strictly smaller that ζηs ∨ ζηs− . Suppose for definiteness that ζηs− ≤ ζηs (the other case



Excursion theory for Brownian motion indexed by the Brownian tree 2967

ζηs− ≥ ζηs is treated similarly). Then we can find r ∈ (ηs−, ηs) such that 0 < ζr < ζηs
and ζr = min{ζu : u ∈ [r, ηs]}. By the snake property this means that ωr is the restriction
of ωηs to [0, ζr ], and since we know that (ωηs (t))0<t<ζηs does not hit y, it follows that
τ ∗y (ωr) = ∞. Hence we also have τ ∗y (ωr ′) = ∞ for all r ′ sufficiently close to r , and
therefore Aηs > Aηs− , which is a contradiction.

The mapping s 7→ ωηs is right-continuous and its left limit at s > 0 is ωηs− . Prop-
erty (1) and the snake property show that, for every s such that ηs− < ηs , we have
ωηs− = ωηs , so that the mapping s 7→ ωηs = ω

′
s is continuous.

Furthermore, it also follows from (1) that, for every s ≤ s′,

min
r∈[s,s′]

ζηr = min
r∈[ηs ,ηs′ ]

ζr ,

and the snake property for ω′ is a consequence of the same property for ω.
We also need to verify that ω′0 = x. This is immediate if y 6= x (because clearly

η0 = 0 in that case) but an argument is required in the case y = x, which we consider
now. It suffices to verify that ζη0 = 0. To reach a contradiction, assume that ζη0 > 0,
which implies that η0 > 0. By previous observations, the path ωη0 does not hit x during
the time interval (0, ζη0). However, by the snake property again, this implies that there is
a set of values of r ∈ (0, η0) of positive Lebesgue measure such that τ ∗x (ωr) = ∞, which
contradicts the definition of η0.

We finally notice that, for s ≥
∫ σ(ω)

0 dr 1{ζr (ω)≤τ∗y (ω)}, we have ηs(ω) ≥ σ(ω) and
thus ω′s = x. This completes the proof of the property ω′ ∈ Sx . ut

Remark. If s > 0 is such that ηs− < ηs , and furthermore ζηs > 0, then τ ∗y (ωηs ) = ζs .
Indeed, since Aηs = Aηs− = s, there exist values of r < ηs arbitrarily close to ηs such
that τ ∗y (ωr) < ζr , and by the snake property it follows that ω̂ηs = y. Since we saw in the
previous proof that (ωηs (t))0<t<ζηs does not hit y, we conclude that τ ∗y (ωηs ) = ζs .

The truncation operation try is a measurable mapping from Sx into Sx . If y 6= x, and
if ω′ = try(ω) is the truncation of a snake trajectory ω ∈ Sx , then the paths ω′s stay in
[y,∞) (if y < x) or in (−∞, y] (if y > x) and can only hit y at their lifetime.

The following lemma gives a simple continuity property of the truncation operations.

Lemma 11. Let ω ∈ S0 and b < 0. Suppose that∫ σ(ω)

0
ds 1{τb(ωs )=ζs (ω)} = 0.

Then, for any sequence (bn)n≥1 such that bn ↓ b as n→∞, we have trbn(ω)→ trb(ω)
in S as n→∞.

We omit the easy proof of this lemma. We conclude this subsection with another lemma
that will be useful in the proof of one of our main results. The proof is somewhat technical
and may be omitted at first reading. Recall the notation w = min{w(t) : 0 ≤ t ≤ ζ(w)}
for w ∈W .
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Lemma 12. Let ω ∈ S, and let ω′ be a subtrajectory of ω associated with the interval
[a, b]. Assume that ω′ ∈ S0 and, for every n ≥ 1, let ω(n) be a subtrajectory of ω
associated with the interval [an, bn] such that [a, b] ⊂ [an, bn] for every n ≥ 1 and
an→ a, bn→ b as n→∞. Assume furthermore that the following properties hold:

(i) ωa(t) ≥ 0 for every 0 ≤ t ≤ ζ(ωa);
(ii) for every s ∈ (0, b−a), τ ∗0 (ω

′
s)∧ζ(ω′s ) > 0 and ω′s(t) ≥ 0 for 0 ≤ t ≤ τ ∗0 (ωs)∧ζ(ω′s );

(iii) for every s ∈ (0, b − a) such that ζ(ω′s ) > τ ∗0 (ω
′
s), we have ω′s < 0.

Then, if (δn)n≥1 is any sequence of negative real numbers converging to 0, we have
trδn(ω

(n))→ tr0(ω
′) in S as n→∞.

Proof. The first step is to verify that ω(n) converges to ω′ in S. To this end, let (h, f ) be
the tree-like path associated with ω, and notice that the tree-like path associated with ω(n)

is (h(n), f (n)), with h(n)(r) = h((an + r)∧ bn)− h(an) and f (n)(r) = f ((an + r)∧ bn).
From the convergences an→ a, bn→ b, it immediately follows that the pair (h(n), f (n))
converges to the tree-like path (h′, f ′) associated with ω′, and Proposition 8 implies that
ω(n) converges to ω′.

We also note that, for every n ≥ 1, we have f (n)(0) = f (an) = ωan(h(an)) =

ωa(h(an)), where the last equality holds because ph(an) is an ancestor of ph(a). Using (i),
we get f (n)(0) ≥ 0. By preceding remarks, we know that the paths of trδn(ω

(n)) stay in
[δn,∞).

Set ω̃(n) = trδn(ω
(n)) and ω̃′ = tr0(ω

′) to simplify notation. Then set, for every s ≥ 0,

A(n)s :=

∫ s

0
dr 1
{h(n)(r)≤τ∗δn

(ω
(n)
r )}

, A′s :=

∫ s

0
dr 1{h′(r)≤τ∗0 (ω′r )},

η(n)s := inf{r ≥ 0 : A(n)r > s}, η′s := inf{r ≥ 0 : A′r > s},

so that ω̃(n)s = ω
(n)

η
(n)
s

and ω̃′s = ω
′

η′s
by the definition of truncations. We observe that, for

every s ≥ 0,
A(n)s −−−→n→∞

A′s . (2)

To see this, note that, for r ∈ [a, b], the paths ωr are the same as ωa up to time h(a) =
ζa(ω), and thus stay nonnegative on the time interval [0, h(a)] by (i). From our defini-
tions, it follows that the paths ω(n)a−an+r , for 0 ≤ r ≤ b − a, stay nonnegative up to time
h(a)− h(an) ≥ 0. Then, for r ∈ [0, b− a], we have ω′r(·) = ω

(n)
a−an+r

(h(a)− h(an)+ ·),
and by (ii) we see that if h′(r) ≤ τ ∗0 (ω

′
r), the path ω(n)a−an+r does not hit δn < 0 between

times h(a)− h(an) and h(n)(a − an + r). Hence, for every r ∈ [0, b − a],

1{h′(r)≤τ∗0 (ω′r )} ≤ 1
{h(n)(a−an+r)≤τ

∗
δn
(ω
(n)
a−an+r

)}
.

It follows that A′s ≤ A
(n)
a−an+s

≤ A
(n)
s + (a − an), which implies

lim inf
n→∞

A(n)s ≥ A
′
s

for every s ≥ 0. Conversely, we claim that, for every r ∈ (0, b − a),

lim sup
n→∞

1
{h(n)(r)≤τ∗δn

(ω
(n)
r )}
≤ 1{h′(r)≤τ∗0 (ω′r )}.
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Indeed, if τ ∗0 (ω
′
r) < h′(r), then assumption (iii) implies that ω′r takes negative values

before its lifetime. By the convergence of ω(n)r to ω′r , we must have τ ∗δn(ω
(n)
r ) < h(n)(r)

for n large, proving our claim. The claim now gives

lim sup
n→∞

A(n)s ≤ A
′
s,

completing the proof of (2). Notice that (2) also implies that A(n)bn−an → A′b−a , from
which one gets σ(ω̃(n)) → σ(ω̃′), because σ(ω̃′) = A′b−a as a consequence of (ii) (if
0 < s < A′b−a , then ω̃′s = ω

′

η′s
is not a trivial path by (ii) and the fact that 0 < η′s < b−a).

It follows from (2) that η(n)s → η′s , and consequently ω̃(n)s → ω̃′s , as n→∞, for every
s ≥ 0 such that η′s = η

′
s−. We now prove by contradiction that this implies the uniform

convergence of ω̃(n)s toward ω̃′ (which will complete the proof of the proposition). If the
latter convergence does not hold, then by taking a subsequence of (ω̃(n))n≥1 we may
suppose that there exist a sequence (sn)n≥1 and a real ξ > 0 such that, for every n,

dS(ω̃
(n)
sn
, ω̃′sn) > ξ. (3)

Since both ω̃(n)r and ω̃′r are constant (and equal to a trivial path) when r ≥ σ(ω), we
can assume that sn ∈ [0, σ (ω)] for every n and then, modulo taking a subsequence, that
sn → s∞ as n → ∞. We must then have η′s∞− < η′s∞ because otherwise (2) would
imply η(n)sn → ηs∞ and therefore ω̃(n)sn → ω̃′s∞ , contradicting (3). We can also assume that
0 < s∞ < σ(ω̃′), and therefore 0 < η′s∞ < b − a, since it follows from assumption (ii)
that η′ is continuous at σ(ω̃′) = A′b−a (if 0 < s < b − a, property (ii) and the snake
property imply that the interval [s, b − a] contains a set of positive Lebesgue measure of
values of r such that τ ∗0 (ω(r)) = ∞, and this is what we need to get the latter continuity
property). Also notice that (ii) implies h′(r) > 0 for 0 < r < b − a, and consequently
h′(η′r) > 0 for 0 < r < σ(ω̃′).

From (2), we see that any accumulation point of the sequence (η(n)sn )n≥1 must lie
in the interval [η′s∞−, η

′
s∞
]. We claim that for any such accumulation point r we have

ω′r = ω
′

η′s∞
. This implies that ω̃(n)sn = ω

(n)

η
(n)
sn

converges to ω′
η′s∞
= ω̃′s∞ and contradicts (3).

To verify our claim, let r ∈ [η′s∞−, η
′
s∞
] be an accumulation point of (η(n)sn )n≥1.

By property (1) in the proof of Proposition 10, the path ω′r coincides with ω′
η′s∞

up to

h′(η′s∞) = τ
∗

0 (ω
′

η′s∞
) (the last equality by the remark following Proposition 10). However,

h′(r) > h′(η′s∞) is impossible since assumption (iii) would imply that ω′r takes negative
values and cannot be an accumulation point of ω̃(n)sn (because ω̃(n)sn takes values in [δn,∞)
and δn tends to 0 as n → ∞). Therefore h′(r) = h′(η′s∞), meaning that ω′r = ω′

η′s∞
as

desired. This completes the proof. ut

2.3. The Brownian snake

In this section we discuss the (one-dimensional) Brownian snake excursion measures. We
avoid defining the Brownian snake starting from a general initial value (which is briefly
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presented in the introduction above), as this definition is not required in what follows,
except in the proof of one technical lemma (Lemma 16) which the reader can skip at first
reading.

Let h : R+ → R+ satisfy the assumptions of Section 2.1 (including assumptions
(i)–(iii) from the end of that subsection) and also assume that h is Hölder continuous
with exponent δ for some δ > 0. Let (Ghs )s≥0 be the centered real Gaussian process with
covariance

cov(Ghs ,G
h
t ) = min

s∧t≤r≤s∨t
h(r) (4)

for all s, t ≥ 0. We leave it as an exercise to verify that the right-hand side of (4) is a
covariance function (see [27, Lemma 4.1]). Note that we then have

E[(Ghs −G
h
t )

2
] = dh(s, t). (5)

An application of the classical Kolmogorov lemma shows that (Ghs )s≥0 has a continuous
modification, which we consider from now on. Then property (5) entails that, for every
fixed 0 ≤ s ≤ t such that dh(s, t) = 0, we have P(Ghs = Ght ) = 1. A continuity
argument, using the assumptions satisfied by h, then shows that, a.s., for every 0 ≤ s ≤ t ,
the property dh(s, t) = 0 implies Ghs = G

h
t . This means that outside a set of probability

zero which we may discard, the pair (h,Gh) is a (random) tree-like path in the sense of
the preceding subsection.

The (one-dimensional) Brownian snake driven by h is the random snake trajectory
Wh
= (Wh

s )s≥0 associated with the tree-like path (h,Gh). We write Ph(dω) for the law
of Wh on the space S0.

We next randomize h: We let n(dh) stand for Itô’s excursion measure of positive
excursions of linear Brownian motion (see e.g. [36, Chapter XII]) normalized so that, for
every ε > 0,

n
(

max
s≥0

h(s) > ε
)
=

1
2ε
.

Notice that n is supported on functions h that satisfy the assumptions required above to
define Wh and the probability measure Ph(dω). The Brownian snake excursion measure
N0 is then the σ -finite measure on S0 defined by

N0(dω) =
∫

n(dh)Ph(dω).

In other words, the “lifetime process” (ζs)s≥0 is distributed under N0(dω) according to
Itô’s measure n(dh), and, conditionally on (ζs)s≥0, (Ws)s≥0 is distributed as the Brownian
snake driven by (ζs)s≥0. The reader will easily check that the preceding definition of N0 is
consistent with the slightly different presentation given in the introduction above (see [21]
for more details about the Brownian snake). For every x ∈ R, we also define Nx as the
measure on Sx which is the image of N0 under the translation κx .

Let us recall the first-moment formula for the Brownian snake [21, Section IV.2]. For
every nonnegative measurable function φ on W ,

Nx
(∫ σ

0
ds φ(Ws)

)
= Ex

[∫
∞

0
dt φ((Br)0≤r≤t )

]
, (6)
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where B = (Br)r≥0 stands for a linear Brownian motion starting from x under the prob-
ability measure Px . Here we recall that Nx is a measure on Sx , and so the duration σ is
well-defined under Nx as in Definition 6.

We define the range R by

R := {Ŵs : s ≥ 0} = {Ws(t) : s ≥ 0, 0 ≤ t ≤ ζs},

and we set
W∗ := minR.

Then, if x, y ∈ R and y < x, we have

Nx(W∗ ≤ y) =
3

2(x − y)2
. (7)

See e.g. [21, Section VI.1].

2.4. Exit measures and the special Markov property

In this section, we briefly describe a key result of [20] that plays a crucial role in the
present work. Let U be a nonempty open interval of R such that U 6= R. For any w ∈W ,
set

τU (w) := inf{t ∈ [0, ζ(w)] : w(t) /∈ U}.

If x ∈ U , the limit

〈ZU , φ〉 = lim
ε→0

1
ε

∫ σ

0
ds 1{τU (Ws )<ζs<τU (Ws )+ε} φ(Ws(τ

U (Ws))) (8)

exists Nx-a.e. for any function φ on ∂U and defines a finite random measure ZU sup-
ported on ∂U (see [21, Chapter V]). Notice that here ∂U has at most two points, but the
preceding definition holds in the same form for the Brownian snake in higher dimensions
with an arbitrary open set U . Informally, the measure ZU “counts” the exit points of the
paths Ws from U , for those values of s such that Ws exits U . In particular, ZU

= 0 if
none of the paths Ws exits U .

Exit measures are needed to state the so-called special Markov property. Before stat-
ing it, we introduce the excursions outside U of a snake trajectory. We fix x ∈ U and let
ω ∈ Sx . We observe that the set

{s ≥ 0 : τU (ωs) < ζs}

is open and can therefore be written as a union of disjoint open intervals (ai, bi), i ∈ I ,
where I may be empty. From the fact that ω is a snake trajectory, it is not hard to verify
that we must have pζ (ai) = pζ (bi) for every i ∈ I , where pζ is the canonical projection
from R+ onto the tree Tζ coded by (ζs(ω))s≥0. Furthermore the path ωai = ωbi exits U
exactly at its lifetime ζai = ζbi . We can then define the excursion ωi , for every i ∈ I ,
as the subtrajectory of ω associated with the interval [ai, bi] (equivalently Ws(ωi) is the
finite path (ω(ai+s)∧bi (ζai + t))0≤t≤ζ i (s) with lifetime ζ i(s) = ζ(ai+s)∧bi − ζai , for every
s ≥ 0). The ωi’s are the “excursions” of the snake trajectory ω outside U—the word
“outside” is a little misleading here, because although these excursions start from ∂U ,
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they will typically come back inside U . We define the point measure of excursions of ω
outside U by

PU (ω) :=
∑
i∈I

δωi .

We also need to define the σ -field on Sx containing the information given by the paths
ωs before they exit U . To this end we slightly generalize the definition of truncations in
Section 2.2. If ω ∈ Sx , we set

trU (ω)s := ωηUs
where

ηUs := inf
{
r ≥ 0 :

∫ r

0
dt 1{ζt (ω)≤τU (ωt )} > s

}
.

Just as in Proposition 10, we can verify that this defines a measurable mapping from Sx
into Sx . We define the σ -field EUx on Sx as the σ -field generated by this mapping and
completed by the measurable sets of Sx of Nx-measure 0.

We can now state the special Markov property.

Proposition 13. Let x ∈ U . The random measure ZU is EUx -measurable. Furthermore,
under the probability measure Nx(· | R ∩ U c 6= ∅), conditionally on EUx , the point
measure PU is Poisson with intensity∫

ZU (dy)Ny(·).

See [20, Theorem 2.4] for a proof in a much more general setting. Note that, on the event
{R ∩ U c = ∅}, there are no excursions outside U , and this is the reason why we restrict
our attention to the event {R ∩ U c 6= ∅}, which has finite Nx-measure by (7) (in fact,
since ZU

= 0 on {R∩U c = ∅}, we could as well give a statement similar to Proposition
13 without conditioning).

2.5. The exit measure process

We now specialize the discussion of the previous subsection to the case U = (y,∞) and
x > y. The exit measure Z(y,∞) is then a random multiple of the Dirac mass at y, and is
determined by its total mass, which will be denoted by Zy = 〈Z(y,∞), 1〉. We have

{Zy > 0} = {W∗ < y} = {W∗ ≤ y}, Nx-a.e.

Note that the identity {W∗ < y} = {W∗ ≤ y}, Nx-a.e., follows from the fact that the
right-hand side of (7) is a continuous function of y. The fact that {Zy > 0} = {W∗ < y},
Nx-a.e., can then be deduced from the special Markov property (Proposition 13).

The Laplace transform of Zy under Nx can be computed from the connections be-
tween exit measures and semilinear partial differential equations [21, Chapter V]. For
every λ > 0,

Nx(1− exp(−λZy)) =
(
λ−1/2

+
√

2/3 (x − y)
)−2

. (9)

See [9, formula (6)] for a brief justification. Note that letting λ→∞ in (9) is consistent
with (7). A consequence of (9) is that

Nx(Zy) = 1. (10)
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Let us discuss Markovian properties of the process of exit measures. If y′ < y < x,
an application of the special Markov property combined with formula (9) gives, on the
event {W∗ ≤ y}, for every λ > 0,

Nx(exp(−λZy′) | E
(y,∞)
x ) = exp

(
−ZyNy(1− exp(−λZy′))

)
= exp

(
−Zy

(
λ−1/2

+
√

2/3 (y − y′)
)−2)

.

It follows that the process (Zx−a)a>0 is Markovian under Nx , with the transition kernels
of the continuous-state branching process with branching mechanism ψ(λ) =

√
8/3 λ3/2

(see e.g. [9, Section 2.1] for the definition and properties of this process). Although
Nx is an infinite measure, the previous statement makes sense by arguing on the event
{W∗ ≤ x− δ}, which has finite Nx-measure for any δ > 0, and considering (Zx−δ−a)a≥0.

We will use an approximation of Zy by E (y,∞)x -measurable random variables (notice
that this is not the case for (8)). Recall our notation τy(w) := inf{t ∈ [0, ζ(w)] : w(t) = y}
for w ∈W .

Lemma 14. Let y < x. We have

ε−2
∫ σ

0
ds 1
{ζs≤τy (Ws ),Ŵs<y+ε}

−−→
ε→0

Zy

where the convergence holds in probability under Nx(· | W∗ ≤ y).

Proof. This follows from arguments similar to [9, Section 4.1, proof of Proposition 1.1],
and we only sketch the proof. For every ε > 0, set

3ε =

∫ σ

0
ds 1
{ζs≤τy (Ws ),Ŵs<y+ε}

.

If ε ∈ (0, x−y), the special Markov property applied to the domain (y+ε,∞) shows that
the conditional distribution of 3ε, under Nx(· | W∗ ≤ y + ε) and knowing E (y+ε,∞), is
the law of Sε(Zy+ε), where (Sε(t))t≥0 is a subordinator whose Lévy measure is the law
of 3ε under Ny+ε (recall the comments following Proposition 2 about laws of random
variables under σ -finite measures), and Sε is assumed to be independent of Zy+ε. The
first-moment formula for the Brownian snake (6) gives Ny+ε(3ε) = ε2, so that Sε(t)
has mean ε2t . On the other hand, scaling arguments entail that (Sε(t))t≥0 has the same
distribution as (ε4S1(ε

−2t))t≥0. Hence, under Nx(· | W∗ ≤ y + ε) and conditionally on
E (y+ε,∞), ε−23ε has the law of ε2S1(ε

−2Zy+ε), and the latter random variable is close in
probability to Zy+ε by the law of large numbers (t−1S1(t) converges in probability to 1
as t → ∞). The result of the lemma follows since Zy+ε converges to Zy in probability
when ε→ 0. ut

We note that the quantities
∫ σ

0 ds 1
{ζs≤τy (Ws ),Ŵs<y+ε}

are functions of the truncation
try(ω), and therefore E (y,∞)x -measurable. As a consequence of Lemma 14, we can fix
a sequence (αn)n≥1 of positive reals converging to 0 such that

Zy = lim
n→∞

α−2
n

∫ σ

0
ds 1
{ζs≤τy (Ws ),Ŵs<y+αn}

, Nx-a.e. (11)
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and we can even choose the sequence (αn)n≥1 independently of the pair (x, y) such that
y < x (observe that if (11) holds for y = x− δ, then an application of the special Markov
property (Proposition 13) shows that it holds for every y ∈ (−∞, x − δ]). It will be
convenient to define Zy(ω) for every ω ∈ Sx , by setting

Zy(ω) = lim inf
n→∞

α−2
n

∫ σ(ω)

0
ds 1
{ζs (ω)≤τy (Ws (ω)),Ŵs (ω)<y+αn}

.

By the previous considerations, this definition is consistent with (8) up to an Nx-negligible
set. Furthermore, we have Zy(ω) = Zy(try(ω)) for every ω ∈ Sx .

In much of what follows, we will argue under the measure N0, and we simply write
E (y,∞) instead of E (y,∞)0 , for every y < 0. For ω ∈ S0, we use the notation

Za(ω) = Z−a(ω)

for every a > 0. Because continuous-state branching processes are Feller processes, we
know that the process (Za)a>0 has a càdlàg modification under N0, and we will always
consider this modification. We call (Za)a>0 the exit measure process.

We will need some bounds on the moments of Za . By (10), we already know that
N0(Za) = 1 for every a > 0. Moreover, an application of the special Markov property
shows that the process (Zδ+a)a≥0 is a martingale under N0(· | W∗ ≤ −δ) for every δ > 0
(this also follows from the fact thatψ(λ) =

√
8/3 λ3/2 is a critical branching mechanism).

Lemma 15. Let p ∈ (1, 3/2). For every 0 < b ≤ a, we have N0((Zb)
p) ≤ N0((Za)

p)

<∞.

Proof. Write N(a)0 := N0(· | W∗ ≤ −a) to simplify notation. As a consequence of (9)
and (7), we see that, for every λ > 0,

N(a)0 (e−λZa ) = 1−
(

1+ a−1

√
3

2λ

)−2

,

and also N(a)0 (Za) = 2a2/3. From a Taylor expansion, we get

N(a)0 (e−λZa )− (1− λN(a)0 (Za)) = 2(2/3)3/2a3λ3/2
+ o(λ3/2)

as λ → 0. By [6, Theorem 8.1.6], this implies the existence of a constant C such that
N(a)0 (Za > x) ≤ Cx−3/2 for every x > 0. Thus, N(a)0 ((Za)

p) <∞ if 1 < p < 3/2.
Finally, if b ∈ (0, a), by using the martingale property of the exit measure process we

get

N0((Zb)
p) =

3
2b2N

(b)
0 ((Zb)

p) ≤
3

2b2N
(b)
0 ((Za)

p) = N0((Za)
p) <∞. ut

2.6. A technical lemma

We finally give a technical lemma concerning local minima of the process Ŵ .
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Lemma 16. N0-a.e., there exists no value of s ∈ (0, σ ) such that:

(i) s is a time of local minimum of Ŵ , in the sense that there exists ε > 0 such that
Ŵr ≥ Ŵs for every r ∈ (s − ε, s + ε).

(ii) Ŵs = Ws and there exists t ∈ (0, ζs) such that Ws(t) = Ws .

Proof. The proof uses more involved properties of the Brownian snake, which we have
not recalled but for which we refer the reader to [21]. We start by observing that, for any
reals y < x, we have, Nx-a.e.,

inf{s ≥ 0 : Ŵs < y} = inf{s ≥ 0 : Ŵs ≤ y}. (12)

In other words, when the Brownian snake hits y, it immediately hits values strictly smaller
than y. See [21, proof of Theorem VI.9] for an argument in a more general setting.

Then, fix w ∈ W0 and let (W ′s)s≥0 be a Brownian snake that starts from w under
the probability measure Pw (we write W ′s and not Ws because Pw is not defined on the
space S of snake trajectories). We let (ζ ′s)s≥0 be the lifetime process of (W ′s)s≥0. Suppose
that there is a unique time t0 ∈ (0, ζ(w)) such that w(t0) = w, and introduce the stopping
time

τ := inf{s ≥ 0 : ζ ′s ≤ t0}.

Notice that the path W ′τ is equal to the restriction of w to [0, t0], and thus Ŵ ′τ = w(t0)
= w. We then claim that, Pw-a.s. on the event where inf{s > 0 : Ŵ ′s ≤ w} < τ , we have

inf{s > 0 : Ŵ ′s ≤ w} = inf{s > 0 : Ŵ ′s < w}.

This follows by using the subtree decomposition of the Brownian snake started at w (see
[21, Lemma V.5]) together with property (12) above.

We can now combine the previous observations with the Markov property of the
Brownian snake under N0. We find that N0-a.e. for every rational r ∈ (0, σ ) such that
t 7→ Wr(t) attains its minimum at a (necessarily unique) time t0 ∈ (0, ζr), the property

inf{s > r : Ŵs ≤ Wr} < inf{s ≥ r : ζs ≤ t0}

implies

inf{s > r : Ŵs < Wr} = inf{s > r : Ŵs ≤ Wr}. (13)

Let us show that this implies the statement of the lemma. Towards a contradiction,
assume that there is a value s0 ∈ (0, σ ) such that (i) and (ii) hold for s = s0. Write t0
for the (unique) time in (0, ζs0) such that Ws0(t0) = Ws0 and choose δ > 0 such that
t0 < ζs0 − δ. Then, using (i) for s = s0 and the properties of the Brownian snake, we can
find a rational r < s0 sufficiently close to s0 such that, for some χ > 0,

(a) Ŵs ≥ Ŵs0 for every s ∈ [r, s0 + χ ];
(b) ζr + δ/2 > ζs > ζr − δ/2 for every s ∈ [r, s0].
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We note thatWr coincides withWs0 at least up to time ζr−δ/2 > ζs0−δ > t0. In particular
t0 is also the unique time of the minimum of t 7→ Wr(t) on (0, ζr), andWr = Ws0 = Ŵs0

(it already follows from (a) that Wr ≥ Ŵs0 ). Property (b) then gives

inf{s > r : Ŵs ≤ Wr} ≤ s0 < inf{s ≥ r : ζs ≤ t0}.

This allows us to apply (13) to get

inf{s > r : Ŵs < Wr} = inf{s > r : Ŵs ≤ Wr} ≤ s0.

Since Wr = Ŵs0 , this contradicts (a), which completes the proof. ut

3. Construction of the excursion measure above the minimum

The main goal of this section is to construct the positive excursion measure N∗0. For this
construction, we will be arguing under the measure N0. Several properties stated below
hold only outside an N0-negligible set, but we will frequently omit the words N0-a.e.
Recall the notation Tζ for the random real tree coded by (ζs)s≥0, and Sk(Tζ ) for the
skeleton of Tζ . If u ∈ Tζ and s ≥ 0 is such that pζ (s) = u, we have already noticed that
Ws does not depend on the choice of s, and it will be convenient to write Vu = Ŵs . Then
Vu is interpreted as the label or spatial position of u.

Definition 17. A vertex u ∈ Tζ is an excursion debut above the minimum if:

(1) u ∈ Sk(Tζ );
(2) Vu = min{Vv : v ∈ Jρ, uK};
(3) u has a strict descendant w such that such that Vv > Vu for all v ∈ Ku,wK.

We write D for the set of all excursion debuts above the minimum. If u ∈ D, then Vu is
called the level of the excursion debut u.

In what follows, except in Section 8, we will be interested only in excursions above the
minimum, and for this reason we will say “excursion debut” instead of “excursion de-
but above the minimum”. By definition, excursion debuts belong to the skeleton of Tζ .
Clearly, N0-a.e., the root ρ is not an excursion debut (it is easy to see that (3) fails for
u = ρ) and we have Vu < 0 for every u ∈ D. Furthermore, the quantities Vu, u ∈ D,
are pairwise distinct, N0-a.e., as a consequence of the fact that local minima of Brown-
ian paths are a.s. distinct (this implies that two local minima of labels that correspond to
disjoint segments of the tree Tζ must be distinct).

Lemma 18. N0-a.e., no branching point is an excursion debut.

Proof. Any branching point can be represented as pζ (r), where r ∈ (s, t) and ζr =
min{ζr ′ : s ≤ r ′ ≤ t}, for rationals s and t such that 0 < s < t < σ . Then, for any strict
descendantw of pζ (r), the historical path ofw coincides either withWs or withWt , up to
a time (strictly) greater than ζr . Since, conditionally on the lifetime process ζ , Ws is just
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a Brownian path over the time interval [0, ζs], it must take values smaller than Ws(ζr)

immediately after time ζr , a.s., and the same holds for Wt . We conclude that pζ (r) is
a.s. not an excursion debut, and by varying s and t we get the desired result outside a
countable union of negligible sets. ut

Let u be an excursion debut. We set

Cu = {w ∈ Tζ : u ≺ w and Vv > Vu, ∀v ∈ Ku,wJ},

where we recall that the notation v ≺ w means that v is an ancestor of w. Note that
u ∈ Cu and that saying that u is an excursion debut implies that Cu 6= {u}. We clearly
have Vw ≥ Vu for every w ∈ Cu. Also, if w ∈ Cu, then w′ ∈ Cu for every w′ ∈ Ju,wJ.

Lemma 19. N0-a.e., for every u ∈ D, the set Cu is a closed subset of Tζ , and its interior
is

Int(Cu) = {w ∈ Cu : Vw > Vu}. (14)

Proof. The closedness is easy: if (wn) is a sequence in Cu that converges to w for the
metric of Tζ , then u ≺ w and the “interval” Ku,wJ is contained in the union of the
intervals Ku,wnJ.

To verify (14), first note that the set {w ∈ Cu : Vw > Vu} is open (if w belongs to this
set and if w′ is sufficiently close to w, then w′ is still a descendant of u and Vv > Vu for
all v ∈ Ku,w′K).

We also need to check that if w ∈ Cu and Vw = Vu, then w does not belong to
the interior of Cu. Consider first the case w = u. Letting s1 be the first time such that
pζ (s) = u, u belonging to the interior of Cu would imply that Ŵs ≥ Ŵs1 = Vu for
all s ≥ s1 sufficiently close to s1. But then s1 would a point of (right) increase for both
ζ and Ŵ , and by [22, Lemma 2.2] we know that this cannot occur. Suppose then that
w ∈ Cu, Vw = Vu and w 6= u. Let s ∈ (0, σ ) be such that pζ (s) = w. Then property
(ii) of Lemma 16 holds, and thus property (i) of that lemma cannot hold. This shows that
for any neighborhood N of w we can find w′ ∈ N such that Vw′ < Vu, and therefore
w′ /∈ Cu. ut

Proposition 20. N0-a.e., the sets Int(Cu), when u varies in D, are exactly the connected
components of the open set {w ∈ Tζ : Vw > min{Vv : v ∈ Jρ,wK}}.

Proof. If w ∈ Tζ is such that Vw > min{Vv : v ∈ Jρ,wK}, then w ∈ Int(Cu), where
u is the (unique) ancestor of w such that Vu = min{Vv : v ∈ Jρ,wK}. This shows
that {w ∈ Tζ : Vw > min{Vv : v ∈ Jρ,wK}} is the union of all sets Int(Cu) when u
varies in D. Then, if u ∈ D and w and w′ are two vertices in Int(Cu), their last common
ancestor also belongs to Int(Cu) (because u is not a branching point, by Lemma 18),
and the whole interval Jw,w′K is contained in Int(Cu). It follows that, for every u ∈ D,
the set Int(Cu) is connected. Finally, if u and u′ are two distinct vertices in D, the sets
Int(Cu) and Int(Cu′) are disjoint: We prove this by contradiction. Suppose that there exists
v ∈ Int(Cu) ∩ Int(Cu′). Then u and u′ are both ancestors of v, hence u is an ancestor of
u′ (or u′ is an ancestor of u). However, the properties u ≺ u′ ≺ v and v ∈ Int(Cu) imply
that Vu′ > Vu, which contradicts property (2) in the definition of an excursion debut. ut
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Remark. A minor modification of the end of the proof shows in fact that the sets Cu,
u ∈ D, are pairwise disjoint, which is slightly stronger.

The last proposition implies that the set D is countable, which can also be seen directly.

Definition 21. If u is an excursion debut, we set

Mu := sup{Vv − Vu : v ∈ Cu} > 0

and we call Mu the height of the excursion debut u. For every δ > 0, we define Dδ :=
{u ∈ D : Mu > δ}.

Lemma 22. Let δ > 0. The set Dδ is finite N0-a.e.

Proof. By a uniform continuity argument, there exists a (random) χ > 0 such that, for
any v, v′ ∈ Tζ , the condition dζ (v, v′) ≤ χ implies |Vv − Vv′ | ≤ δ. Then let u ∈ Dδ ,
and let v ∈ Cu be such that Vv − Vu > δ. We claim that the ball of radius χ/2 centered
at v in Tζ , which we denote by Bdζ (v, χ/2), is contained in Int(Cu). If the claim holds,
the result of the lemma follows since the sets Int(Cu) are disjoint when u varies (Propo-
sition 20), and there can only be finitely many values of v such that the balls Bdζ (v, χ/2)
are disjoint.

To verify our claim, we first note that we must have dζ (u, v) > χ by our choice
of χ , and it follows that Bdζ (v, χ/2) is contained in the set of descendants of u. Next,
if v′ ∈ Bdζ (v, χ/2), then Vw ≥ Vv − δ > Vu for every w ∈ Jv, v′K, showing that
v′ ∈ Int(Cu) since Ju, v′K ⊂ Ju, vK ∪ Jv, v′K. This gives our claim and completes the
proof. ut

Let u be an excursion debut. Since u ∈ Sk(Tζ ) and u is not a branching point, there
are two uniquely defined times 0 < s1 < s2 < σ such that pζ (s1) = pζ (s2) = u.
Note that Ŵs1 = Ŵs2 = Vu and ζs1 = ζs2 = dζ (ρ, u). We then define a random
snake trajectory W (u)

∈ S0 as the image under the translation κ−Vu of the subtrajec-
tory of ω associated with the interval [s1, s2] (recall that the latter subtrajectory corre-
sponds to the spatial displacements of the descendants of u). Note that W (u) has du-
ration σ(W (u)) = s2 − s1. Alternatively, the tree-like path corresponding to W (u) is
(ζ(s1+s)∧s2 − ζs1 , Ŵ(s1+s)∧s2 − Vu)s≥0. By the definition of D, each of the paths W (u)

s ,
for 0 < s < s2 − s1, stays strictly above 0 during a small interval (0, δ), for some δ > 0.
We are not in fact interested in the behavior of these paths after they return to 0 (if they
do), and for this reason we introduce the truncation of W (u) at 0,

W̃ (u)
:= tr0(W

(u)),

with the notation introduced in Section 2.2. We also write ζ̃ (u)s for the lifetime of W̃ (u)
s ,

for every s ≥ 0. For every s ∈ (0, σ (W̃ (u))), the path W̃ (u)
s starts from 0, stays positive

during the interval (0, ζ̃ (u)s ), and may or may not return to 0 at time ζ̃ (u)s .
It follows from our definitions that the paths W̃ (u)

s , 0 ≤ s ≤ σ(W̃ (u)), correspond to
the historical paths after time dζ (ρ, u) of all vertices v ∈ Cu, provided these paths are
shifted by −Vu so that they start from 0. In particular, M(W̃ (u)) = Mu is the height of
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the excursion debut u. We sometimes call W̃ (u) the excursion above the minimum starting
from u.

Before stating the main theorem of this section, we introduce one more piece of no-
tation. On the canonical space S, we let W̃ = tr0(W) stand for the truncation at 0 of the
canonical process (Ws)s≥0.

Theorem 23. There exists a σ -finite measure denoted by N∗0 on the space S, which is
supported on S0, such that for every nonnegative measurable function 8 on R+ × S, we
have

N0

(∑
u∈D

8(Vu, W̃
(u))

)
=

∫ 0

−∞

d`

∫
N∗0(dω)8(`, ω). (15)

The measure N∗0 gives finite mass to the set S(δ) := {ω ∈ S : ‖ω‖ > δ}, for every δ > 0.
Moreover, if G is a bounded continuous real function on S, and if there exists δ > 0 such
that G vanishes on S \ S(δ), we have

lim
ε→0

1
ε
Nε(G(W̃ )) = N∗0(G). (16)

The proof of Theorem 23 relies on an important technical lemma, which we state after
introducing some notation. We consider a fixed sequence (εn)n≥1 of positive real numbers
converging to 0. Let ε be an element of this sequence; then for every ω ∈ S0 and every
integer k ≥ 1, we let N ε

k (ω) be the point measure of excursions of ω outside (−kε,∞),
and we write

N ε
k (ω) =

∑
i∈I εk

δ
ω
k,ε
i
.

By construction, for every i ∈ I εk , ωk,εi is a subtrajectory of ω, and we write [rk,εi , s
k,ε
i ]

for the corresponding interval. We will also use the notation ω̃k,εi for ωk,εi translated so
that its starting point is ε and then truncated at level 0: with the notation of Section 2.2,
ω̃
k,ε
i = tr0 ◦ κ(k+1)ε(ω

k,ε
i ) ∈ Sε.

Recall our notation Za for the total mass of the exit measure from (−a,∞). By
the special Markov property (Proposition 13), we know that the conditional distribution
of N ε

k under N0(· | Zkε 6= 0) and given Zkε is that of a Poisson point measure with
intensity

ZkεN−kε(·).
On the other hand, we have N ε

k (ω) = 0, N0-a.e. on {Zkε = 0}.

Lemma 24. The following properties hold N0-a.e. Let u ∈ D, and let 0 < s1 < s2 < σ

be determined by pζ (s1) = pζ (s2) = u. Then, for every sufficiently small ε in the se-
quence (εn)n≥1, if ku,ε ≥ 1 is the integer determined by −(ku,ε + 1)ε < Vu ≤ −ku,εε,
there exists a unique index iu,ε ∈ I εku,ε such that

(s1, s2) ⊂ (r
ku,ε,ε

iu,ε
, s
ku,ε,ε

iu,ε
),

and we have

ω̃
ku,ε,ε

iu,ε
→ W̃ (u) as ε→ 0 along the sequence (εn)n≥1.
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Remark. The convergence in the last assertion of the lemma holds in S, on noting that
W̃ (u)

∈ S0 whereas ω̃ku,ε,εiu,ε
∈ Sε.

Proof of Lemma 24. Note that a priori we could have ku,ε = 0, but this does not occur
for ε small enough since Vu < 0. Then the index iu,ε is determined by the fact that
the excursion ωku,ε,εiu,ε

corresponds to the descendants of the first ancestor of u at spatial
position −ku,εε. More specifically, the index iu,ε is determined by

r
ku,ε,ε

iu,ε
= sup{s ≤ s1 : ζs ≤ τ−ku,εε(Ws1)} (17)

where we recall the notation τa(w) = inf{t ≥ 0 : w(t) = a}. Since the image under pζ of
the interval (rku,ε,εiu,ε

, s
ku,ε,ε

iu,ε
) corresponds to descendants of an ancestor of u, the inclusion

(s1, s2) ⊂ (r
ku,ε,ε

iu,ε
, s
ku,ε,ε

iu,ε
)

is immediate. For the last property of the lemma, we first verify that

r
ku,ε,ε

iu,ε
→ s1, s

ku,ε,ε

iu,ε
→ s2 (18)

as ε→ 0 along the sequence (εn)n≥1.
To this end, let s be such that 0 < s < s1, and observe that then

inf
r∈[s,s1]

ζr < ζs1

(otherwise u would be a branching point). On the other hand, for any γ > 0, there exists
χ > 0 such that Ws1(t) ≥ Vu + χ if 0 ≤ t ≤ ζs1 − γ (by property (2) of the definition
of an excursion debut, and the fact that a Brownian path cannot have two local minima
at the same level). It follows that τ−ku,εε(Ws1) → ζs1 as ε → 0, and together with (17)

the preceding observations imply that rku,ε,εiu,ε
> s for ε small enough, giving the desired

convergence rku,ε,εiu,ε
→ s1. The proof of the other convergence sku,ε,εiu,ε

→ s2 is analogous.
Once we have obtained the convergences (18), we deduce the last assertion of the

lemma from Lemma 12. With the notation of that lemma, we take ω′ = W (u) and
ω(n) = κ−Vu(ω

kn,εn
in

), where we write kn = ku,εn and in = iu,εn to simplify notation.
We also take δn = −(kn + 1)εn − Vu ∈ (−εn, 0). The conclusion of the lemma then
implies that trδn(ω

(n)) converges to tr0(ω
′) = W̃ (u). This is the result we need since one

easily checks that trδn(ω
(n)) coincides with ω̃kn,εnin

translated by δn. We still need to verify
that assumptions (i)–(iii) of Lemma 12 hold with our choice of ω′. Assumptions (i) and
(ii) hold by the definition of an excursion debut. Assumption (iii) holds because otherwise
there would be two distinct local minimum times corresponding to the same local mini-
mum of a path Ws , which is impossible. This completes the proof of the last assertion of
the lemma. ut

Proof of Theorem 23. In order to prove the first part of the theorem, it is enough to
construct the σ -finite measure N∗0 such that the identity (15) holds whenever 8(`, ω) =
g(`)G(ω), where g and G are nonnegative measurable functions defined on R and on S
respectively. We fix two such functions g and G, and, in a first step, we assume that both
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g and G are bounded and continuous and take nonnegative values. Moreover, we assume
that g is nontrivial and is supported on a compact subinterval of (−∞, 0), and that there
exists δ > 0 such that G(ω) = 0 if ω /∈ S(δ). The functions G and g will be fixed until
the last lines of the proof, where we explain how to get rid of the extra assumptions on G
and g.

By our assumptions on G, the quantity G(W̃ (u)) is zero if u /∈ Dδ , and a fortiori if
u /∈ Dδ/2. Since Dδ/2 is a.e. finite (Lemma 22), using the notation and the conclusion of
Lemma 24 we get∑

u∈D

g(Vu)G(W̃
(u)) =

∑
u∈Dδ/2

g(Vu)G(W̃
(u)) = lim

ε→0

∑
u∈Dδ/2

g(−εku,ε)G(ω̃
ku,ε,ε

iu,ε
),

N0-a.e. (here and in the remaining part of the proof, we consider only values of ε in the
sequence (εn)n≥1, even if this is not mentioned explicitly). We next observe that∑

u∈Dδ/2

g(−εku,ε)G(ω̃
ku,ε,ε

iu,ε
) =

∞∑
k=1

∑
i∈I εk

g(−εk)G(ω̃
k,ε
i ) (19)

for ε small enough, N0-a.e. To see this, suppose that ε < δ/2, and fix k ≥ 1 and i ∈ I εk . If
G(ω̃

k,ε
i ) 6= 0, there exists a real s ≥ 0 such that the path Ws(ω̃

k,ε
i ) hits level δ. This also

means that there exists a real s′ ≥ 0 such that the pathWs′(ω
k,ε
i ) hits−(k+1)ε+δ before

hitting −(k + 1)ε, and we can take the smallest such s′. Let s′′ be such that Ws′′(ω
k,ε
i )

coincides with Ws′(ω
k,ε
i ) truncated at the (unique) time where it reaches its minimum

before hitting −(k + 1)ε + δ (in the tree coded by ζ(ωk,εi ), s′′ corresponds to the unique
ancestor with minimal spatial position of the vertex s′). Then it follows from our defi-
nitions that u := pζ (r

k,ε
i + s

′′) is an excursion debut, with ku,ε = k and iu,ε = i by
construction, and the height of u is at least δ − ε > δ/2, so that u ∈ Dδ/2. Thus any
(nonzero) term appearing in the right-hand side of (19) also appears, at least once, in the
left-hand side. To complete the proof of (19), we must still verify that, for ε small enough,
no (nonzero) term in the right-hand side appears twice in the left-hand side. But this fol-
lows from the fact that the values of Vu for u ∈ D are all distinct: since Dδ/2 is finite, for
ε small enough, there cannot be two distinct elements u, u′ of Dδ/2 such that Vu and Vu′
lie in the same interval (−(k + 1)ε,−kε).

From the preceding considerations, we get∑
u∈D

g(Vu)G(W̃
(u)) = lim

ε→0

∞∑
k=1

∑
i∈I εk

g(−εk)G(ω̃
k,ε
i ),

N0-a.e. We then notice that we can fix χ > 0 such that g(x) = 0 if x ≥ −χ , and restrict
our attention to the set {W∗ ≤ −χ}, which has finite N0-measure. The next step is to
deduce from the preceding convergence that also

N0

(∑
u∈D

g(Vu)G(W̃
(u))

)
= lim
ε→0

N0

( ∞∑
k=1

∑
i∈I εk

g(−εk)G(ω̃
k,ε
i )

)
. (20)
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For this, some uniform integrability is needed. For every integer k ≥ 1, set

nεk :=
∑
i∈I εk

1
{‖ω̃

k,ε
i ‖>δ}

.

Recalling our assumptions on g and G, we see that in order to deduce (20) from the
preceding convergence, it suffices to verify that, for p ∈ (1, 3/2), and for every A > χ ,

N0

[( bA/εc∑
k=bχ/εc+1

nεk

)p]
(21)

is bounded independently of ε. By the special Markov property (Proposition 13), con-
ditionally on the σ -field E (−kε,∞), nεk is Poisson with intensity cε,δZkε, where cε,δ =
Nε(‖W̃‖ > δ). In particular,

N0((n
ε
k − cε,δZkε)

2
| E (−kε,∞)) = cε,δZkε

and

Mε
k :=

k∑
j=bχ/εc+1

(nεj − cε,δZjε), k ≥ bχ/εc,

is a martingale with respect to the filtration (E (−(k+1)ε,∞))k≥bχ/εc—note that, by the
construction of the truncated excursions ω̃k,εi , nεk is E (−(k+1)ε,∞)-measurable. The dis-
crete Burkholder–Davis–Gundy inequalities (see e.g. [30, Théorème 5]) now give, for
p ∈ (1, 3/2) and for some constant K(p) depending only on p,

N0(|Mε
bA/εc|

p) ≤ K(p)N0

[( bA/εc∑
j=bχ/εc+1

(Mε
j −Mε

j−1)
2
)p/2]

≤ K(p)N0(M∗ < −χ)
1−p/2

(
N0

[ bA/εc∑
j=bχ/εc+1

(Mε
j −Mε

j−1)
2
])p/2

= K(p)N0(M∗ < −χ)
1−p/2c

p/2
ε,δ

(
N0

[ bA/εc∑
j=bχ/εc+1

Zjε

])p/2
= K(p)N0(M∗ < −χ)

1−p/2c
p/2
ε,δ (bA/εc − bχ/εc)

p/2, (22)

by using Jensen’s inequality (with respect to the probability measure N0(· | W∗ < −χ))
in the second line, and in the last line the fact that N0(Zr) = 1 for every r > 0 (see (10)).

Then observe that

cε,δ = Nε(‖W̃‖ > δ) = Nε(M(W̃) > δ) = Nε(〈Z(0,δ), 1{δ}〉 > 0)

= N0(〈Z(−ε,δ−ε), 1{δ−ε}〉 > 0),

where the third equality follows from the special Markov property (Proposition 13). It
follows from [24, Section 4, formula (9)], together with a monotonicity argument, that

lim
ε→0

ε−1cε,δ = c0δ
−3, (23)
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where c0 is a positive constant (made explicit in Lemma 25 below). In particular, there
exists a constant cδ < ∞ such that cε,δ ≤ cδε for every ε < δ/2. From (22), we then
infer that the quantities N0(|Mε

bA/εc|
p) are uniformly bounded when ε < δ/2. Finally,

we write
bA/εc∑

k=bχ/εc+1

nεk =Mε
bA/εc + cε,δ

bA/εc∑
k=bχ/εc+1

Zkε

and we use again the bound cε,δ ≤ cδε together with the fact that the random variables
Za , 0 < a ≤ A, are bounded in Lp(N0) when 1 < p < 3/2 (Lemma 15). This gives us
the desired bound for the quantities in (21), and justifies the passage to the limit under the
integral in (20)—incidentally, this also shows that the left-hand side of (20) is finite.

We then use the special Markov property once again to obtain

N0

( ∞∑
k=1

∑
i∈I εk

g(−εk)G(ω̃
k,ε
i )

)
=

∞∑
k=1

g(−εk)N0(Z−kεNε(G(W̃ )))

=

( ∞∑
k=1

g(−εk)
)
Nε(G(W̃ )),

where the last equality holds because N0(Z−kε) = 1, by (10). Now note that

ε

∞∑
k=1

g(−εk) −−→
ε→0

∫ 0

−∞

g(x) dx,

and so we deduce from (20) and the preceding two displays that

ε−1Nε(G(W̃ )) −−→
ε→0

KG

where the limit KG <∞ is such that

N0

(∑
u∈D

g(Vu)G(W̃
(u))

)
= KG

∫ 0

−∞

g(x) dx.

We now set, for every measurable subset F of S,

N∗0(F ) :=
N0(

∑
u∈D g(Vu) 1F (W̃ (u)))∫ 0
−∞

g(x) dx
. (24)

This defines a positive measure on S, which is supported on S0 sinceW (u)
∈ S0 for every

u ∈ D. Furthermore,
N∗0(G) = KG <∞.

Noting that the definition (24) of N∗0 does not involve the choice of G, this implies that
the sets S(δ) have finite N∗0-measure. Since it is clear that N∗0(‖ω‖ = 0) = 0, we see that
N∗0 is σ -finite. Furthermore,

N∗0(G) = lim
ε→0

ε−1Nε(G(W̃ )),
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which gives (16) for the function G we had fixed, and then also for any function G satis-
fying the same assumptions, since (24) does not depend on the choice of G (note that we
have been considering a fixed sequence of values of ε, but the same would hold for any
such sequence).

Finally, the last display shows that N∗0 does not depend on the choice of g, since a
measure on S supported on S0 and which is finite on the sets S(δ) and puts no mass on
{ω : ‖ω‖ = 0} is determined by its values on functions G satisfying the assumptions of
the beginning of the proof. By (24), formula (15) holds if 8(`, ω) = g(`)G(ω) where
G is an indicator function and the function g satisfies the previous assumptions. By stan-
dard monotone class arguments, it holds when 8(`, ω) = g(`)G(ω) for any nonnegative
measurable functions g and G. This completes the proof. ut

Recall the notation M(ω) = sup{ωs(t) : s ≥ 0, 0 ≤ s ≤ ζs}. We also set

M̃ = M(W̃) = sup{Ws(t) : s ≥ 0, t ≤ ζs ∧ τ ∗0 (Ws)}.

We can derive the distribution of M under N∗0.

Lemma 25. For every δ > 0, we have

N∗0(M > δ) = c0δ
−3, where c0 = 3π−3/20(1/3)30(7/6)3.

Proof. By (23), we have

lim
ε→0

ε−1Nε(M̃ > δ) = c0δ
−3 (25)

and the value of c0 is determined in [24, Section 4]. On the other hand,

N∗0(G) = lim
ε→0

ε−1Nε(G(W̃ ))

for any bounded continuous function G vanishing on the complement of S(χ) for some
χ > 0. Noting that the limit in (25) depends continuously on δ, we can approximate the
indicator function of the set {M > δ} by such functions G, and obtain

N∗0(M > δ) = lim
ε→0

ε−1Nε(M̃ > δ) = c0δ
−3. ut

We may now restate the last assertion of Theorem 23 in a way more suitable for our
applications.

Corollary 26. Let δ > 0. As ε → 0, the law of W̃ under Nε(· | M̃ > δ) converges
weakly to N∗0(· | M > δ).

Proof. Let G be bounded and continuous on S and such that G(ω) = 0 if ω /∈ S(δ).
Then, for ε ∈ (0, δ),

Nε(G(W̃ ) | M̃ > δ) =
Nε(G(W̃ ))
Nε(M̃ > δ)

−−→
ε→0

N∗0(G)
N∗0(M > δ)

= N∗0(G |M > δ),

by (16), (25), and Lemma 25. The desired result follows. ut
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We conclude this section by deriving a useful scaling property of N∗0. For λ > 0, for every
ω ∈ S, we define θλ(ω) ∈ S by θλ(ω) = ω′ with

ω′s(t) =
√
λωs/λ2(t/λ) for s ≥ 0, 0 ≤ t ≤ ζ ′s = λζs/λ2 .

Note that θλ(Nx) = λNx√λ for every x ≥ 0. The measure N∗0 enjoys a similar scaling
property.

Lemma 27. For every λ > 0, θλ(N∗0) = λ
3/2N∗0.

Proof. Let G be a function on S satisfying the conditions required for (16). Then

N∗0(G) = lim
ε→0

ε−1Nε(G(W̃ )) = lim
ε→0

ε−1λ−1Nε/√λ(G(θλ(W̃ )))

= lim
ε→0

λ−3/2
× (ε/

√
λ)−1Nε/√λ(G(θλ(W̃ ))) = λ

−3/2N∗0(G ◦ θλ),

giving the desired result. ut

4. The re-rooting representation

In this section, we provide a formula connecting the measures N0 and N∗0 via a re-rooting
technique. We first need to introduce some notation.

Recall the re-rooting operator Rs from Section 2.2. For every ω ∈ S0, for every
s ∈ [0, σ (ω)], we set

W [s](ω) = κ
−Ŵs (ω)

◦ Rs(ω).

In other words,W [s](ω) is just ω re-rooted at s and then shifted so that the spatial position
of the root is again 0. Note that we slightly abuse notation here because it would be more
consistent with the notation of Section 2.2 to take W [s](ω) = Rs(ω).

Theorem 28. For every nonnegative measurable function G on S, we have

N∗0

(∫ σ

0
dr G(W [r])

)
= 2N0

(∫
∞

0
dbG(tr−b(W))Zb

)
,

where we recall that Zb stands for the total mass of the exit measure outside (−b,∞).

Proof. We start from the re-rooting theorem in [28, Theorem 2.3]: for every nonnegative
measurable function F on R+ × S,

N0

(∫ σ

0
ds F (s,W [s])

)
= N0

(∫ σ

0
ds F (s,W)

)
. (26)

We apply this result to a function F of the form

F(s, ω) = G(trωσ−s (ω))g(ωσ−s − ω̂σ−s),

where we recall the notation w = min{w(t) : 0 ≤ t ≤ ζ(w)}, and we suppose that G
and g satisfy the assumptions stated at the beginning of the proof of Theorem 23, and the
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additional assumption that there exists a constantK > 0 such thatG(ω) = 0 if ‖ω‖ ≥ K .
We note that our definitions give, under N0,

Ŵ
[s]
σ−s = −Ŵs, W

[s]
σ−s = Ws − Ŵs .

Consequently,
F(s,W [s]) = G(tr

Ws−Ŵs
(W [s]))g(Ws).

We can then decompose the integral∫ σ

0
ds F (s,W [s])

as a sum over the sets {s ∈ [0, σ ] : pζ (s) ∈ Cu} where u varies over D. These sets
cover [0, σ ] (except for a Lebesgue negligible subset) and they are pairwise disjoint.
Furthermore, if u ∈ D, it follows from our definitions that Ws = Vu for every s ∈ [0, σ ]
such that pζ (s) ∈ Cu, and∫

{s∈[0,σ ]:pζ (s)∈Cu}
ds G(tr

Ws−Ŵs
(W [s])) = H(W̃ (u)),

where

H(ω) =

∫ σ(ω)

0
dr G(W [r](ω)).

Summarizing, the left-hand side of (26) is equal to

N0

(∑
u∈D

g(Vu)H(W̃
(u))

)
=

(∫ 0

−∞

g(x) dx
)
N∗0(H) (27)

by Theorem 23.
On the other hand, the right-hand side of (26) is equal to

N0

(∫ σ

0
ds G(trWs (W))g(Ws − Ŵs)

)
.

We can evaluate this quantity via a discrete approximation. Using Lemma 11, we see that,
N0-a.e.,∫ σ

0
ds G(trWs (W))g(Ws − Ŵs)

= lim
n→∞

∫ σ

0
ds g(Ws − Ŵs)

∞∑
k=1

1{Ws∈(−(k+1)/n,−k/n]}G(tr−k/n(W)),

and we note that, if g is supported on [−A, 0], the quantities on the right-hand side are
bounded independently of n ≥ 1 by a constant times∫ σ

0
ds 1{Ws≥−K−1}1{Ws−Ŵs≥−A}

.
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The point is that if s ∈ [0, σ ] is such thatWs < −K−1, then the unique integer k such that
Ws ∈ (−(k + 1)/n,−k/n] also satisfies −k/n < −K , and we have G(tr−k/n(W)) = 0
by our assumption on G. The quantity in the last display is integrable under N0 by a
simple application of the first-moment formula for the Brownian snake (6). This makes it
possible to use dominated convergence to get

N0

(∫ σ

0
ds G(trWs (W))g(Ws − Ŵs)

)
= lim
n→∞

∞∑
k=1

N0

(∫ σ

0
ds g(Ws − Ŵs) 1{Ws∈(−(k+1)/n,−k/n]}G(tr−k/n(W))

)
. (28)

Then, for every integer k ≥ 1, an application of the special Markov property (note that
G(tr−k/n(W)) is E (−k/n,∞)-measurable by the very definition of this σ -field) gives

N0

(∫ σ

0
ds g(Ws − Ŵs) 1{Ws∈(−(k+1)/n,−k/n]}G(tr−k/n(W))

)
= N0

(
Zk/nG(tr−k/n(W))N−k/n

(∫ σ

0
ds 1{Ws>−(k+1)/n}g(Ws − Ŵs)

))
= N0(Zk/nG(tr−k/n(W)))× N−k/n

(∫ σ

0
ds 1{Ws>−(k+1)/n}g(Ws − Ŵs)

)
= N0(Zk/nG(tr−k/n(W)))

× E−k/n
[∫
∞

0
dt 1{min{Br : 0≤r≤t}>−(k+1)/n}g(min{Br : 0 ≤ r ≤ t} − Bt )

]
=

2
n

(∫ 0

−∞

dx g(x)
)
N0(Zk/nG(tr−k/n(W))),

by using again the first-moment formula for the Brownian snake (6) in the third equality,
and in the last one the property

E0

[∫
∞

0
dt 1{min{Br : 0≤r≤t}>−ε}g(min{Br : 0 ≤ r ≤ t} − Bt )

]
= 2ε

∫ 0

−∞

dx g(x),

which holds for every ε > 0, by direct calculations since the law of (Bt ,min{Br :
0 ≤ r ≤ t}) is known explicitly (or via a simple application of standard excursion theory).
From (28), we then deduce that

N0

(∫ σ

0
ds G(trWs (W))g(Ws − Ŵs)

)
= lim
n→∞

2
n

(∫ 0

−∞

dx g(x)
) ∞∑
k=1

N0(Zk/nG(tr−k/n(W)))

= 2
(∫ 0

−∞

dx g(x)
)
N0

(∫
∞

0
db ZbG(tr−b(W))

)
,
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where the last equality is justified by Lemma 11 together with our assumptions on G and
the integrability properties of the exit measure process Z that were already used in the
proof of Theorem 23.

Finally, the equality between the right-hand side of the last display and the right-
hand side of (27) gives the identity of the theorem under our special assumptions on G.
However, since both sides of this identity define σ -finite measures (which are finite on
sets of the form {δ < ‖ω‖ < K}), the fact that these measures take the same values on the
particular functions G considered in the proof implies that the measures are equal. ut

5. An almost sure construction

In this section, we fix δ > 0 and we give an almost sure construction of a snake trajectory
distributed according to N∗0(· | M > δ). This construction will be useful later when we
discuss exit measures.

Let 0 < ε < ε′ < δ, and let W δ,ε be a random snake trajectory distributed according
to Nε(· | M̃ > δ). Consider the excursions of W δ,ε outside the interval (0, ε′). The con-
ditioning on {M̃ > δ} implies that there is at least one such excursion ω′ starting from ε′

and such that M̃(ω′) > δ. Furthermore, if we pick uniformly at random one of the excur-
sions ω′ starting from ε′ that satisfy M̃(ω′) > δ, the special Markov property (Proposi-
tion 13) ensures that this excursion will be distributed according to Nε′(· | M̃ > δ). For
ω ∈ Sε such that M̃(ω) > δ, let 2ε,ε′(ω, dω′) be the probability measure on Sε′ defined
as the law of an excursion of ω outside (0, ε′) chosen uniformly at random among those
excursions that satisfy M̃ > δ. Then, the preceding considerations show that the second
marginal of the probability measure 5ε,ε′ defined on Sε × Sε′ by

5ε,ε′(dω dω′) = Nε(dω | M̃ > δ)2ε,ε′(ω, dω′)

is Nε′(· | M̃ > δ).
Now let (εn)n≥1 be a sequence of positive reals in (0, δ) decreasing to 0. We claim

that we can construct, on a suitable probability space, a sequence (W δ,εn)n≥1 of random
variables with values in S such that the following holds:

(i) For every n ≥ 1, W δ,εn is distributed according to Nεn(· | M̃ > δ).
(ii) For every 1 ≤ n < m, W δ,εn is an excursion of W δ,εm outside (0, εn).

Indeed, we use the Kolmogorov extension theorem to construct the sequence (W δ,εn)n≥1
so that, for every n ≥ 1, the law of (W δ,εn ,W δ,εn−1 , . . . ,W δ,ε1) is

Nεn(dωn | M̃ > δ)2εn,εn−1(ωn, dωn−1)2εn−1,εn−2(ωn−1, dωn−2) . . . 2ε2,ε1(ω2, dω1)

and properties (i) and (ii) hold by construction.
For every n ≥ 1, set W̃ δ,εn = tr0(W

δ,εn), and let σn = σ(W̃ δ,εn) be the duration
of W̃ δ,εn . Clearly, it is still true that, for 1 ≤ n < m, W̃ δ,εn is an excursion of W̃ δ,εm

outside (0, εn). Therefore, for every 1 ≤ n < m, W̃ δ,εn is a subtrajectory of W̃ δ,εm and
we write [an,m, bn,m] ⊂ [0, σm] for the associated interval. Note that bn,m − an,m = σn.
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Furthermore, if 1 ≤ n < m < `, we have [an,`, bn,`] ⊂ [am,`, bm,`], and more precisely

an,` = an,m + am,` , (29)
σ` − bn,` = (σm − bn,m)+ (σ` − bm,`) . (30)

In particular, for n fixed, the sequence (an,m)m>n is increasing, and we denote its limit by
an,∞ (the fact that this limit is finite will be obtained at the beginning of the proof of the
next proposition).

Proposition 29. We have a.s.

W̃ δ,εn −−−→
n→∞

W δ,0 in S ,

where the a.s. limit W δ,0 is distributed according to N∗0(· | M > δ). Furthermore, W̃ δ,εn

is a subtrajectory of W δ,0, for every n ≥ 1, and σ(W̃ δ,εn) ↑ σ(W δ,0) as n→∞.

Proof. By Corollary 26, we already know that the sequence (W̃ δ,εn)n≥1 converges in dis-
tribution to N∗0(· | M > δ), and in particular σn = σ(W̃ δ,εn) converges in distribution
to the law of σ under N∗0(· | M > δ). On the other hand, the sequence (σn)n≥1 is in-
creasing and thus has an a.s. limit σ∞. We conclude that σ∞ is distributed as σ under
N∗0(· | M > δ), and in particular σ∞ <∞ a.s.

Since an,m ≤ σm − σn if n < m, we find that, for every n,

an,∞ ≤ σ∞ − σn.

It follows that
lim
n→∞

an,∞ = 0, a.s. (31)

Then, for every fixed n, bn,m = an,m + σn converges as m ↑ ∞ to bn,∞ = an,∞ + σn,
and, by letting ` tend to∞ in (29) and (30), we get, for n < m,

an,∞ = an,m + am,∞, σ∞ − bn,∞ = (σ∞ − bm,∞)+ (σm − bn,m) . (32)

Set ζ̃ δ,εns = ζs(W̃
δ,εn) to simplify notation. By the definition of subtrajectories we

know that ζ̃ δ,εns = ζ̃
δ,εm
(an,m+s)∧bn,m

− ζ̃
δ,εm
an,m if n < m. We claim that a.s.,

lim
n→∞

(
sup
m>n

(
sup

0≤s≤an,m
ζ̃ δ,εms

))
= 0. (33)

To verify this claim, first observe that if n < n′ < m, we have

sup
0≤s≤an′,m

ζ̃ δ,εms ≤ sup
0≤s≤an,m

ζ̃ δ,εms

because an′,m ≤ an,m. It then follows that the supremum over m > n in (33) is a decreas-
ing function of n, and so the limit in the left-hand side of (33) exists a.s. as a decreasing
limit. Call this limit L. Towards a contradiction, assume that P(L > 0) > 0. Then we
choose ξ > 0 such that P(L > ξ) > 0, and we note that, on the event {L > ξ}, we can
find a sequence n1 < m1 < n2 < m2 < · · · such that, for every i = 1, 2, . . . ,

sup
0≤s≤ani ,mi

ζ̃
δ,εmi
s > ξ.
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It then follows that, on the same event {L > ξ} of positive probability, for any integer
k ≥ 1, and for every large enough n, there exist k disjoint intervals [r1, s1], . . . , [rk, sk]
such that ζ̃ δ,εnsi − ζ̃

δ,εn
ri > ξ for every 1 ≤ i ≤ k. The latter property contradicts the

tightness of the sequence of the laws of W̃ δ,εn in S, and this contradiction proves our
claim (33).

By the same argument,

lim
n→∞

(
sup
m>n

(
sup

bn,m≤s≤σm

ζ̃ δ,εms

))
= 0. (34)

We can now use (33) and (34) to verify that (ζ̃ δ,εns )s≥0 converges uniformly as n→∞,
a.s. To this end, we define

ζ (n)s =


0 if s ≤ an,∞,
ζ̃
δ,εn
s−an,∞

if an,∞ ≤ s ≤ bn,∞,
0 if s ≥ bn,∞.

Recalling the formula ζ̃ δ,εns = ζ̃
δ,εm
(an,m+s)∧bn,m

− ζ̃
δ,εm
an,m , and using (32), we get, for n < m,

sup
s≥0
|ζ (n)s − ζ

(m)
s | ≤ sup

0≤s≤an,m
ζ̃ δ,εms + sup

bn,m≤s≤σm

ζ̃ δ,εms ,

and the right-hand side tends to 0 a.s. as n andm tend to∞ with n < m, by (33) and (34).
This gives the a.s. uniform convergence of (ζ (n)s )s≥0 as n → ∞. Write (ζ δ,0s )s≥0 for the
limit. The a.s. uniform convergence of (ζ̃ δ,εns )s≥0 toward the same limit then follows by
using now (31). Moreover, sup{s ≥ 0 : ζ̃ δ,εns > 0} = σn → σ∞ = sup{s ≥ 0 : ζ δ,0s > 0}
as n→∞.

Let 0δ,εns stand for the endpoint of the path W̃ δ,εn
s . Very similar arguments show

that the analogs of (33) and (34) with ζ̃
δ,εm
s replaced by 0

δ,εm
s hold, and it follows

that (0δ,εns )s≥0 also converges uniformly to a limit denoted by (0δ,0s )s≥0, a.s. The pair
(ζ δ,0, 0δ,0) is then a random tree-like path, and letting W δ,0 be the associated snake
trajectory, we have shown that W̃ δ,εn converges a.s. to W δ,0. Since W̃ δ,εn converges in
distribution to N∗0(· | M > δ), W δ,0 is distributed according to N∗0(· | M > δ).

Finally, it follows from our construction that, for every n ≥ 1, W̃ δ,εn is the subtra-
jectory of W δ,0 associated with the interval [an,∞, bn,∞], and the property σ(W̃ δ,εn) ↑

σ(W δ,0) is just the fact that σn ↑ σ∞. This completes the proof. ut

6. The exit measure

We now define the exit measure from (0,∞) under N∗0. Informally, this measure corre-
sponds to the quantity of snake trajectories that return to 0.

Proposition 30. The limit

lim
ε→0

ε−2
∫ σ

0
ds 1
{Ŵs<ε}

exists in probability under N∗0(· | σ > χ), for every χ > 0, and defines a finite random
variable denoted by Z∗0 .
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Proof. We rely on the re-rooting property of Section 4. Let (εn)n≥1 be a sequence of
positive reals converging to 0. Recalling Lemma 14 and the subsequent remarks, we can
extract from (εn)n≥1 a subsequence (βn)n≥1 such that, for every b < 0,

Zb = lim
n→∞

β−2
n

∫ σ

0
ds 1
{ζs≤τ−b(Ws ),Ŵs<−b+βn}

, N0-a.e. (35)

Then, for ω ∈ S, we set G(ω) = 0 if the limit

lim
n→∞

β−2
n

∫ σ(ω)

0
ds 1
{Ŵs (ω)<W∗(ω)+βn}

exists (and is finite), andG(ω) = 1 otherwise. By (35), we haveG(tr−b(W)) = 0, N0-a.e.
on the event {W∗ ≤ −b} = {Zb > 0}, for every b > 0. By Theorem 28, we then have

N∗0

(∫ σ

0
ds G(W [s])

)
= 0.

Consequently, N∗0-a.e., for Lebesgue a.e. r ∈ [0, σ ], we have G(W [r]) = 0. By consid-
ering just one value of r for which G(W [r]) = 0, this says that the convergence of the
proposition holds N∗0-a.e. along (βn)n≥1. We have thus shown that from any sequence of
positive real numbers converging to 0 we can extract a subsequence along which the con-
vergence of the proposition holds N∗0-a.e. The statement of the proposition follows. ut

Recall from Section 2.5 that we have fixed a sequence (αn)n≥1 such that (11) holds. We
then define Z∗0(ω) for every ω ∈ S, by setting

Z∗0(ω) = lim inf
n→∞

α−2
n

∫ σ

0
ds 1
{Ŵs (ω)<W∗(ω)+αn}

. (36)

By the argument we have just given in the proof of Proposition 30, the liminf is a limit
N∗0-a.e. In what follows, we will be concerned with the values of Z∗0(ω) under N∗0, and
we note that the quantity W∗(ω) in (36) can be replaced by 0, N∗0-a.e., so that (36) is
consistent with Proposition 30.

Our next goal is to compute the joint distribution of the pair (Z∗0 , σ ) under N∗0.

Proposition 31. The distribution of the pair (Z∗0 , σ ) under N∗0 has a density f given for
z, s > 0 by

f (z, s) =

√
3

2π
√
z s−5/2 exp

(
−
z2

2s

)
.

In particular, the respective densities g of Z∗0 and h of σ under N∗0 are given by

g(z) =

√
3

2π
z−5/2, z > 0,

h(s) =

√
3

2π
2−1/40(3/4)s−7/4, s > 0.
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Proof. We fix λ,µ > 0, and compute

N∗0(σ exp(−λZ∗0 − µσ)).

Recalling (36), and using Lemma 14, we get Z∗0(tr−b(W)) = Zb, N0-a.e. on {Zb > 0},
for every b > 0. Hence, by applying Theorem 28 to G(ω) = exp(−λZ∗0(ω) − µσ(ω)),
we obtain

N∗0(σ exp(−λZ∗0 − µσ)) = 2
∫
∞

0
dbN0(Zb exp(−λZb − µYb))

with the notation

Yb =
∫ σ

0
ds 1{τ−b(Ws )=∞}

(note that Yb = σ(tr−b(W)), N0-a.e.). Set

uλ,µ(b) = N0(1− exp(−λZb − µYb)),

and note that
d

dλ
uλ,µ(b) = N0(Zb exp(−λZb − µYb)).

The quantity uλ,µ(b) is computed explicitly in [9, Lemma 4.5]: if λ <
√
µ/2, then

uλ,µ(b) =

√
µ

2

(
3
(

tanh2
(
(2µ)1/4b + tanh−1

√√√√2
3
+

1
3

√
2
µ
λ

))
− 2

)
,

and a similar formula holds if λ >
√
µ/2. From this explicit formula, for λ <

√
µ/2 one

gets

d
dλ
uλ,µ(b) = K

−1
λ,µ tanh

(
(2µ)1/4b + tanh−1

√
2
3
+

1
3

√
2
µ
λ

)

×

(
cosh2

(
(2µ)1/4b + tanh−1

√
2
3
+

1
3

√
2
µ
λ

))−1

where

Kλ,µ =
1
3

(
1−

√
2
µ
λ

)√
2
3
+

1
3

√
2
µ
λ.

By integrating the last formula between b = 0 and b = ∞, we arrive at∫
∞

0
dbN0(Zb exp(−λZb − µYb)) =

∫
∞

0
db

d
dλ
uλ,µ(b) =

1
2

√
3
2

(
λ+

√
2µ
)−1/2

.

Similar calculations give the same result when λ >
√
µ/2 (and also for λ =

√
µ/2 by a

suitable passage to the limit). Summarizing, we have proved that, for all λ,µ > 0,

N∗0(σ exp(−λZ∗0 − µσ)) =
√

3/2
(
λ+

√
2µ
)−1/2

.
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At this stage, we only need to verify that, with the function f defined in the proposition,
we also have∫

∞

0

∫
∞

0
s exp(−λz− µs) f (z, s) dz ds =

√
3/2

(
λ+

√
2µ
)−1/2

.

To see this, first note that, for every z > 0,

z

∫
∞

0
s−3/2 exp

(
−
z2

2s
− µz

)
ds =

√
2π e−z

√
2µ,

by the classical formula for the Laplace transform of hitting times of a standard linear
Brownian motion. The desired result easily follows. ut

We now state a technical result that will be important for our purposes. Fix δ > 0, and,
for every ε ∈ (0, δ), write W δ,ε for a random snake trajectory distributed according to
Nε(· | M̃ > δ), where we recall the notation M̃ = sup{Ws(t) : s ≥ 0, t ≤ ζs ∧ τ0(Ws)}.
As usual, write W̃ δ,ε for W δ,ε truncated at level 0. By Corollary 26, the distribution
of W̃ δ,ε converges to N∗0(· | M > δ) as ε → 0. The next proposition shows that this
convergence holds jointly with that of the exit measures from (0,∞). Recall the notation
Z0(W

δ,ε) for the (total mass of the) exit measure of W δ,ε from (0,∞).

Proposition 32. As ε → 0, the distribution of the pair (W̃ δ,ε,Z0(W
δ,ε)) converges

weakly to that of the pair (W δ,0, Z∗0(W
δ,0)), where W δ,0 is distributed according to

N∗0(· | M > δ).

Proof. We may argue along a sequence (εn)n≥1 strictly decreasing to 0. To simplify no-
tation, we setW n

= W δ,εn and W̃ n
= W̃ δ,εn . From Proposition 29, we may construct (on

a suitable probability space) the whole sequence (W n)n≥1 and the snake trajectory W δ,0

in such a way that W n is an excursion of Wm outside (0, εn) for every n < m, W̃ n is a
subtrajectory of W δ,0 for every n ≥ 1, W̃ n

→ W δ,0 in S as n→∞, a.s., and moreover
σ(W̃ n) ↑ σ(W δ,0) as n → ∞. These properties imply that, for every γ > 0 and every
1 ≤ n ≤ m, we have∫ σ(Wn)

0
ds 1
{ζ ns ≤τ0(Wn

s ), Ŵ
n
s <γ }
≤

∫ σ(Wm)

0
ds 1
{ζms ≤τ0(Wm

s ), Ŵ
m
s <γ }

≤

∫ σ(W δ,0)

0
ds 1
{Ŵ

δ,0
s <γ }

.

If we multiply this inequality by γ−2 and let γ tend to 0, we find that, for every 1≤n≤m,

Z0(W
n) ≤ Z0(W

m) ≤ Z∗0(W
δ,0).

In particular the almost sure increasing limit

Z′0 := lim
n→∞
↑ Z0(W

n)
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exists and we have Z′0 ≤ Z
∗

0(W
δ,0). The result of the proposition will follow if we can

verify that indeed Z′0 = Z∗0(W
δ,0) a.s. To this end, fix λ,µ > 0. Write E[·] for the

expectation on the probability space where the sequence (W n)n≥1 and W δ,0 are defined.
We note that

E[exp(−λZ′0)(1− exp(−µσ(W δ,0)))]

≤ lim inf
n→∞

E[exp(−λZ0(W
n))(1− exp(−µσ(W̃ n)))] (37)

by Fatou’s lemma. We will verify that

lim inf
n→∞

E[exp(−λZ0(W
n))(1− exp(−µσ(W̃ n)))]

≤ E[exp(−λZ∗0(W
δ,0))(1− exp(−µσ(W δ,0)))]. (38)

If (38) holds, then by combining this with the previous display, we get

E[exp(−λZ′0)(1− exp(−µσ(W δ,0)))] ≤ E[exp(−λZ∗0(W
δ,0))(1− exp(−µσ(W δ,0)))],

and since we already know that Z′0 ≤ Z∗0(W
δ,0), this is only possible if Z′0 =

Z∗0(W
δ,0) a.s.

Let us prove (38). Since W n is distributed according to Nεn(· | M̃ > δ) and W δ,0 is
distributed according to N∗0(· | M̃ > δ), and since Nε(M̃ > δ) ∼ εN∗0(M > δ) as ε→ 0
(see the proof of Lemma 25), we see that (38) is equivalent to

lim inf
n→∞

1
εn

Nεn
(
exp(−λZ0)(1− exp(−µY0)) 1

{M̃>δ}

)
≤ N∗0

(
exp(−λZ∗0)(1− exp(−µσ)) 1{M>δ}

)
, (39)

where we recall that

Y0 =

∫ σ

0
ds 1{τ0(Ws )=∞}.

Observe that, for any choice of γ ∈ (0, δ), the argument leading to (37) (using also the
fact that M(W̃ n) converges a.s. to M(W δ,0)) gives

lim inf
n→∞

1
εn

Nεn
(
exp(−λZ0)(1− exp(−µY0)) 1

{γ<M̃≤δ}

)
≥ N∗0

(
exp(−λZ∗0)(1− exp(−µσ)) 1{γ<M≤δ}

)
, (40)

and by letting γ tend to 0,

lim inf
n→∞

1
εn

Nεn
(
exp(−λZ0)(1− exp(−µY0)) 1

{M̃≤δ}

)
≥ N∗0

(
exp(−λZ∗0)(1− exp(−µσ)) 1{M≤δ}

)
.

So if (39) fails, we get

lim inf
n→∞

1
εn

Nεn
(
exp(−λZ0)(1− exp(−µY0))

)
> N∗0

(
exp(−λZ∗0)(1− exp(−µσ))

)
.
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We will prove that

lim
n→∞

1
εn

Nεn
(
exp(−λZ0)(1−exp(−µY0))

)
= N∗0

(
exp(−λZ∗0)(1−exp(−µσ))

)
, (41)

showing by contradiction that (39) and thus also (38) hold.
The right-hand side of (41) can be computed from the formula

N∗0(σ exp(−λZ∗0 − µσ)) =
√

3/2
(
λ+

√
2µ
)−1/2

,

which was obtained in the proof of Proposition 31. We get

N∗0
(
exp(−λZ∗0)(1− exp(−µσ))

)
= N∗0

(
exp(−λZ∗0)

∫ µ

0
dµ′ σ exp(−µ′σ)

)
=

∫ µ

0
dµ′

√
3/2

(
λ+

√
2µ′

)−1/2
=
√

3/2
∫ √2µ

0
dx x(λ+ x)−1/2

=
√

2/3
((
λ+

√
2µ
)3/2
− 3λ

(
λ+

√
2µ
)1/2
+ 2λ3/2). (42)

On the other hand, we have, for every ε > 0,

Nε
(
exp(−λZ0)(1− exp(−µY0))

)
= Nε(1− exp(−λZ0−µY0))−Nε(1− exp(−λZ0)) = uλ,µ(ε)−

(
1/
√
λ+ ε

√
2/3

)−2
,

recalling (9) and using the notation introduced in the proof of Proposition 31. Formula
(26) in [9] gives

lim
ε→0

1
ε
(uλ,µ(ε)− λ) =

d
dε
uλ,µ(ε)|ε=0 =

√
2/3

(
λ+

√
2µ
)1/2(√2µ− 2λ

)
.

It follows that

lim
n→∞

1
εn

Nεn
(
exp(−λZ0)(1− exp(−µY0))

)
=
√

2/3
(
λ+

√
2µ
)1/2 (√2µ− 2λ

)
+ 2

√
2/3 λ3/2,

and one immediately verifies that the right-hand side coincides with the right-hand side
of (42). This completes the proof of (41) and of the proposition. ut

In view of our applications, it will be important to define the measure N∗0 conditioned on
a given value of the exit measure. This is the goal of the next proposition. Before that, we
mention a useful scaling property. Recall the definition of the scaling operator θλ at the
end of Section 3. Then for every λ > 0 and every ω ∈ S,

Z∗0 ◦ θλ(ω) = λZ
∗

0(ω). (43)
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The proof is easy: recall from (36) the definition of Z∗0(ω) for all ω ∈ S and write

Z∗0 ◦ θλ(ω) = lim inf
n→∞

α−2
n

∫ λ2σ(ω)

0
ds 1
{
√
λŴ

s/λ2 (ω)<
√
λW∗+αn}

= λ lim inf
n→∞

(αn/
√
λ)−2

∫ σ(ω)

0
ds 1
{Ŵs<W∗+αn/

√
λ}
= λZ∗0(ω).

Proposition 33. There exists a unique collection (N∗,z0 )z>0 of probability measures on S
such that:

(i) We have

N∗0 =
√

3
2π

∫
∞

0
dz z−5/2N∗,z0 .

(ii) For every z > 0, N∗,z0 is supported on {Z∗0 = z}.

(iii) For every z, z′ > 0, N∗,z
′

0 = θz′/z(N∗,z0 ).

We will write N∗,z0 = N∗0(· | Z
∗

0 = z).

Proof. Recall from Proposition 31 that the “law” of Z∗0 under N∗0 is the measure
1{z>0}

√
3/(2π) z−5/2 dz, which we denote here by ν(dz) to simplify notation. The ex-

istence of a collection of probability measures on S that satisfy both (i) and (ii) is a
consequence of standard disintegration theorems (see e.g. [11, Chapter III, §§70–74]).
Two such collections coincide up to a negligible set of values of z. We need to verify
that we can choose this collection so that the additional scaling property (iii) also holds
(which will imply the stronger uniqueness in the proposition).

We start with any measurable collection (Qz)z>0 of probability measures on S such
that (i) and (ii) hold with (N∗,z0 )z>0 replaced by (Qz)z>0. From Lemma 27, we find that,
for every λ > 0,∫

θλ(Qz) ν(dz) = θλ(N∗0) = λ
3/2N∗0 = λ

3/2
∫

Qz ν(dz).

From the change of variables z = z′/λ in the first integral, we thus get∫
θλ(Qz/λ) ν(dz) =

∫
Qz ν(dz).

Using the scaling property (43), we see that the collection (θλ(Qz/λ))z>0 also satisfies (i)
and (ii), and so we get, for every fixed λ > 0,

θλ(Qz/λ) = Qz, dz-a.e.

From Fubini’s theorem, we then have θλ(Qz/λ) = Qz, dλ-a.e., dz-a.e. At this stage, we
can pick z0 > 0 such that the equality θλ(Qz0/λ) = Qz0 holds dλ-a.e., and define N∗,z0 :=

θz/z0(Qz0) for every z > 0. Then N∗,z0 = Qz, dz-a.e., so that (i) holds for the collection
(N∗,z0 )z>0. Similarly (ii) holds because Qz0 is supported on {Z∗0 = z0}, and we use the
scaling property (43). Property (iii) holds by construction.
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To get uniqueness, observe that (iii) implies that the mapping z 7→ N∗,z0 is continuous
for the weak convergence of probability measures. The uniqueness is then a simple con-
sequence of this continuous dependence and the fact that two collections that satisfy both
(i) and (ii) must coincide up to a negligible set of values of z. ut

7. The excursion process

For technical reasons in this section, it is preferable to argue under a probability measure
rather than under N0. So we fix β > 0, and we argue under the conditional measure
N(β)0 := N0(· | W∗ < −β). We will then consider, under N(β)0 , the excursion debuts
whose level is smaller than −β. For every δ > 0, we write uδ1, . . . , u

δ
Nδ

for the excursion
debuts with height greater than δ whose level is smaller than −β, listed in decreasing
order of the levels, so that

VuδNδ
< Vuδ

Nδ−1
< · · · < Vuδ1

< −β.

Notice that Nδ and uδ1, . . . , u
δ
Nδ

depend on the choice of β, which will remain fixed in the
first three subsections below (although on a couple of occasions we mention the conse-
quences that one derives by letting β tend to 0, which should cause no confusion). For
every integer i ≥ 1, we also set

T δi :=

{
−Vuδi

if i ≤ Nδ,

∞ if i > Nδ.

It is easy to verify that, for every a > 0, the event {T δi < a} belongs to the σ -field E (−a,∞)
(the knowledge of E (−a,∞) gives enough information to recover the excursion debuts—
and the corresponding heights—such that Vu > −a). Since {T δi = a} is N0-negligible,
it follows that T δi is a stopping time of the filtration (E (−a,∞))a≥0, where, by convention,
E (0,∞) is the σ -field generated by the N0-negligible sets. Finally, it will also be useful to
write N◦δ = #Dδ for the total number of excursion debuts with height greater than δ.

7.1. The excursions with height greater than δ

Recall the notation W̃ (u) for the excursion starting at the excursion debut u ∈ D.

Proposition 34. Let j ≥ 1. Then, under the conditional probability measure
N(β)0 (· | Nδ ≥ j), W̃

(uδj ) is independent of the σ -field generated by (W̃ (uδ1), . . . , W̃
(uδ
j−1))

and E (−β,∞), and is distributed according to N∗0(· | M > δ).

Important remark. In view of the analogous statement for linear Brownian motion, one
might naively expect that W̃ (uδ1), . . . , W̃

(uδj ) are (independent and) identically distributed
under N(β)0 (· | Nδ ≥ j). This is not true as soon as j ≥ 2: the point is that the knowledge

of the event {Nδ ≥ j} influences the distribution of (W̃ (uδ1), . . . , W̃
(uδ
j−1)).
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Proof of Proposition 34. The first step of the proof is to determine the law of W̃ (uδ1) under
N(β)0 (· | Nδ ≥ 1). We fix two bounded nonnegative functionsG and g defined respectively
on S and on R. We assume that G is bounded and continuous on the set {ω : M(ω) > δ},
and vanishes outside this set. The function g is assumed to be continuous with compact
support contained in (−∞,−β].

We retain much of the notation of the proof of Theorem 23. In particular, for any
integers n ≥ 1 and k ≥ 1, we let N 2−n

k be the point measure of excursions of the Brownian
snake outside (−k2−n,∞), and we write

N 2−n
k =

∑
i∈I 2−n

k

δ
ω
k,2−n
i

.

Recall that, for every atom ω
k,2−n
i , ω̃k,2

−n

i stands for ωk,2
−n

i translated so that its starting
point is 2−n and then truncated at level 0. Furthermore, we let An,k stand for the event
{T δ1 ≥ k2−n} = {Vuδ1 ≤ −k2−n}. Finally, we let B ∈ E (−β,∞).

We then claim that

N(β)0
(
1Bg(Vuδ1)G(W̃

(uδ1)) 1{Nδ≥1}
)

= lim
n→∞

N(β)0

(
1B
∞∑
k=1

1An,kg(−k2−n)
∑
i∈I 2−n

k

G(ω̃
k,2−n
i )

)
. (44)

In order to verify our claim, we first observe that

∞∑
k=1

1An,kg(−k2−n)
∑
i∈I 2−n

k

G(ω̃
k,2−n
i ) −−−→

n→∞
g(Vuδ1

)G(W̃ (uδ1)) 1{Nδ≥1}, N0-a.e. (45)

To see this, note that if Nδ = 0 then, for n large enough, all quantities G(ω̃k,2
−n

i ) vanish

(the point is that ifG(ω̃k,2
−n

i ) > 0, then the excursion ωk,2
−n

i must “contain” an excursion
debut with height greater than δ − 2−n, and no such excursion debut exists when n is
large enough, under the condition Nδ = 0). Then, if Nδ ≥ 1, similar arguments show
that, for n large enough, the only nonzero term in the sum over k in the left-hand side
of (45) corresponds to the integer k0 = k0(n) such that −(k0 + 1)2−n < Vuδ1

≤ −k02−n.
Indeed, we have 1An,k = 0 if k > k0, since An,k = {Vuδ1 ≤ −k2−n}. On the other hand,
if n is large enough, then, for k < k0, the quantities G(ω̃k,2

−n

i ), i ∈ I 2−n
k , vanish by the

same argument as used above in the case Nδ = 0—recall that G is zero outside the set
{ω : M(ω) > δ},

Next, for k = k0, the sum over i ∈ I 2−n
k reduces (for n large enough) to a single term,

namely i = i0 = iu1
δ ,2
−n with the notation of Lemma 24. The last assertion of Lemma 24

implies that G(ω̃k0,2−n
i0

) converges to G(W̃ (uδ1)) as n→∞, and (45) follows.
To derive (44) from (45), we use exactly the same uniform integrability argument as

in the proof of Theorem 23 to justify the convergence (20).
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Next recall that An,k is measurable with respect to the σ -field E (−k2−n,∞), and note
that g(−k2−n) = 0 if k ≤ 2nβ. By applying the special Markov property, we then get

N(β)0

(
1B

∑
k≥2nβ

1An,kg(−k2−n)
∑
i∈I 2−n

k

G(ω̃
k,2−n
i )

)
=

∑
k≥2nβ

g(−k2−n)N(β)0

(
1B1An,kN

(β)

0

( ∑
i∈I 2−n

k

G(ω̃
k,2−n
i )

∣∣∣ E (−k2−n,∞)
))

=

∑
k≥2nβ

g(−k2−n)N(β)0
(
1B1An,kZk2−n N2−n(G(W̃ ))

)
=

( ∑
k≥2nβ

g(−k2−n)N(β)0 (1B1An,kZk2−n)
)
× N2−n(G(W̃ )).

Recalling (44), we have thus obtained

lim
n→∞

( ∑
k≥2nβ

g(−k2−n)N(β)0 (1B1An,kZk2−n)
)
× N2−n(G(W̃ ))

= N(β)0
(
1Bg(Vuδ1)G(W̃

(uδ1)) 1{Nδ≥1}
)
. (46)

In the particular case G = 1{M>δ} this gives

lim
n→∞

( ∑
k≥2nβ

g(−k2−n)N(β)0 (1B1An,kZk2−n)
)
× N2−n(M̃ > δ)

= N(β)0
(
1Bg(Vuδ1) 1{Nδ≥1}

)
, (47)

since M(W̃ (uδ1)) > δ by construction. It follows from (46) and (47) that

N(β)0
(
1Bg(Vuδ1)G(W̃

(uδ1)) 1{Nδ≥1}
)
= N(β)0

(
1Bg(Vuδ1) 1{Nδ≥1}

)
× lim
n→∞

N2−n(G(W̃ ))

N2−n(M̃ > δ)

= N(β)0
(
1Bg(Vuδ1) 1{Nδ≥1}

)
× N∗0(G | M > δ),

by Corollary 26. The last display shows both that W̃ (uδ1) is distributed according to
N∗0(· | M > δ) under N(β)0 (· | Nδ ≥ 1) (take a sequence of functions g that increase
to the indicator function of (−∞,−β)) and that W̃ (uδ1) is independent of the σ -field gen-
erated by Vuδ1 and E (β,∞), still under N(β)0 (· | Nδ ≥ 1).

We have shown that the law of the first excursion above the minimum with height
greater than δ and level smaller than −β, under N(β)0 (· | Nδ ≥ 1), is N∗0(· | M > δ).
By letting β tend to 0, we deduce that the law of the first excursion above the minimum
with height greater than δ, under N0(· | N

◦
δ ≥ 1), is also N∗0(· | M > δ)—we recall our

notationN◦δ for the total number of excursion debuts with height greater than δ. Moreover,
the same passage to the limit shows that this first excursion is independent of the level at
which it occurs. These remarks will be useful in the second part of the proof.

The general statement of the proposition can be deduced from the special case j = 1,
via an induction argument using the special Markov property. Let us explain this argument
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in detail when j = 2 (the reader will be able to fill in the details needed for a general value
of j ). Let G1 and G2 be two nonnegative measurable functions on S, and consider again
B ∈ E (−β,∞). Recall that T δ1 > β by definition. By monotone convergence, we have

N(β)0
(
1BG1(W̃

(uδ1))G2(W̃
(uδ2)) 1{Nδ≥2}

)
= lim
n→∞

∑
k≥2nβ

N(β)0
(
1BG1(W̃

(uδ1))G2(W̃
(uδ2)) 1

{k2−n≤T δ1 <(k+1)2−n≤T δ2 <∞}
)
. (48)

Then, for every k ≥ 2nβ, noting that 1BG1(W̃
(uδ1)) 1

{T δ1 <(k+1)2−n} is E (−(k+1)2−n,∞)-
measurable, we get

N(β)0
(
1BG1(W̃

(uδ1))G2(W̃
(uδ2)) 1

{k2−n≤T δ1 <(k+1)2−n≤T δ2 <∞}
)

= N(β)0
(
1BG1(W̃

(uδ1)) 1
{k2−n≤T δ1 <(k+1)2−n≤T δ2 }

× N(β)0
(
G2(W̃

(uδ2)) 1
{T δ2 <∞}

∣∣ E (−(k+1)2−n,∞))). (49)

Applying the special Markov property (Proposition 13) to the interval (−(k+ 1)2−n,∞)
now gives, on the event {T δ1 < (k + 1)2−n ≤ T δ2 },

N(β)0
(
G2(W̃

(uδ2)) 1
{T δ2 <∞}

∣∣ E (−(k+1)2−n,∞))
=
(
1− exp(−Z(k+1)2−n N0(Nδ ≥ 1))

)
N∗0(G2 | M > δ). (50)

Let us explain this. From the special Markov property, there is a Poisson number ν with
parameter Z(k+1)2−nN0(N

◦
δ ≥1) of Brownian snake excursions outside (−(k+1)2−n,∞)

that contain at least one excursion debut with height greater than δ, and these excur-
sions are independent and distributed according to N0(· | N

◦
δ ≥ 1), modulo the obvious

translation by (k + 1)2−n. For each of these ν excursions, the first excursion above the
minimum with height greater than δ is distributed according to N∗0(· | M > δ), and is
independent of the level at which it occurs (by the first part of the proof). On the event
{T δ1 < (k + 1)2−n ≤ T δ2 }, W̃

(uδ2) is well defined if T δ2 < ∞, which is equivalent to
ν ≥ 1, and is obtained by taking, among those first excursions above the minimum with
height greater than δ, the one that occurs at the highest level. Clearly it is also distributed
according to N∗0(· | M > δ).

Since we have 1− exp(−Z(k+1)2−n N0(N
◦
δ ≥ 1)) = N(β)0 (T δ2 <∞ | E

(−(k+1)2−n,∞))

on the event {T δ1 < (k + 1)2−n ≤ T δ2 }, we deduce from (49) and (50) that, for every
k ≥ 2nβ,

N(β)0
(
1BG1(W̃

(uδ1))G2(W̃
(uδ2)) 1

{k2−n≤T δ1 <(k+1)2−n≤T δ2 <∞}
)

= N(β)0
(
1BG1(W̃

(uδ1)) 1
{k2−n≤T δ1 <(k+1)2−n≤T δ2 }

N(β)0 (T δ2 <∞ | E
(−(k+1)2−n,∞))

)
× N∗0(G2 | M > δ)

= N(β)0
(
1BG1(W̃

(uδ1)) 1
{k2−n≤T δ1 <(k+1)2−n≤T δ2 <∞}

)
× N∗0(G2 | M > δ).
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Finally, returning to (48), by monotone convergence we obtain

N(β)0
(
1BG1(W̃

(uδ1))G2(W̃
(uδ2)) 1{Nδ≥2}

)
= N(β)0

(
1BG1(W̃

(uδ1)) 1{Nδ≥2}
)
N∗0(G2 | M > δ).

This gives the case j = 2 of the proposition. ut

Remark. We could have shortened the proof a little by using a strong version of the
special Markov property (applying to a random interval (−T ,∞)) of the type discussed
in [9].

The next lemma shows that the sequence (W̃ (uδ1), . . . , W̃
(uδNδ

)
) can be viewed as the be-

ginning of an i.i.d. sequence.

Lemma 35. On an auxiliary probability space (�,F ,P), consider a sequence
(W

δ,1
,W

δ,2
, . . .) of independent random variables distributed according to N∗0(· |M>δ).

Under the product probability measure P⊗N(β)0 , consider the sequence (W δ,1,W δ,2, . . .)

defined by

W δ,j
=

{
W̃
(uδj ) if 1 ≤ j ≤ Nδ,

W
δ,j−Nδ if j > Nδ.

Then (W δ,1,W δ,2, . . .) is a sequence of i.i.d. random variables distributed according to
N∗0(· | M > δ), and this sequence is independent of the σ -field E (−β,∞).
Proof. This follows from Proposition 34 by an argument which is valid in a much more
general setting. Let us give a few details. Let k ≥ 2, and let φ1, . . . , φk be bounded
nonnegative measurable functions defined on S. Also let B ∈ E (−β,∞). We need to verify
that

E[1Bφ1(W
δ,1)φ2(W

δ,2) · · ·φk(W
δ,k)] = N(β)0 (B)×

k∏
i=1

N∗0(φi | M > δ), (51)

where E[·] stands for the expectation under P ⊗ N(β)0 . By dealing separately with the

possible values of Nδ and using the independence of the W
δ,j

’s, we immediately get

E[1{Nδ<k}1Bφ1(W
δ,1) · · ·φk(W

δ,k)]

= E[1{Nδ<k}1Bφ1(W
δ,1) · · ·φk−1(W

δ,k−1)] × N∗0(φk | M > δ).

On the other hand, Proposition 34 exactly says that

E[1{Nδ≥k}1Bφ1(W
δ,1) · · ·φk(W

δ,k)]

= E[1{Nδ≥k}1Bφ1(W̃
(uδ1)) · · ·φk(W̃

(uδk))]

= E[1{Nδ≥k}1Bφ1(W
δ,1) · · ·φk−1(W

δ,k−1)] × N∗0(φk | M > δ).

By summing the last two displays, we get

E[1Bφ1(W
δ,1) · · ·φk(W

δ,k)] = E[1Bφ1(W
δ,1) · · ·φk−1(W

δ,k−1)] × N∗0(φk | M > δ),

and the proof of (51) is completed by an induction argument. ut
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7.2. Excursion debuts and discontinuities of the exit measure process

We start with a first proposition that relates levels of excursion debuts to discontinuity
times for the process (Zx)x>0.

Proposition 36. N0-a.e., discontinuity times for the process (Zx)x>0 are exactly all reals
of the form −Vu for u ∈ D.

Proof. Recall that for every x ≥ 0 we have set

Yx =
∫ σ

0
ds 1{τ−x (Ws )=∞}.

If (xn) is an increasing sequence that converges to x > 0, then the indicator functions
1{τ−xn (Ws )=∞} converge to 1{τ−x (Ws )=∞}, and by dominated convergence it follows that
(Yx)x>0 has left-continuous sample paths. On the other hand, if (xn) is a decreasing
sequence that converges to x > 0, with xn > x for every n, one immediately gets∫ σ

0
ds 1{τ−xn (Ws )=∞} −−−→n→∞

∫ σ

0
ds 1{Ws≥−x}.

It follows that (Yx)x>0 also has right limits, and that x is a discontinuity point of Y if and
only if ∫ σ

0
ds 1{Ws=−x} > 0.

The latter condition holds if and only if there exists s ∈ [0, σ ] such that Ŵs > −x and
Ws = −x (we use the fact that N0-a.e. for every y ∈ R,

∫ σ
0 ds 1

{Ŵs=y}
= 0, which follows

from the existence of local times for the tip process of the Brownian snake; see e.g. [7]).
However, the existence of s ∈ [0, σ ] such that Ŵs > −x and Ws = −x implies that there
is an excursion debut u with Vu = −x, and the converse is also true. Summarizing, we
have shown that the discontinuity times for the process (Yx)x>0 are exactly all reals of
the form −Vu for u ∈ D.

To complete the proof of the proposition, we use the fact that the discontinuity times
for (Yx)x>0 are the same as the discontinuity times for (Zx)x>0, as a consequence of [9,
Corollary 4.9] which essentially identifies the joint distribution of this pair of processes.
To be precise, the latter result is not concerned with the processes Z and Y under N0 but
with superpositions of these processes corresponding to a Poisson measure with intensity
N0. A simple argument however shows that this implies the result we need. ut

We now identify the value of the jump of the process Z at time −Vu when u ∈ D. For
every u ∈ D, the exit measure Z∗0(W̃

(u)) makes sense by (36), and can also be defined by
the approximation in Proposition 30, by using Proposition 34 to relate properties of W̃ (u)

to those valid N∗0-a.e.

Proposition 37. N0-a.e. for every u ∈ D, the jump of the process Z at time−Vu is equal
to Z∗0(W̃

(u)).
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Proof. We fix δ > 0; we will prove that the assertion of the proposition holds N(β)0 -a.e.
when u = uδ1, the first excursion debut with level smaller than −β and height greater
than δ, on the event {Nδ ≥ 1}. We then observe that, for any excursion debut u, there are
choices of rationals β and δ that make u the first excursion debut with level smaller than
−β and height greater than δ. This gives the desired result for every u ∈ D.

So from now on we focus on the case u = uδ1, and in what follows we restrict our
attention to the event {Nδ ≥ 1}, so that uδ1 is well-defined. Recall that for integers n ≥ 1
and k ≥ 1, (ωk,2

−n

i )
i∈I 2−n

k

is the collection of excursions of the Brownian snake outside

(−k2−n,∞), and we keep using the notation ω̃k,2
−n

i for ωk,2
−n

i translated so that its start-
ing point is 2−n and then truncated at level 0. Let n0 be the first integer such that 2n0β ≥ 1.
From now on we consider values of n such that n ≥ n0. We define Hn = b−2nVuδ1c ≥ 1,
in such a way that

Hn 2−n ≤ −Vuδ1 < (Hn + 1)2−n. (52)

If we set for ω ∈ S ,

O(ω) = sup{Ŵs(ω)−Ws(ω) : 0 ≤ s ≤ σ },

then Hn is the first integer k ≥ 1 such that O(ω̃k,2
−n

i ) > δ for some i ∈ I 2−n
k . This i

may not be unique, and for this reason we introduce the event An ⊂ {Nδ ≥ 1} where the
property O(ω̃k,2

−n

i ) > δ holds for k = Hn for exactly one i = in ∈ I 2−n
Hn

. On the event
An, we let ω(n) = ω̃

Hn,2−n
in

be the corresponding excursion, and on the complement of An
we let ω(n) be the trivial snake path with duration 0 in S0. Notice that, on the eventAn, the
excursion debut uδ1 must then belong to (the subtree coded by the interval corresponding

to) the excursion ωHn,2
−n

in
. We also note that the sequence (An)n≥n0 is increasing, and

N(β)0 (An | Nδ ≥ 1) converges to 1 as n → ∞ because there cannot be two excursion
debuts at the same level (and therefore—recall Lemma 22—two excursion debuts with
height greater than δ must be “macroscopically separated”).

Furthermore, we claim that the distribution of ω(n) under N(β)0 (· | An) is the law of
W̃ under N2−n(· | O(W̃) > δ). This is basically a consequence of the special Markov
property, but we will provide a few details. Let 8 be a nonnegative measurable function
on S such that 8(ω) = 0 if O(ω) ≤ δ. For every k ≥ 1, let Bn,k be the event that there is
a unique i ∈ I 2−n

k such that O(ω̃k,2
−n

i ) > δ. Then

N(β)0 (1An 1{Hn=k}8(ω(n))) = N(β)0

(
1{Hn≥k} 1Bn,k

∑
i∈I 2−n

k

8(ω̃
k,2−n
i )

)
.

We observe that the event {Hn ≥ k} is measurable with respect to the σ -field E (−k2−n,∞),
because, if j < k, the property O(ω̃j,2

−n

i ) > δ for some i ∈ I 2−n
j can be checked from

the snake W truncated at level −k2−n. Therefore we can apply the special Markov
property, using the fact that if a Poisson measure with intensity µ is conditioned to
have a single atom in a measurable set C of positive and finite µ-measure, the law of
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this atom is µ(· | C). It follows that the quantities in the last display are equal to

N(β)0
(
1{Hn≥k}1Bn,kN2−n(8(W̃ ) | O(W̃) > δ)

)
= N(β)0 (1An1{Hn=k})× N2−n(8(W̃ ) | O(W̃) > δ).

We then sum over k ≥ 1 to get the desired claim.
We then note that, for every n ≥ n0, on the event An we have

Z(Hn+1)2−n =
∑
i∈I 2−n

Hn

Z0(ω̃
Hn,2−n
i ) = Z0(ω(n))+

∑
i∈I 2−n

Hn
, i 6=in

Z0(ω̃
Hn,2−n
i ). (53)

To simplify notation, we write b = −Vuδ1 . We claim that∑
i∈I 2−n

Hn
, i 6=in

Z0(ω̃
Hn,2−n
i ) −−−→

n→∞
Zb−, (54)

where the convergence holds in probability under N(β)0 (· | Nδ ≥ 1)—the fact that in is
only defined on An poses no problem here since N(β)0 (An | Nδ ≥ 1) converges to 1.

Proof of (54). It will be convenient to introduce the point measure

Ñ 2−n
k =

∑
i∈I 2−n

k

δ
ω̃
k,2−n
i

,

for every n ≥ 1 and k ≥ 1. We first observe that, on the event An, we have the equality∑
i∈I 2−n

Hn
, i 6=in

Z0(ω̃
Hn,2−n
i ) =

∫
{O≤δ}

Ñ 2−n
Hn

(dω)Z0(ω).

Since N(β)0 (An | Nδ ≥ 1) converges to 1, the proof of (54) reduces to checking that∫
{O≤δ}

Ñ 2−n
Hn

(dω)Z0(ω) −−−→
n→∞

Zb−.

Since 2−nHn ↑ −Vuδ1 = b, we have Z2−nHn → Zb−, a.e. under N(β)0 (· | Nδ ≥ 1), and so
it is enough to prove that∫

{O≤δ}

Ñ 2−n
Hn

(dω)Z0(ω)− Z2−nHn −−−→n→∞
0.

Note that we may have Hn = b−2nVuδ1c < 2nβ although −Vuδ1 ≥ β, but this occurs

with N(β)0 -probability tending to 0. Thanks to this observation, the preceding convergence



Excursion theory for Brownian motion indexed by the Brownian tree 3005

will hold provided that, for every ε > 0, the quantities in the next display tend to 0 as
n→∞:

N(β)0

({∣∣∣∣∫
{O≤δ}

Ñ 2−n
Hn

(dω)Z0(ω)− Z2−nHn

∣∣∣∣ > ε

}
∩ {Nδ ≥ 1} ∩ {Hn ≥ 2nβ}

)
=

∑
k≥2nβ

N(β)0

({∣∣∣∣∫
{O≤δ}

Ñ 2−n
k (dω)Z0(ω)− Zk2−n

∣∣∣∣ > ε

}
∩ {Nδ ≥ 1} ∩ {Hn = k}

)

=

∑
k≥2nβ

N(β)0

({∣∣∣∣∫
{O≤δ}

Ñ 2−n
k (dω)Z0(ω)− Zk2−n

∣∣∣∣ > ε

}
∩ {Ñ 2−n

k (O > δ) ≥ 1} ∩ {Hn ≥ k}
)
.

The last equality holds because the event {Nδ ≥ 1} ∩ {Hn = k} coincides with
{Ñ 2−n

k (O > δ) ≥ 1} ∩ {Hn ≥ k}. Next we recall that the event {Hn ≥ k} is E (−k2−n,∞)-
measurable and we notice that, under N(β)0 , conditionally on E (−k2−n,∞), Ñ 2−n

k is a Pois-
son measure whose intensity is Zk2−n times the “law” of W̃ under N2−n . It follows that
the quantities in the last display are also equal to∑

k≥2nβ

N(β)0
(
ψnε (Zk2−n) 1

{Ñ 2−n
k (O>δ)≥1}∩{Hn≥k}

)
, (55)

where, for every a ≥ 0,

ψnε (a) = P

(∣∣∣∣∫
{O≤δ}

Nn,a(dω)Z0(ω)− a

∣∣∣∣ > ε

)
,

and Nn,a denotes a Poisson measure whose intensity is a times the “law” of W̃ un-
der N2−n . It is easy to verify that ψnε (a) tends to 0 as n → ∞, for every fixed a. First
note that we can remove the restriction to {O ≤ δ} since P(Nn,a(O > δ) > 0) tends
to 0. Then we just have to observe that

∫
Nn,a(dω)Z0(ω) converges in probability to a

as n→∞, as a straightforward consequence of (9). Furthermore, a simple monotonicity
argument shows that the convergence of ψnε (a) to 0 holds uniformly when a varies over
a compact subset of R+.

Finally, since again {Ñ 2−n
k (O > δ) ≥ 1} ∩ {Hn ≥ k} = {Nδ ≥ 1} ∩ {Hn = k}, we see

that the quantity in (55) is bounded by

N(β)0 (ψnε (Z2−nHn) 1{Nδ≥1}),

and this tends to 0 as n→∞ by the previous observations and since sup{Za : a≥ 0}<∞,
N0-a.e. This completes the proof of our claim (54). ut

Let us complete the proof of the proposition. We already noticed that the distribution of
ω(n) under N(β)0 (· | An) is the law of W̃ under N2−n(· | O(W̃) > δ). We observe that, for
every ε > 0, the following inclusions hold Nε-a.e.:

{M̃ > δ + ε} ⊂ {O(W̃) > δ} ⊂ {M̃ > δ}
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and moreover the ratio Nε(M̃ ≥ δ + ε)/Nε(M̃ > δ) tends to 1 as ε → 0. It follows that
the result of Proposition 32 remains valid if, in the definition ofW δ,ε, the conditioning by
{M̃ > δ} is replaced by {O(W̃) > δ}. Thanks to this simple observation, we can deduce
from Proposition 32 that

(ω(n),Z0(ω(n)))
(d)
−−−→
n→∞

(W δ,0, Z∗0(W
δ,0)), (56)

where W δ,0 is distributed according to N∗0(· | M > δ) and the convergence holds in
distribution under N(β)0 (· | Nδ ≥ 1). Furthermore, from the last assertion of Lemma 24,

and the fact that ωHn,2
−n

in
is, on the event An, the excursion outside (−Hn2−n,∞) that

“contains” uδ1, we deduce that ω(n) converges to W̃ (uδ1), N(β)0 -a.e. on {Nδ ≥ 1}.
On the other hand, (52) and the right-continuity of sample paths of Z imply that

Z(Hn+1)2−n −−−→
n→∞

Zb, (57)

N(β)0 -a.s. on {Nδ ≥ 1}. Then, using (53), (54) and (57), we immediately see that Z0(ω(n))

converges to the random variable Zb−Zb−, in probability under N(β)0 (· | Nδ ≥ 1). So we
infer that the pair (ω(n),Z0(ω(n))) converges in probability to (W̃ (uδ1), Zb − Zb−) under
N(β)0 (· | Nδ ≥ 1), and it follows from (56) that the law of (W̃ (uδ1), Zb − Zb−) under
N(β)0 (· | Nδ ≥ 1) is the law of (W δ,0, Z∗0(W

δ,0)). This forces Zb − Zb− = Z∗0(W̃
(uδ1)),

which completes the proof. ut

7.3. The Poisson process of excursions

The following proposition is reminiscent of Itô’s famous Poisson point process of excur-
sions of linear Brownian motion. We recall that β > 0 is fixed and that uδ1, . . . , u

δ
Nδ

are
the successive excursion debuts with height greater than δ and level smaller than −β.

Proposition 38. There is an auxiliary probability space (�,F,P) such that, on the prod-
uct space � × S equipped with the probability measure P ⊗ N(β)0 , we can construct
a Poisson measure P on R+ × S with intensity dt ⊗ N∗0(dω) so that the following
holds. For every δ > 0, if (tδ1 , ω

δ
1), (t

δ
2 , ω

δ
2), . . . is the sequence of atoms of the mea-

sure P(· ∩ (R+ × {M > δ})), arranged so that tδ1 < tδ2 < · · · , then W̃ (uδi ) = ωδi for every
1 ≤ i ≤ Nδ . Furthermore, the Poisson measure P is independent of E (−β,∞).

This proposition means that all excursions above the minimum (with level smaller than β)
can be viewed as the atoms of a certain Poisson point process. In contrast with the classical
Itô theorem of excursion theory for Brownian motion, we have enlarged the underlying
probability space in order to construct the Poisson measure P .

Proof of Proposition 38. We first explain how we can choose the auxiliary random vari-
ables W

δ,j
of Lemma 35 in a consistent way when δ varies. We set δk = 2−k for ev-

ery k ≥ 1 and we restrict our attention to values of δ in the sequence (δk)k≥1. On an
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auxiliary probability space (�,F ,P), let P be a Poisson measure on R+ × S with in-
tensity dt ⊗ N∗0(dω). For every k ≥ 1, let (tk,j ,W

k,j
)j≥1 be the sequence of atoms

of P that fall in R+ × {M > δk} (ordered so that tk,1 < t
k,2

< · · · ). Then, for every
k ≥ 1, (W

k,1
,W

k,2
, . . .) forms an i.i.d. sequence of variables distributed according to

N∗0(· | M > δk). By Lemma 35, under the product probability measure P ⊗ N(β)0 , the
sequence (W k,1,W k,2, . . .) defined by

W k,j
=

W̃ (u
δk
j ) if 1 ≤ j ≤ Nδ,

W
k,j−Mδ if j > Nδ,

is also a sequence of i.i.d. random variables distributed according to N∗0(· | M > δk), and
is independent of the σ -field E (−β,∞).

Obviously, if k < k′, the excursions W̃ (u
δk
j ), 1 ≤ j ≤ Nδk , are obtained by considering

the elements of the finite sequence W̃ (u
δ
k′

j ), 1 ≤ j ≤ Nδk′ , that belong to {M > δk}, and
similarly (W

k,j
)j≥1 consists of those terms of (W

k′,j
)j≥1 that belong to {M > δk}. It

follows that, for every k < k′, the sequence (W k,j )j≥1 is obtained by keeping only those
terms of (W k′,j )j≥1 that belong to the set {M > δk}. Note that the law of the collection

(W k,j )j,k≥1

is then completely determined by this consistency property and the fact that, for every
fixed k ≥ 1, (W k,j )j≥1 is a sequence of i.i.d. random variables distributed according to
N∗0(· | M > δk). In particular,

(W k,j )j,k≥1
(d)
= (W

k,j
)j,k≥1. (58)

Also note that the collection (W k,j )j,k≥1 is independent of the σ -field E (−β,∞).
It is a simple exercise in Poisson measures to verify that P is equal a.s. to a mea-

surable function of the collection (W
k,j
)j,k≥1. Indeed, it suffices to verify that the times

(t
k,j
)j,k≥1 are (a.s.) measurable functions of this collection. Let us outline the argument

in the case k = j = 1. If, for every k ≥ 1, we write

mk := #{j ≥ 1 : tk,j < t
1,1
}

then mk is just the number of terms in the sequence (W
k,j
)j≥1 before the first term that

belongs to {M > δ1}, and is thus a function of (W
`,j
)j,`≥1. Elementary arguments using

Lemma 25 show that we have the almost sure convergence

N∗0(M > δk)
−1mk −−−→

k→∞
t
1,1
,

thus giving the desired measurability property.
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So there exists a measurable function 8 such that a.s.,

P = 8((W k,j
)j,k≥1).

Then we can just set
P = 8((W k,j )j,k≥1).

By (58), P has the same distribution as P . By construction, the properties stated in the
proposition hold when δ = δk , for every k ≥ 1. This implies that they hold for every
δ > 0. ut

In what follows, we will use not only the statement of Proposition 38 but also the ex-
plicit construction of P that is given in the preceding proof (we have not included this
construction in the statement of Proposition 38 for the sake of conciseness).

We now state an important lemma, which shows that the process (Zβ+r)r≥0 can be
recovered from (Zβ and) the Poisson measure P . To this end, we introduce the point
measure P◦ defined as the image of P under the mapping (t, ω) 7→ (t, Z∗0(ω)). From
the form of the “law” of Z∗0 under N∗0 given in Proposition 31, P◦ is (under P ⊗ N(β)0 ) a
Poisson measure on R+ × (0,∞) with intensity

dt ⊗

√
3

2π
z−5/2 dz.

We can associate with this point measure a centered Lévy process U = (Ut )t≥0 (with no
negative jumps) started from 0 such that∑

t∈DU

δ(t,1Ut ) = P◦,

where DU is the set of discontinuity times of U . Note that the Laplace transform of Ut is

E[exp(−λUt )] = exp(tψ(λ)),

where

ψ(λ) =

√
3

2π

∫
∞

0
(e−λz − 1+ λz)z−5/2 dz =

√
8/3 λ3/2.

Notice that we get the same function ψ(λ) as in Section 2.5.

Lemma 39. Set Xt = Zβ + Ut for every t ≥ 0. Then, P⊗ N(β)0 -a.s.,

Zβ+r = Xinf {t≥0:
∫ t

0 (Xs )
−1ds>r} for every 0 ≤ r < −W∗ − β.

Remark. We have Zr = 0 for every r ≥ −W∗, so that the above formula indeed ex-
presses (Zβ+r)r≥0 as a function of X, which is itself defined in terms of Zβ and the point
measure P◦.

Proof of Lemma 39. First notice that (Ut )t≥0 is independent of Zβ because P is in-
dependent of E (−β,∞). Therefore, (Xt )t≥0 is a Lévy process started from Zβ . On the
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other hand, (Zβ+r)r≥0 is under N(β)0 a continuous-state branching process with branch-
ing mechanism ψ . By the classical Lamperti transformation (see e.g. [5]), if we set
T ′0 :=

∫
∞

0 Zβ+t dt and, for every 0 ≤ r < T ′0,

X′r := Zβ+inf {s≥0:
∫ s

0 Zβ+t dt>r}, (59)

then the process (X′r)0≤r<T ′0 has the same distribution as (Xr)0≤r<T0 , where T0 :=

inf{t ≥ 0 : Xt = 0}. Furthermore, by inverting (59), we also have

Zβ+r = X
′

inf {t≥0:
∫ t

0 (X
′
s )
−1ds>r}

for every 0 ≤ r < T Z0 , (60)

where T Z0 = −W∗ − β is the hitting time of 0 by Z.
Comparing (60) with the statement of the lemma, we see that we only need to verify

the a.s. equality (Xr)0≤r<T0 = (X′r)0≤r<T ′0
. To this end, we first extend the definition

of X′t to values t ≥ T0. Recalling the Poisson measure P in the proof of Proposition 38,
we define P◦ as the image of P under the mapping (t, ω) 7→ (t, Z∗0(ω)), and associate
with P◦ a Lévy process (U t )t≥0 having the same distribution as (Ut )t≥0. We complete
the definition of X′ by setting, for every t ≥ 0,

X′
T ′0+t
= U t .

We then observe that X and X′ are two Lévy processes with the same distribution
and the same (random) initial value Zβ . Furthermore, a.s. for every α > 0, the ordered
sequence of jumps of size greater than α is the same for X′ and for X. First note that
the jumps of X′ that occur before the hitting time of 0 are the same as the jumps of Z
after time β, and, by Proposition 37, these are exactly the quantities Z∗0(W̃

(u)) when u
varies over the excursion debuts with level smaller than −β. Recalling our construction
of X from the point measure P◦, we find that, for every α > 0, the ordered sequence
of jumps of X′ of size greater than α that occur before the hitting time of 0 will also
appear as the first nα jumps of X of size greater than α, for some random integer nα
depending on α. Then, the ordered sequence of jumps of X′ of size greater than α that
occur after the hitting time of 0 consists of the quantities Z∗0(ω) where (t, ω) varies over
the atoms of P such that Z∗0(ω) > α, and these quantities are ranked according to the
values of t . Recalling the way P was defined, we see that the same sequence will appear
as the sequence of jumps of X of size greater than α occurring after the nα-th one.

Finally, once we know that, for every α > 0, the ordered sequence of jumps of size
greater than α is the same forX′ and forX, the fact thatX andX′ are two Lévy processes
with the same distribution and the same initial value implies that they are a.s. equal, which
completes the proof. ut

7.4. The main theorem

Our main result identifies the conditional distribution of excursions above the minimum
given the exit measure process Z. We let DZ stand for the set of all jump times of Z.
Recall from Proposition 36 that there is a one-to-one correspondence between DZ and
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excursions above the minimum. If u is an excursion debut, and r = −Vu is the associated
element of DZ , we write W̃ (r)

= W̃ (u) in the following statement. We let D(0,∞) stand
for the usual Skorokhod space of càdlàg functions from (0,∞) into R.

Theorem 40. Let F be a nonnegative measurable function on D(0,∞), and let G be a
nonnegative measurable function on R+ × S . Then

N0

(
F(Z) exp

(
−

∑
r∈DZ

G(r, W̃ (r))
))

= N0

(
F(Z)

∏
r∈DZ

N∗0(exp(−G(r, ·)) |Z∗0 = 1Zr)
)
.

In other words, under N0 and conditionally on the exit measure process Z, the excursions
above the minimum are independent, and, for every r ∈ DZ , the conditional law of the
associated excursion is N∗0(· | Z

∗

0 = 1Zr).

Proof. Let us start with simple reductions of the proof. First we may assume that
N0(F (Z)) < ∞ since the general case will follow by monotone convergence. Then,
we may assume that G(r, ω) = 0 if r ≤ γ , for some γ > 0, and it is also sufficient to
prove that the statement holds when N0 is replaced by N(β)0 for some fixed β > 0. Finally,
we may restrict the sum or the product over r to jump times such that1Zr > α, for some
fixed α > 0.

In view of the preceding observations, we only need to verify that, for every α > 0
and β > 0,

N(β)0

(
F(Z) exp

(
−

∑
r∈D(β)

Z
1Zr>α

G(r, W̃ (r))
))

= N(β)0

(
F(Z)

∏
r∈D(β)

Z
1Zr>α

N∗0(exp(−G(r, ·)) |Z∗0 = 1Zr)
)
,

where D(β)
Z = DZ ∩ (β,∞).

From now on, we fix α, β > 0. We will use the notation and definitions of the previous
subsections, where β > 0 was fixed and we argued under N(β)0 . In particular it will be
convenient to consider the product probability measure P⊗N(β)0 as in Section 7.3. Recall
the definition of the Poisson measure P and of the process X in Lemma 39 (these objects
depend on the choice of β, which is fixed here), and the notation T0 = inf{t ≥ 0 :
Xt = 0}. Also recall that P◦ is the image of P under the mapping (t, ω) 7→ (t, Z∗0(ω)).

The first step is to rewrite the quantity∑
r∈D(β)

Z
1Zr>α

G(r, W̃ (r))
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in a different form. Recall from Lemma 39 that every jump time r ofZ after time β, hence
every excursion debut u with level smaller than −β, corresponds to a jump time of X
before time T0, and is therefore associated with an atom (t, ω) of P , with t < T0, such
that ω = W̃ (u) and Z∗0(ω) = Z

∗

0(W̃
(u)) = 1Zr , where the last equality is Proposition 37.

Then, let (tα1 , ω
α
1 ), (t

α
2 , ω

α
2 ), . . . be the time-ordered sequence of all atoms (t, ω) of P

such that Z∗0(ω) > α. Also set nα = max{i ≥ 1 : tαi < T0}. For every 1 ≤ i ≤ nα ,
write zαi = Z

∗

0(ω
α
i ) and rαi for the jump time of Z corresponding to the jump zαi . We can

rewrite ∑
r∈D(β)

Z
1Zr>α

G(r, W̃ (r)) =

nα∑
i=1

G(rαi , ω
α
i ).

Writing E[·] for the expectation under P⊗ N(β)0 , we then have

N(β)0

(
F(Z) exp

(
−

∑
r∈D(β)

Z
1Zr>α

G(r, W̃ (r))
))
= E

[
F(Z) exp

(
−

nα∑
i=1

G(rαi , ω
α
i )
)]
.

We evaluate the right-hand side by conditioning first with respect to the σ -field H gen-
erated by E (−β,∞) and the point measure P◦. Notice that the process Z is measurable
with respect to H (because U is obviously a measurable function of P◦, and we can
use Lemma 39). The finite sequence rα1 , . . . , r

α
nα

is also measurable with respect to H
as it is the sequence of jump times of Z (after time β) corresponding to jumps of size
greater than α. In particular, nα is measurable with respect to H. Finally, the quantities
zα1 , . . . , z

α
nα

are the corresponding jumps and therefore are also measurable with respect
to H.

On the other hand, by standard properties of Poisson measures, we know that
ωα1 , ω

α
2 , . . . is a sequence of i.i.d. variables distributed according to N∗0(· | Z

∗

0 > α).
Recalling that P is independent of E (−β,∞), we see that conditioning this sequence on
the σ -field H has the effect of conditioning on the values of Z∗0(ω

α
1 ), Z

∗

0(ω
α
2 ), . . . . In

a more precise way, the conditional distribution of ωα1 , ω
α
2 , . . . knowing H is the dis-

tribution of a sequence of independent variables distributed respectively according to
N∗0(· | Z

∗

0 = zα1 ), N
∗

0(· | Z
∗

0 = zα2 ), . . . , where these conditional measures are defined
thanks to Proposition 33.

By combining the preceding considerations, we get

E
[
F(Z) exp

(
−

nα∑
i=1

G(rαi , ω
α
i )
)]
= E

[
F(Z)

nα∏
i=1

N∗0(exp(−G(rαi , ·)) | Z
∗

0 = z
α
i )
]
.

Now note that, with our definitions,

nα∏
i=1

N∗0(exp(−G(rαi , ·)) | Z
∗

0 = z
α
i ) =

∏
r∈D(β)

Z
1Zr>α

N∗0(exp(−G(r, ·)) |Z∗0 = 1Zr),
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and so we have obtained

N(β)0

(
F(Z) exp

(
−

∑
r∈D(β)

Z
1Zr>α

G(r, W̃ (r))
))

= E
[
F(Z)

∏
r∈D(β)

Z
1Zr>α

N∗0(exp(−G(r, ·)) | Z∗0 = 1Zr)
]

= N(β)0

(
F(Z)

∏
r∈D(β)

Z
1Zr>α

N∗0(exp(−G(r, ·)) | Z∗0 = 1Zr)
)
,

which completes the proof of the theorem. ut

8. Excursions away from a point

In this section, we briefly explain how we can derive the results stated in the introduction
from our statements concerning excursions above the minimum. This derivation relies on
the famous theorem of Lévy stating that if (Bt )t≥0 is a linear Brownian motion starting
from 0, and if (L0

t (B))t≥0 is its local time process at 0, then the pair of processes(
Bt −min{Br : 0 ≤ r ≤ t},−min{Br : 0 ≤ r ≤ t}

)
t≥0

has the same distribution as (|Bt |, L0
t (B))t≥0. Notice thatL0

t (B) can also be interpreted as
the local time of |B| at 0, provided we consider here the “symmetric local time”, namely

L0
t (|B|) = lim

ε→0

1
2ε

∫ t

0
1[−ε,ε](|Br |) dr.

Lévy’s identity will show that (the absolute values of) excursions away from 0 for our
tree-indexed process have the same distribution as excursions above the minimum, which
is essentially what we need to derive the results stated in the introduction.

Let us explain this in greater detail. For any finite path w ∈W0, define two other finite
paths w• and `•w with the same lifetime as w by the formulas

w•(t) := w(t)−min{w(r) : 0 ≤ r ≤ t},
`•w(t) := −min{w(r) : 0 ≤ r ≤ t}.

On our canonical space S0 of snake trajectories, we can then make sense of W •s and
`•Ws for every s ≥ 0, and we write L•s = `•Ws to simplify notation. Then, under N0,
the pair (W •s , L

•
s )s≥0 defines a random element of the space of two-dimensional snake

trajectories with initial point (0, 0) (the latter space is defined by an obvious extension of
Definition 6). Thanks to Lévy’s theorem recalled above, it is then a simple matter to verify
that the “law” of the pair (W •s , L

•
s )s≥0 under N0 is the excursion measure from the point

(0, 0) of the Brownian snake whose spatial motion is the Markov process (|Bt |, L0
t (B)).

We refer to [21, Chapter IV] for the definition of the Brownian snake associated with a
general spatial motion and of its excursion measures. In a way similar to the beginning of
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Section 3, we then set

V •u = Ŵ
•
s = Ŵs −min{Ws(t) : 0 ≤ t ≤ ζs} = Vu −min{Vv : v ∈ Jρ, uK}

for every u ∈ Tζ and s ≥ 0 such that pζ (s) = u.
Say that u ∈ Tζ is an excursion debut away from 0 for V • if

(i) V •u = 0;
(ii) u has a strict descendant w such that V •v 6= 0 for all v ∈ Kρ,wK.

It follows from our definitions that u is an excursion debut away from 0 for V • if and
only if u is an excursion debut above the minimum in the sense of Section 3, that is, if and
only if u ∈ D. Then, Proposition 20 shows that the connected components of the open
set {u ∈ Tζ : V •u > 0} are exactly the sets Int(Cu), u ∈ D. Furthermore, for every u ∈ D,
the values of V • over Cu are described by the snake trajectory W̃ (u) (which can thus be
viewed as the excursion of V • away from 0 corresponding to u).

In order to recover the setting of the introduction, we still need to assign signs to the
excursions of V • away from 0. To this end, we let (v1, v2, . . .) be a measurable enumer-
ation of D—formally we should rather enumerate times s1, s2, . . . such that pζ (s1) =
v1, pζ (s2) = v2, . . . . On an auxiliary probability space (�,F ,P), we then consider a
sequence (ξ1, ξ2, . . .) of i.i.d. random variables such that

P(ξi = 1) = P(ξi = −1) = 1/2

for every i ≥ 1. Under the product measure P⊗ N0, we then set, for every u ∈ Tζ ,

V ∗u :=

{
ξi V

•
u if u ∈ Int(Cvi ) for some i ≥ 1,

0 if V •u = 0.

The fact that u 7→ V •u is continuous implies that u 7→ V ∗u is also continuous on Tζ .
Furthermore the pair (V ∗pζ (s), ζs)s≥0 is a tree-like path, and we denote the associated snake
trajectory by (W ∗s )s≥0. Then the “law” of (W ∗s )s≥0 under P ⊗ N0 is just the excursion
measure N0. This is a consequence of the fact that, starting from a process distributed
as (|Bt |)t≥0, one can reconstruct a linear Brownian motion started from 0 by assigning
independently signs +1 or −1 with probability 1/2 to excursions away from 0. We omit
the details.

Since the law of (W ∗s )s≥0 under P ⊗ N0 is N0, we may replace the process (Ws)s≥0
under N0 by the process (W ∗s )s≥0 under P⊗ N0 in order to prove the various statements
of the introduction. To this end, we first notice that the excursion debuts away from 0
for V ∗ (obviously defined by properties (i) and (ii) with V • replaced by V ∗) are the same
as excursion debuts away from 0 for V •, and thus the same as excursion debuts above
the minimum in the sense of Section 3. Moreover, for every i = 1, 2, . . . , the excursion
of V ∗ corresponding to vi is described by

W̃ ∗(vi ) =

{
W̃ (vi ) if ξi = 1,
−W̃ (vi ) if ξi = −1.
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In addition, if ai is such that pζ (ai) = vi , the local time at 0 of the path W ∗ai is equal to
the (symmetric) local time at 0 of |W ∗ai | = W

•
ai

,

`∗i = L̂
•
ai
= −Wai = −Vvi .

From the preceding remarks, it is now easy to derive Theorem 1 from Theorem 23.
Indeed, the left-hand side of the formula of Theorem 1 can be rewritten as

P⊗ N0

( ∞∑
i=1

8(`∗i ,W
∗(vi ))

)
and, by the previous observations, the last display is equal to

P⊗ N0

( ∞∑
i=1

8(−Vvi , ξiW̃
(vi ))

)
=

1
2
N0

( ∞∑
i=1

(
8(−Vvi , W̃

(vi ))+8(−Vvi ,−W̃
(vi ))

))
=

1
2

∫
N∗0(dω)

(∫
∞

0
dx (8(x, ω)+8(x,−ω))

)
where the last equality follows from Theorem 23. This shows that Theorem 1 holds with
M0 =

1
2 (N
∗

0 + Ň∗0), where Ň∗0 is the image of N∗0 under ω 7→ −ω. Then Proposition 2
follows from Proposition 30.

In order to derive Proposition 3, we note that, for every r > 0, the (total mass of the)
exit measure of the snake (W •, L•) outside the open set 1r := R+ × [0, r), which is
denoted by Xr , satisfies the following approximation N0-a.e.:

Xr = lim
ε→0

1
ε

∫ σ

0
ds 1{ζs−ε<τ1r (W •s ,L•s )<ζs },

where τ1r (W
•
s , L

•
s ) stands for the first exit time from1r of the path (W •s (t), L

•
s (t))0≤t≤ζs .

This is indeed the analog of the approximation result (8), which holds in a very general
setting: see [21, Proposition V.1]. Coming back to the definition of W •s and L•s in terms
of Ws , we see that

Xr = lim
ε→0

1
ε

∫ σ

0
ds 1{ζs−ε<τ−r (Ws )<ζs } = Z−r ,

where the last equality follows from (8). This simple remark allows us to identify the
process (Xr)r>0 with the exit measure process (Zr)r>0, and justifies the observations
preceding Proposition 3 in the introduction. Proposition 3 itself then follows from Propo-
sitions 36 and 37. Finally, Theorem 4 is a consequence of Theorem 40 and the fact that
the excursions W̃ ∗(vi ) can be written in the form ξi W̃

(vi ) for i = 1, 2, . . . .
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