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Abstract. The formalism recently introduced in [BHZ19] allows one to assign a regularity struc-
ture, as well as a corresponding “renormalisation group”, to any subcritical system of semilinear
stochastic PDEs. Under very mild additional assumptions, it was shown in [CH16] that large classes
of driving noises exhibiting the relevant small-scale behaviour can be lifted to such a regularity
structure in a robust way, following a renormalisation procedure reminiscent of the BPHZ proce-
dure arising in perturbative QFT.

The present work completes this programme by constructing an action of the renormalisation
group on a suitable class of stochastic PDEs which is intertwined with its action on the correspond-
ing space of models. This shows in particular that solutions constructed from the BPHZ lift of a
smooth driving noise coincide with the classical solutions of a modified PDE. This yields a very
general black box type local existence and stability theorem for a wide class of singular non-linear
SPDE:s.
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1. Introduction

This article is part of the ongoing programme initiated in [Hail4] aiming to develop a ro-
bust existence and approximation theory for a wide class of semilinear parabolic stochas-
tic partial differential equations (SPDEs). The problem we tackle here is that of show-
ing that when such equations are “renormalised” using the procedure given in [BHZ19,
CH16], the resulting process is again the solution to a modified equation containing coun-
terterms that only depend in a local way on the solution itself.

A similar situation to the one dealt with here already arises in the classical theory
of stochastic integration. There, one is faced with the problem of defining integrals with
respect to Brownian motion which, on a pathwise level, has insufficient regularity for the
classical Riemann—Stieltjes integral to be well-defined. When establishing the conver-
gence of discrete approximations one must take advantage of probabilistic cancellations
in order to overcome this pathwise irregularity. Moreover, one sees that different classes of
approximations that would have had the same limit for the case of regular drivers actually
lead to different limiting integrals with different properties when working with irregular
stochastic drivers—in the limit, one can obtain either the Itd or Stratonovich integral, or
any of a one-parameter family of theories of stochastic integration which contains these
as special cases [KPS04]. In practice this choice is informed either by phenomenological
considerations or by a desire for the integral to satisfy a given mathematical property.
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In the theory of parabolic, locally subcritical SPDEs, both the design of approxima-
tions and the framework for showing convergence of these approximations become more
involved. A rigorous solution/integration theory in this case was fairly intractable until
just a few years ago—now there are several frameworks available that provide rigorous
descriptions of what it means to be a (local) solution to these SPDEs: the theory of regu-
larity structures [Hail4], the theory of paracontrolled distributions [GIP15], a Wilsonian
renormalisation group approach [Kup16], and most recently the approach of [OW19]. Al-
though these approaches differ in their technical details and their scope of application, the
solutions constructed with all of them do coincide for those examples in which more than
one approach applies.

As an example, suppose that one wants to develop a notion of solution for the Cauchy
problem associated to the system of SPDEs on R x T¢,

(0 — N)g; = Fi(p, Vo) + &, (1.1)

where (Fj);":1 is a collection of local non-linearities given by smooth functions. One can
take the vector of “drivers” § = (§; );"zl to be a family of generalised random fields which
are stationary, jointly Gaussian, and have covariances E[£; (z)&,(z)] which are smooth as
long as z # z but behave like a homogeneous distribution of some negative degree near
the diagonal z = z. A sufficient condition for (1.1) to be locally subcritical is that, via
power-counting considerations, the non-linear term Fj (¢, V) is expected to be of better
regularity than the driving noise §; A

In many cases of interest one cannot solve (1.1) using classical deterministic methods
since the lack of regularity of & may force some ¢; to live in a space of functions/
distributions on which Fj(¢, V) has no canonical meaning. A naive way to obtain a
well-defined approximation to (1.1) is to replace &; with "g“j(g) = §&; * 0. where ¢ > 0 and
©¢ 1s a smooth approximation of the identity with lim, o ¢, = 8. Then one has classical
solutions ¢, = (¢, 5);”:1 for the system of equations

O = Dgje = Fj(ge, Vo) + £ (1.2)

Unfortunately, in the generic situation, ¢; . will either fail to converge as ¢ | 0, or con-

verge to a trivial limit as in [HRW12], so that simply replacing &; with Ejm does not allow
one to define solutions to (1.1) via a limiting procedure.

Upon studying the ¢ | 0 behaviour of formal perturbative expansions for ¢,, one is
naturally led to a more sophisticated approximation procedure. In general, one expects to
find ny,...,n, € Nand, foreach j = 1,...,m, a family of constants {c(j,,-)[gg]}:.il,
typically divergent as ¢, — &, as well as a family of functions {P(; ;)(-, -)}?L 1» such that
the classical solutions @, = (¢;, 5);":] to the system of equations

nj

(B — D)gje = Fj (e, Vo) — Y c(inl0el Py (e, Vo) + £, (13)

i=1

1" See Definition 2.3 and the remark following it for a formal definition.
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converge in probability as € | 0 to a tuple ¢ of limiting random distributions, which can
be viewed as “a solution” to the system of equations (1.1) and which does not depend
on the specific choice of approximation %_»(8). This process of using approximations where
one regularises at a certain scale and then modifies the non-linearity in a way that depends
on this regularisation scale is called renormalisation.

Remark 1.1. One may worry about the fact that (1.3) no longer seems to relate to the
“real” equation (1.1) due to the presence of the additional counterterms P; ;). From a
physical perspective however, this is not as unnatural as it may seem. Indeed, what one can
typically “guess” from physical arguments is not the specific system of equations (1.1),
but rather the generic form of such a system, with the non-linearities F; involving a priori
unknown parameters (“‘coupling constants”) that then need to be determined a posteriori
by matching predictions with experiments. From this perspective, (1.3) is actually also of
the form (1.1) and simply corresponds to an e-dependent reparametrisation of the family
of equations under consideration. One way of interpreting this is that the whole family of
solutions given by (1.1) and indexed by a suitable finite-dimensional collection of possible
non-linearities F' converges to a limiting family of solutions as & — 0, but the collection
of non-linearities has to be suitably reparametrised in the process. A trivial but analogous
situation is the following. For any fixed &, consider the subset A, C R? parametrised
by R and given by A, = {(x:(¢), y:(¢)) : t € R}, where

Xe(t) =¢et+2/e, y.(t) = ecos(t).

While it is clear that A, — A with Ag = R x {0}, x, and y, do not converge to a
parametrisation of Ag, although they do if we perform the e-dependent reparametrisation
t — t/e —2/e? and write instead A, = {(X:(1), J (1)) : t € R} with

() =1, Po(t) = ecos(t/e —2/e%).

In this analogy, ¢ plays the role of F, (x¢, y.) plays the role of the solution map ¢,, while
(Xe, ¥¢) plays the role of the “renormalised” solution map @,.

While perturbative methods can shed light on the mechanics of renormalisation, they are
limited to proving statements about the term by term behaviour of formal expansions for
¢ which one does not expect to be summable. The jump from knowing how to set up
approximations such as (1.3) to showing that the solutions ¢, do actually converge as
e | O requires fundamentally new ideas and is the main achievement of the methods
developed in [Hail4, GIP15, Kup16, OW19].

1.1. A review of the theory of regularity structures

The setting of the current work is the theory of regularity structures [Hail4], so we quickly
present the theory’s central ideas. Those seeking more pedagogical expositions are en-
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Fig. 1. Mechanism of renormalisation.

couraged to look at [FH14, CW 17, Hail6b]. The approach of the theory can be illustrated
by the diagram shown in Figure 1.

In this figure, Eq denotes a space of possible equations. While the instances of Eq
on the top and bottom lines can be thought of as the same, we will see them as playing
different roles. The choice of an element in Eq on the bottom line will be called a concrete
equation and the choice of an element in Eq on the top line will be called an abstract
equation.

Continuing on the bottom line, we denote by C a space of continuous (or sufficiently
smooth) functions defined on the underlying space-time—this is where regularised real-
isations of our driving noise live, but this space is typically much too small to contain
instances of the limiting noise &. The space C* is a Holder-type space of space-time func-
tions / distributions where the solution to the equation at hand will live. Given a concrete
equation and a regularised driving noise £ the classical solution map Sc returns the
solution to the specified concrete equation starting from 0 (or some other specified initial
condition) and driven by £(®).

While the map S¢ is well-defined when the driving noise is drawn from C, it lacks
sufficient continuity in this argument to be well-defined on any of the distributional spaces
in which the convergence § = lim, g £(®) takes place. This is actually already the case
for stochastic ordinary differential equations [Lyo91]. The theory of regularity structures
follows the philosophy of (controlled) rough paths [Lyo98, Gub04, LCLO7, FV10, FH14]
and builds a continuous solution map S4 at the price of defining it on a richer space—one
must feed into the map Sy not just a realisation of the driving noise but also a suitable
“enhancement”, which encodes various multilinear functionals of the driving noise that
are a priori ill-defined.

Such a collection of data is referred to as a model in the terminology of regular-
ity structures, with the space of models .# being a fairly complicated non-linear metric
space. The multilinear functionals one must define in order to specify an element of .# are
such that they can be defined canonically when evaluated on regularised instances of the
noise but have no such interpretation when evaluated on an un-regularised realisation—
this is because one encounters ill-defined pointwise products of rough functions and dis-
tributions. Consequently, on the space of regularised realisations of the noise C, one has a
canonical lift W : C — . but this lift does not extend continuously to typical realisations
of €.
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One can also define a bundle?> D¥ of Holder-type spaces of abstract jets over ./Z
where the abstract equation can be formulated as a well-posed fixed point problem. The
fixed point yields a solution map S4 that is a continuous section of the bundle DY: given
Z € M, Sp[Z] belongs to the fibre over the model Z.

The map R appearing on the very right is the reconstruction operator which is a
continuous map from the bundle DY to some Holder space C* of space-time functions /
distributions. The key point of the diagram above is that the square commutes, namely Ro
Sa oW = Sc. This factorisation of Sc separates difficulties: the map W is discontinuous,
but has the advantage of being given explicitly, while the map Sy is given as the solution
to a fixed point problem but has the advantage of being continuous.

The incorporation of renormalisation in the abstract setting is done by replacing the
canonical lift W : C — .# by a different lift which is allowed to break the usual definition
of a product. The space of those deformations of the product that are allowed and that pre-
serve stationarity is itself rather small. In particular, one can exhibit a finite-dimensional
Lie group R acting on . (in this case by a right action or equivalently by a left action of
the adjoint) which parametrises all “natural” lifts of the noise. The art of renormalisation
then involves remembering that E(E) is random, and choosing, for each ¢ > 0, a deter-
ministic element M, € R, determined by the law of E(S), such that the random models
M¥ o W[£®)] converge in probability as ¢ — 0. If this can be done, then thanks to the
pathwise continuity of R and Sy, one concludes that

E9[EO] = R oS40 M7 o WIE,] 49

also converges in probability as ¢ — 0 to some limiting “renormalised solution map” S’c,
which is only defined almost surely with respect to the law of &.

The overall framework of the theory of regularity structures was set forth in [Hail4].
The theory was designed to be robust and fairly automated in that it does not need to be
modified on an equation by equation basis but three of the above steps were left to the
person applying the theory in general:

(1) the construction of a Lie group R rich enough to contain {M,}~,
(ii) proving the convergence of the renormalised models M} o W[& @1,

(iii) showing that Sg ) actually coincides with the classical (not renormalised) solution
map, but for a modified equation.

Robust theorems which automate the first two of these steps were recently obtained in
[BHZ19] and [CH16], respectively. The aim of the current article is to give a general
proof of the last step.

Note that the action of M, on the top line of Figure 1 does not change the fixed point
problem used to build the map Sy, it only changes the model which is used as an input to
this map. This deformation of the canonical lift generates a discrepancy between how we

2 Strictly speaking, the space DY does not satisfy the axioms of a vector bundle because fibres
corresponding to different models are not isomorphic in general. At an algebraic level, the object
in each fibre is always a “jet”’-valued function, but the analytic requirements we impose on this do
depend on the underlying model and can be very different, even for nearby fibres.



Renormalising SPDEs in regularity structures 875

interpret products on the top and bottom lines of our diagram and as a result 3((;8) # Sc.
The purpose of the present article is to describe a corresponding action of R on a suitable
space of equations Eq so that the identity

(RoSA)(F, M*¥(§)) = Sc(MF, )

holds for every smooth noise &, every right hand side F € Eq, and every M € ‘R.

In [BCFP17] the authors identified such an action in the simpler setting of regularity
structures arising from branched rough paths, which gave rise to a natural morphism of
pre-Lie algebras. The approach in [BCFP17] inspired that of the present work, however
the setting here is quite a bit more complex.

The problem of identifying the action of the renormalisation group on the equation is
also found in perturbative quantum field theory (QFT) where one checks that the countert-
erms one would like to insert in order to make individual Feynman diagrams finite can be
generated order by order by changing the coupling constants in the Lagrangian that was
used to generate these terms in the first place. The fact that the Lagrangian can be modified
in this way can usually be checked quite easily on a case by case basis—examples can be
found in any textbook on QFT. However, we have not been able to find work analogous to
the present work in the perturbative QFT literature—this would be a theorem which gives
an explicit and model-independent formalism for deriving renormalised Lagrangians.

Remark 1.2. Continuing the thread of Remark 1.1, we can view our full space of equa-
tions as being parameterised by a family of coupling constants ¢ = (c(j,i)) € RX, where
I<j<ml<i<njadK = Z}"zl n;. The correspondence between the coupling
constants ¢ and the equation is given by (1.3). The dual action of the renormalisation
group on the equation is then just a representation of 9% on RX.

As shown in [CH16], we can choose the sequence M, to depend on our choice of se-
quence g, of approximate identities in such a way that the limit M, [0, ]*oW[&*0.] is inde-
pendent of the choice of g,. Once one has obtained one limiting model lim, ;o M W[&®)],
an entire family of models is obtained via

{hil(} M*MAW[E®]: M e m}. (1.5)

Once one fixes an initial choice ¢ of coupling constants, every model in (1.5) gives rise to
a notion of solution which can be obtained as the ¢ | 0 limit of the classical solution to
(1.3) driven by £® and with coupling constants given by M M,c.

We stress that there is in general not a canonical model or solution theory that can be
pointed out in the family (1.5). This is because, even though the BPHZ lift constructed in
[BHZ19, CH16] seems canonical to a certain extent, it depends in general on an arbitrary
choice of (scale 1) cutoff in the Green’s function for the linear system. Different choices
of cutoff yield solutions that differ by the action of an element of R, but no single choice
of cutoff is more canonical than the others in general. We reiterate however that:

(1) If a specific solution is required for modelling purposes, then its parameters do have
to be determined by comparisons with data/experiments anyway. This will then de-
termine a unique element of the family of solutions, which is independent of the
parametrisation of the family that is being used.
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(i) The exact same sensitivity / indeterminacy in the notion of solution is present already
in the case of the theory of integration against Brownian motion.>

1.2. Outline of the paper

Section 2 introduces the bare minimum in order to state an existence result, namely The-
orem 2.21, which is applicable to a wide class of semilinear SPDEs. This section can
be read without any prior knowledge of the theory of regularity structures and, with the
exception of Section 2.1, it can be skipped by those who are more interested in learning
the method of proof for the main results of this paper. In Section 2.8 we illustrate two
applications of Theorem 2.21 to the generalised KPZ equation and the dynamical @3_ 5
model for any § > 0.

In the early parts of Section 3 we recall some of the basic algebraic definitions from
the theory of regularity structures and describe how we specialize them for our purposes.
In Section 3.3 we introduce a formalism that allows us to efficiently deal with some of the
combinatorial symmetry factors that appear when we work with spaces of combinatorial
decorated trees.

After this preliminary work, we introduce the notion of coherence in Section 3.8,
which plays a central role in the paper. Given a PDE determined by some right hand side
F, we first define a function Y7 [-] on the trees of the corresponding regularity structure.
In the case of a single scalar equation, we then say that a linear combination U of trees is
coherent if the coefficient of every tree of the form .¥[7] in the expansion of U is given by
YF[r] evaluated on the coefficients of the polynomial part of U. After introducing this
concept, we present the first of two key lemmas, Lemma 3.21, which states that coherence
of U with F is equivalent to U satisfying a fixed point problem determined by F. The
notion of coherence is close in spirit to the B-series in numerical analysis. Indeed, B-
series are numerical stepping methods for ODEs represented by a tree expansion whose
coefficients are given by an analogue of the map Y ¥[.]. They were originally introduced
to describe Runge—Kutta methods and have proven to be a powerful tool for classifying
various numerical methods [But72, HW74, Mur06, CHV10, CEFM11].

In Section 3.9, we describe how T* allows us to define an action of the renormal-
ization group R on the space of F’s which we write F — MF for M € R. We can
then present our second key lemma, Lemma 3.23, which states that any renormalisation
operator M € ‘R takes expansions coherent with respect to F' to expansions coherent
with respect to a new non-linearity M F. We conclude Section 3 by presenting the main
theorem of this paper, Theorem 3.25, which gives the general form of the action of the

3 This is not just an analogy as integration against Brownian motion falls within the framework of
regularity structures and the choice between It6 and Stratonovich integrals, or some interpolation
of the two, is parameterised by the corresponding renormalisation group. The difference is that,
in the case of SDEs, no renormalisation is in principle required and every smooth regularisation
of Brownian motion yields the Stratonovich solution in the limit. On the other hand, the BPHZ
renormalisation procedure, which is the natural way of centring random models used in the present
article, always yields the Itd solution in the limit. (In the special case of SDEs, the effect of the
cutoff of the Green’s function happens to vanish in the limit.)
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renormalisation group on a suitable space of non-linearities, and show how this theorem
follows from Lemmas 3.21 and 3.23.

Sections 4.1 and 4.3 are devoted to developing an algebraic / combinatorial frame-
work in which we can prove Lemmas 3.21 and 3.23. In Section 4.1 we introduce a new
collection of trees which carry more data through additional decorations which greatly fa-
cilitates the proof of Lemma 3.21. In Section 4.3 we define various “grafting” operations
on trees. A key result here is Proposition 4.21, which states that a certain space of trees
is the “universal free object” corresponding to our grafting operators. We then also state
lemmas showing that the maps Y* and the renormalisation operators M € R all have
“morphism” properties with respect to these grafting operators. This, when combined
with Proposition 4.21, allows us to prove Lemma 3.23.

Section 5 is the analytic part of our paper which is needed to prove Theorem 2.21.
Sections 5.1-5.3 recall many analytic objects in the theory of regularity structures and
describe how we will specialize them for our purposes. In Section 5.4 we state and prove
Theorem 5.7, which is obtained by combining Theorem 3.25 with the analytic theory
given in the earlier parts of Section 5. One novel aspect of Theorem 2.21 is that it states,
with full generality, to what degree one can expect to “restart” solutions to the class of
SPDE under consideration and consequently what a natural notion of “maximal solu-
tion” should be. To facilitate this, we develop a new argument which could be loosely
described as an analogue of the Da Prato—Debussche trick [DPDO03] in the space of mod-
elled distributions—this is the content of Section 5.5.

In Appendix A.l we state a technical result describing how the renormalisation
of non-linearities influences the trees they generate via Duhamel expansion. In Ap-
pendix A.2 we give a multivariate Faa di Bruno formula which allows us to show that
work performed on the “richer” space of trees introduced in Section 4.1 collapses appro-
priately to the smaller trees which populate the regularity structure. In Appendix A.3 we
give the details of the proofs describing how renormalisation interacts with the grafting
operations, which leverages the co-interaction property of [BHZ19]. In Appendix A.4 we
describe how the techniques of [CLO1] can be used to prove Proposition 4.21. In Ap-
pendix A.5 we describe how our abstract result can be combined with the framework of
regularity structures to prove Theorem 2.21.

The reader need not have any familiarity with [CH16], but some familiarity with the
frameworks of [Hail4] and [BHZ19] is assumed throughout the paper.

2. A black box theorem for local well-posedness of SPDEs

2.1. Preliminary notation

Throughout this article, we adopt the standard conventions sup ¥ := —oo and inf@ :=
+00. We freely use multi-index notation. For any set A, a € A, and § € N4 we usually
write 6[a] for the a-component of 6, 0| := }",_,0lal, and 8! := [],_, Ola]!. For a
vector x = (x4)qe4 Of commuting indeterminates (or real numbers), we similarly write
x? = ]_[aeA(xa)e[”]. For any a € A we define ¢, € N4 by setting e, [b] := 1{a = b} for
beA.
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In [BHZ19] and in this paper one often uses the notion of multisubsets of some fixed
set A. By saying B is a multisubset of A we are indicating that B can contain certain
elements of A with multiplicity. In [BHZ19] the collection of all multisubsets of A, de-
noted by @(A), is given by | |,-o[A]" where [A]" is A" quotiented by permutation of

entries. We will implicitly identify @(A) with N4, In particular, for b € N4 we adopt the

notational convention that
Zxa = Z blalx,.
acb acA

Similarly, for by, by € N4, writing the interpretation as “multi-sets” like in [BHZ19] on
the left and multi-indices on the right, one has

by Nby = min{by, b}, by Uby = max{by, by},
by Uby = by + b2, b1 Cby & by < by.

We fix for the rest of the paper a dimension of space* d > 0. We define our space-
time to be A := R x T¢ with the first component being referred to as “time”. We write
{0 }?:O for the corresponding partial derivatives with respect to space-time. We will also
sometimes identify functions on A with functions on R?*! by periodic continuation.
A space-time scaling s is a tuple s = (ﬁi)id:() e [1, doo)”“’1 with non-vanishing compo-

nents. Given a space-time scaling s we set |s| := Y {_,s; and, for any ¢ > 0, we define
a scale transformation S on functions @ : R 5 R by setting (S50)(20, ..., 2q4) =
e715lo(e %0z, ..., 875 zy).

We also introduce a notion of s-degree |k|; of a multi-index k € N¢+t! by setting
lkls = Zld:o k[ils;. This gives a corresponding notion of s-degree for polynomials and
s-degree of partial derivatives. We define a scaled distance | - |s on A as usual by setting
|z]s := Z?:o |zi |1/ Si,. We often write § = (5i)§’=1 for the associated space-scaling on R4,
Clearly, one has natural analogues of all the above notation when working with distances
and degrees of polynomials/ derivatives on R? with respect to the scaling 5 and we use
these in what follows.

2.2. Holder—Besov spaces

While the bulk of this paper is algebraic / combinatorial, our statement and proof of the
main theorem of Section 2.7 requires us to reference scaled Holder—Besov spaces. This
subsection can be skipped by those readers who are more interested in our main result
Theorem 5.7 as opposed to Theorem 2.21.

We first specialize to the case of @ € (0, c0) \ N. We define, for every compact set
R C A and any function f : R — R,

ks cakpys
| fllas == sup inf{ sup 1 f)(f) T)jq)(z Z)|1d€g5P§LaJ},
Z_Zs

z€R _ZeR
ks <L) lz2—zls=1

4 The cased =0 corresponds to working with stochastic differential equations.
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where deg, P denotes the s-degree of the polynomial P. We then define CZ (A) to be the
collection of f : A — R with || f]l.a < oo for every compact & C A, and we equip
it with a metric induced by these seminorms. If d = 1 and s = 1 then CZ (A) just corre-
sponds to functions that admit |« ] continuous derivatives and whose |« ]th derivative is
Holder continuous of index o — |«].

We now define C¢ (A) for a € (—o0, 0). First, for every r € N and z € A we define
B;.» to be the collection of all smooth functions @ : A — R which are supported on the
ball {z € A : |z —z|s < 1} and satisfy sup;, 10w (z)| < 1 for every k € N¢ with
|k|s < r.For any compact & C A and distribution f € 8'(A), we then set

I flla.st := sup{A~¥|(f, S*w)| : z € &, w € B, -7, A € (0, 1]} (2.1)

and we define CZ (A) to be the collection of distributions f with || f|lo,g < oo for every
compact & C A. As before, we equip C2 (A) with a metric induced by these seminorms.
The spaces CZ (T?), & € R, are defined in the analogous way.

2.3. Types, non-linearities, and functional derivatives

We fix a finite set £_ which will index the set of rough driving noises that appear in
our system of SPDEs and a finite set £ which will index the set of components of our
system of SPDEs. We also fix a degree assignment | - | on £ := £_ U £ which takes
strictly negative values on £_ and strictly positive ones on £;. For [ € £_ the value
of |l|s represents an assumption on the regularity of the corresponding driving noise and
for t € £, the value [t|; represents an assumption on the regularizing properties of the
inverse of the linear differential operator appearing in the t equation. For any multi-set A
of elements of £ we define [A|s 1= Y (4 Itls.

We define an indexing set © := £, x N?*! and write elements of this set as (b, ¢) € ©
with b € £4 and ¢ € N4t For (b, g) € 6 we write |(b, ¢)|s := |bls — |gl|s, where
lgls = Z?:o qis;. One should think of © as indexing all the solutions and derivatives
of solutions of our system of SPDEs. We also assume that we have a partition © :=
64 u O_. This partition corresponds to an a priori assumption that the elements of O_
will index space-time distributions of negative regularity, while O, will index functions of
positive regularity’ (see Section 2.5). We introduce a family X := (%,),ee of commuting
indeterminates. The indeterminate X, will, depending on context, serve as a placeholder
for a portion of the abstract expansion corresponding to the (derivative of the) component
of the solution indexed by o or for a reconstruction of that expansion.

We write Gp for the real algebra of smooth functions on R® which depend on only
finitely many components, which we henceforth identify with functions of &. Given
F € “6p we write O(F) for the minimal subset of O such that F does not depend on
any components of © outside of O(F).

5 Note that [(b, q)|s is not an estimate on the regularity of the gth derivative of the solution to
the b equation and thus says nothing about whether (b, g) € O4 or O_.
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We introduce two types of differential operators on 6g. For o € © we write D, :
6s — 6p for the operation of differentiation with respect to &,. We also define, for
every 0 < i < d, and every (t, p) € 0, 9;X(,p) = X(¢,p+¢;) and we impose the chain
rule

OiF = 0;A,D,F. (2.2)

0eb

Remark 2.1. Let us pause for a moment to help the reader follow our use of derivative
and multi-index notation throughout the paper. We will make use of the convention of
Section 2.1 for multi-indices, viewing each of the families {D,},c¢ and {8,-};1:0 as inde-
terminates.

We also point out that we are overloading the notation 3% here since it clashes with
its more standard use in Section 2.2. However, the meaning of 8% should be clear from
context, as when it is acting on a function of the indeterminates {Xp : 0 € O} one should
use the definition (2.2).

For a more detailed motivation for (2.2), we refer the reader to (A.2). In a nutshell,
one should think of the variable Xy, ) as representing the pth derivative (in space-time)
of the component u¢ of the solution. In this sense, the notation (2.2) is then consistent
with the traditional usage of the symbol.

We define & to be the subalgebra of Gp consisting of all elements F € 6 for which
one can write

m
F(X) =) Fj (X)X, (2.3)
j=1
where a1, ..., a, € N° are distinct, supported on ©_, and have only finitely many non-

zero components and, for all 1 < j < m, the element Fj(fif) is not identically O and
O(F;) C O4. Note that in the representation (2.3) we put, in each term, all of the depen-
dence of the positive degree parts in the factor F;(X) (even if this dependence is itself
polynomial).

Once one has a representation of the form (2.3) it is unique (modulo permutations of
the index j). An equivalent definition of & is the collection of all F' € 6 such that there
exists & € NO supported on O_ with D*F = 0.

The non-linear terms appearing in our systems of equations will be viewed as elements
of &, namely we are restricting ourselves to the case where any dependence on the rough
distributions appearing in the equation is polynomial.

Lemma 2.2. Let F € €p and k € N?T1\ {0}. Then 0¥ F = 0 ifand only if F is constant.

Proof. If F is constant, then evidently 8 F = 0. Conversely, suppose F is not constant.
Then there exists a (not necessarily unique) element (t, p) € © for which D ) F # 0
but D¢ 5 F = 0 for all p > p. Using Definition 2.2, the fact that D, and Dz commute,
and that D,X; = 8,5, we see that D pi)0; F = D, p)F forevery i € {0,...,d},
whence we conclude that 9; F is not constant either. The conclusion then readily follows
by induction. O
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2.4. Example: the generalised KPZ equation

We make a small aside to clarify the abstract notation we have introduced above by look-
ing at how a concrete example can be recast in this setting. Some of the particular choices
we make here are motivated in Section 2.8.1.

We consider the generalised KPZ equation (as described in [Hail6a]), a natural
stochastic evolution on loop space. We setd = 1,5 = (2,1), and fixn > m > 1.
We are studying the evolution of a loop on an m-dimensional manifold in local coordi-
nates, it follows that we will have a system of m scalar equations and so we fix some
set £ with |£4| = m. Our dynamics will be driven by n noises so we fix a set £_ with
|£_| = n. Recall that both £, and £_ are just abstract sets we use for indexing. Our
system of equations is then given by

due = (97— Dugtue+ Y T} o) @eup)@eug)+ Y ol teLy, (24
j,qeLy leg_

where we write (¢, x) rather than (zg,z;) for the space-time coordinates. Here the
(&1)1ec_ are independent space-time white noises and the (1";‘ q) are the Christoffel sym-

bols of the underlying manifold. For each [ one should think of o' as a smooth vector
field on R+ = R™. One chooses the collection of smooth vector fields (o [)[€ o_ so that
they generate the metric, that is, Z[E o (L(,[)2 = A where A is the Laplace—Beltrami

operator on our manifold and L, is the Lie derivative in the direction of o'!. Note that
these vector fields and Christoffel symbols only depend on (u¢)¢cg, itself, not on any
space-time derivatives of the u+.

We set [t|s := 2 for every t € £, which encodes the fact that the Green’s function
of 83 — 1 increases the regularity of the solution by two degrees of differentiability in the
parabolic scaling. We also fix some x € (0, 1/6) and, for every [ € £_, we set |[|g =
—3/2 — k. This encodes the pathwise parabolic regularity estimate on the driving space-
time noises (£f)(cc_ which guarantees that each & belongs almost surely to C, 3/ 2_K.

We now turn to defining the partition © = O L1 O_. The choice of this split is de-
termined by an assumption6 on the regularity of the (u¢)ee,. We will later’ see that the

assumption that u¢ € Csl/ 273 for every t € £, is a self-consistent one. It is also the case

that space-time derivation with multi-index k € N¢*! maps C¢ into Cg_‘k‘5. Thus the (uy)
are of positive regularity but any space-time derivative of them is of negative regularity.
Accordingly, we set 04 := {(t, 0)}¢ce, and O_ := {(t, p) : p # O}¢eg, .

The non-linearity F = (Ft[ cte £y, 1e £_1{0}) is given by setting, for t € £,

pla | o + e, T} 4 @OX,0,1) L0y if =0,
t ot[ (L) otherwise.

We note that F;‘, q(% ) and at[(%) are only functions of (X(,0) : t € £4)—there is no
dependence on derivatives as mentioned earlier.

6 This assumption is encoded in the map reg described in Section 2.5
7 See the continuation of this example in Section 2.8.1
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2.5. Regularity pairs and subcriticality

Given any function f from £ (resp. £,) to R, we extend f canonically to £ x N+ (resp.
£, x Ndthy by setting f(t, p) := f(t) — |p|s. Fix then a map reg : £ U {0} — R for
which the following hold.

(1) reg(0) = 0.
(2) o € O4 if and only if () reg(o) > 0.
(3) Forevery I € £_ one has reg(l) < |l|5. (Recall that |l|s < O in this case.)

For t € £ one should think of reg(t) as an estimate of the space-time regularity of the
distribution / function associated to t. For [ € £_ the quantity reg(l) can be taken arbitrar-
ily close to but strictly smaller than |I|s—this does not really encode any new information,
but such a convention will be convenient later on to gain a little bit of “wriggle room”.

Definition 2.3. Suppose we are given a tuple F = (Ft[)t,[, where t ranges over £, [
ranges over £_ U {0}, and for each t, [ one has Ft[ € Z. We say F obeys reg if the
following condition holds.

For every t € £4 and [ € £_ U {0}, if one expands Ft[ as in (2.3) then for every
exponent o € NO appearing in the expansion of Ft[ one has

reg(t) < [t|s + reg(l) + Zreg(o). 2.5

ocexa
We define @ to be the set of all tuples F' which obey reg.

Condition (2.5) enforces that the assumptions on regularity encoded by reg are self-
consistent when checked on an equation with right hand side determined by F, namely
the system of SPDEs formally given by

dhoe = ZLipe+ Fl@) + Y Flo)&. (2.6)
leg_

Remark 2.4. As we did in Section 2.4, we will use the parameter « to denote the afore-
mentioned “wriggle room” in our power counting and regularity estimates. It will, for
instance, account for the difference between the left and right hand sides of (2.5), as well
as the difference between reg(l) and |[|,.

Here and for the remainder of this subsection, we use the convention that for any collec-
tion ¢ = (¢¢)tee, of smooth functions ¢¢: Ry x T¢ — Rand z € A we write

@) = (3Pp(2) : (t, p) € 0) € R®. .7

Condition (2.5) also guarantees that the SPDE associated to F' can be algebraically for-
mulated using a regularity structure built in [BHZ19]. If there exists a function reg such
that F obeys reg, then F is said to be locally subcritical.

To guarantee the existence of local solutions, however, extra assumptions are needed.
These additional assumptions will be formulated in terms of a function ireg: £y — R,
which one should think of as the regularity of the initial condition for the “remainder”
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part of ¢¢ for our SPDE (2.6) in a decomposition reminiscent of the Da Prato—Debussche
trick (see Section 2.7.2).

Forte £,,1 € £_ {0}, and Ft[ as in (2.3) with multisets Ol; for j < m| where m
is the corresponding value of m in (2.3), define

nt = |[|5+ m1n mmz fo(0), (2.8)

where |0]; := 0 and where miny is taken over all assignments f: o — f, € {reg, ireg}
which, for those j such that (Ft[) ; is identically constant, satisfy f ~I(ireg) ﬂoe} # (. The

quantity n{ should be thought of as an estimate on the blow-up rate of the term Ft[((p) &
(with £y = 1) at the hyperplane t = 0 (cf. Lemma 5.19). We remark that this rate is
determined by the regularity of the initial condition for the “remainder” part together
with the space-time regularity of the “stationary” part (see once more Section 2.7.2); this
is the reason for the somewhat complicated definition of n}.

Remark 2.5. If Ft[ itself is identically constant, then m; = 1 and « { = 0, so that miny
in (2.8) is taken over the empty set. Due to our convention inf{J := +o0, it follows that
= 400 in this case.

Define further
[

n¢:= min n
YT ee oy ©
Assumption 2.6. For every o € O, one has 0 < ireg(o) < reg(o). Moreover, for every

te £, one has ny > —sg and ny + |t|s > ireg(t).

The first condition of Assumption 2.6 is required to deal with the composition of solutions
with smooth functions, while the second condition is required to reconstruct products of
singular modelled distributions which appear in the abstract fixed point map associated to
our equation.

Remark 2.7. In practice one starts with a specific system of equations, then fixes a scal-
ing s, computes the regularisation of the kernels {|t|s}c e, and regularity of the noises
{Ills}ree_, encodes the non-linearities that appear in terms of a rule, and then tries to
determine the functions reg and ireg. We introduce notions in a different order because,
from the outset, we always want to consider a whole family of equations on which the
renormalisation group will then be able to act.

2.6. Kernels on the torus

We make the following standing assumption regarding the linear part of our equation.
Assumption 2.8. For each t € £, we are given a differential operator £, involving
only the spatial derivatives {0; }id=1 which satisfies the following properties.

e 39 — % admits a Green’s function G : A \ {0} — R which is a kernel of order |t|s in
the sense of [Hail4, Ass. 5.1] with respect to s.
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e Foranyn € (—oo0,0)\ N, u € Cg(Td), k e Nét1 and for some x > 0, one has the
bounds

sup 1~ IKls)/50 gyp / dy D*G (1, x — y)u(y)| < oo, (2.9)
1e(0,1] xeTd |/ T4
sup sup X'l |[(D¥G (1, x)| < 0. (2.10)
lt]>1 xeTd

Example 2.9. If % = Q(V,) — 1 for a homogeneous polynomial Q of even degree 2¢g
with respect to a scaling s, then [Hail4, Lem. 7.4] implies that we can take |t|s = 2¢ for
the scaling s = (2¢, 51, ..., 54). In particular, the heat operator with unit mass falls into
this framework: hered > 1,5 = (2,1,...,1), £ = A — 1, where A := 27:1 8].2, and
|t|s = 2. However, while this is the most common example, other non-trivial choices are
possible: if one sets d = 2 and s = (4, 2, 1) then one can take .%; := 812 — 8;‘ — 1, and
Itls = 4.

Remark 2.10. One can sharpen the second condition by assuming that for each t € £,
there exists k¢ > 0 such that (2.9) holds with 1~ Ikls)<t in place of r~1~Ikls)/s0 This
could allow, in certain cases, for a lower regularity of initial data and / or driving terms.®
However, since k¢ = 1/sg is optimal in most cases of interest, and since the current
assumptions are already quite involved, we refrain from making this generalisation.

2.7. The local well-posedness theorem

We fix some quantities and objects just for the remainder of this subsection so we can
state the aforementioned result.

We introduce a family  of rooted decorated combinatorial trees. An element 7 € .7
consists of an underlying combinatorial rooted tree 7 with node set N7, edge set E7, an
edge decoration f : E7 — 0O, and a node decoration m = (m®, m*) : Ny — (£_ U
{0}) x N9t We also write o7 € Ny for the root node and we sometimes write T = Tfm.

Observe that for every t € 7 there exist uniquen > 0,01,...,0, € 0,and 11, ..., 1, €
7 such that 7 is obtained by attaching each z; to the root of = (which has some decoration
(I, k)) using edges with decoration o;. In this case we adopt the symbolic notation

r=XE([[Iylm1), k=mien. li=mir. @.11)
=1

In particular, when n = 0, so that 7 consists of only the root node, we write 7 = X*&/.
Also, if m®(o7) = 0 or m*(o7) = 0, then we omit the corresponding symbol E¢ or X°
respectively. Every tree of the form t = %,[7] for some o and some 7 will be called
planted.

For every Tfm € .7, we set

1T s =) If@ls + Y, (m*@)ls + [m*@)]s),

ecEr ueNt
where |0]5 := 0.

8 In particular, one could sharpen Lemma 5.5 below.
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For any 7 and F € 6 we define Y¥[7] := (Tf[f])te£+ e PL+ inductively as
follows. For t given by (2.11) for some n > 0, we define, for every t € £,

YFIr) = (ﬁ th[rj]) : (ak ﬁ D(,j)Ft[, 2.12)
=1 j=1

where 0; = (t;, p;).

Remark 2.11. Our definition of YF[.] as described in (2.12) also appears, in a simpler
form, in the theory of B-series for ODEs [But72, HW74]. Given an ODE

dy=F(), »0) =y eR’ (2.13)

a B-series associated to it is a discrete time-stepping method y; +— yx+1 given by an
expansion over rooted trees:

TH[e](n)

S (2.14)

Yert =y = »_ Wl (1)

teT

where T is the set of rooted combinatorial trees. For an ODE like (2.13) these trees do not
need any decorations: there is only one type of “noise”, which represents the constant 1
(which we called By earlier) and there are no abstract polynomials, so no node decorations
are required. Furthermore, even though y may have several components, there is only one
type of edge (and thus no need for edge decorations) because each component of y plays
the same role (as there is only one integration operator) and we do not see the appearance
of spatial derivatives in such an ODE.

In the right hand side of (2.14), h > 0 is the step size, |t| denotes the number of nodes
of 7, S(7) denotes its symmetry factor,” and o : T — R is a function which determines'’
the time stepping method. Similarly to the above, Y [e] = F and, for r = ]_[7:1 Slz]
with .J the operation of grafting the tree onto a new root, it is defined by

Y1) = FOn [ rFIlo).
j=1

For example, we have

Yol = F(). YN 10) = FO3)(F(y)°,

T %/ 10) = FPWMFOFY G F Q).

9 See (2.22) and Remark 2.20.

10 Ope choice of « is setting a(r) = 1/y(r) where y(7) is the “density” given by y(e) = 1
and y(7) = |7| ]_[7:1 v (7). Here we are writing 7 recursively as in (2.11). With this choice, the
formula given in (2.14) coincides with the Taylor expansion of the exact solution to the initial value
problem.
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In [Gubl10], similar tree expansions have also been used for solving rough differential
equations of the form

m
dy, =Y F(Y)dX;, (2.15)
=0

where the F; are vector fields on R? and X : [0, T] — R"*tlisa driving signal (we can
incorporate a non-noisy term into this framework by using the convention that Xo(z) = t).
The solution to (2.15) is again given by a tree expansion

TF 1Y,
V=Y 4+ S[zg )xr, (2.16)

teT

at least in the sense of asymptotic series. Here T is the collection of rooted trees with
node decorations in {0, ..., m} (corresponding to the different components of X) and, as
before, only one type of edge. The X, are multiple integrals of the driving signal. In this
context one inductively sets, for a tree T = & ]_[;7:1 J [z;],

T = FP o) [ i

j=I1

As an example we compute

i ia‘
Yol = A, Y N 100 = FO 0RO F () Fy ),

e
i %/' 10) = FP 0 FaFV ) F(y).

The only difference between (2.13) and (2.15) is that the latter had multiple drivers so we
decorated the vertices with the labels of these drivers.

In the setting of this article, we allow for several additional decorations on our trees:
(1) we have edge decorations which keep track of the different components of our systems
of equations (different components can have different integration operators associated to
them), as well as their derivatives, (ii) in addition to storing data about drivers in our
node decorations as in (2.16), we also store abstract classical monomials X* which is
required because our Green’s functions have non-vanishing derivatives, unlike the Heavi-
side function, which is the Green’s function of the one-dimensional derivative. Moreover,
our evaluation operator TtF is not in general just a function of the solution’s value at a
point but can also depend on its derivatives.

We next introduce a notion which greatly restricts the types of trees we need to consider.

Definition 2.12. Givente £, F € 6 and T € .7 of the form (2.11), we say that 7 is
t-non-vanishing for F if (3% ]_[ Do,)F[ # 0, and 7; is tj-non-vanishing for F for all

Jj € [n]. Let %[F | denote the setof all T € Z that are t-non- -vanishing for F. We also
write 9 _[F] C Z[F] for those elements t for which |t]s < 0.
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We note that, for every y € R, and t € £, the set {t € j{[F] 1 |7]s < y}is finite due
to the local subcriticality of F (see the proof of Theorem 2.21). In particular, ﬁ,_ [F]is
a finite set. Note also that if 7 is not t-non-vanishing, then TtF [t] = O but the converse
implication is not true in general.'!

With these notations, we introduce several structural assumptions on a non-linearity
F € @ and the sets ﬁ[F].

Assumption 2.13. For every t € £ and Tfm € Z|Fand any strict subtree'? T;‘ of T
with o1 = 0, one has |7_"}ﬁ1|5 > —(|t|s A 50).

Remark 2.14. Assumption 2.13 is used in Section 5.5 to ensure that certain subspaces
of a regularity structure form sectors. For readers familiar with the notion of rules
in [BHZ19], it may appear surprising that we do not simply restrict to trees which con-
form to a given rule. If 7 is t-non-vanishing, then T must conform to a rule naturally
associated with F (Proposition 3.13), but the converse does not hold in general. For ex-
ample, using notation from Section 2.8.2 for the dDEL 5 model, taking i € {1,...,4} and
T 1= X% Ft,0) [E(]3, we find that T obeys the rule naturally associated with the equation
but is not t-non-vanishing. In fact, removing X% from the root of t gives a subtree 7 for
which |T|s < —(|t| Asg) = —2 whenever § < 2/3, which would violate Assumption 2.13
if T were included in <7°t[F ].

On the other hand, it may appear simpler to keep only those = for which TtF [t] #O.
This definition, however, turns out not to be stable under the structure group, and does not
yield sectors of the regularity structures in which we can solve for fixed points.

For the explanation behind the following two assumptions, see Remark 2.24.
Assumption 2.15. Forevery t € £ and Tfm € Z[F]with Er # (J, one has
|Tfm|5 — max |m%(x)|s > 0.
xeNT
m® (x)#0
Assumption 2.16. For every t € £4 and Tfm € F[F] with Er £ ), one has
|Tfm|5 > —|5|/2 and IT,fm|5 + |s| + min |[|s > 0.
leg_

2.7.1. The random driving terms. Given ¢ > 0, a smooth function o : A — R, and
¥ € 8'(A), we write

Y@ =y x (S20). (2.17)
Next we describe the class of driving noises included in our main theorem.

I This is because one can find f1, » € 6p \ {0} with f] fr = 0 because their supports are
disjoint. However, the converse does hold for polynomial non-linearities.

12 By a subtree, we mean that Tfm is a tree whose node and edge sets are subsets of those of Tffm

and whose decorations satisfy f(e) = f(e) foralle € E7,and mZ(x) = m&¥(x) and m¥ (x) < m¥(x)
for all x € Nj. By a strict subtree, we mean 7}"‘ # Tfm. Note that if Tfm is t-non-vanishing, then

every subtree T;ﬁ‘ with o7 = @7 is also t-non-vanishing.
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Definition 2.17. We define Gauss to be the collection of all tuples & = (£|)cc_ of jointly
Gaussian, stationary, centred, random elements of 8’(A) which satisfy the following reg-
ularity properties forevery [, ' € £_.

1. There exist distributions Cy ¢ € 8’(A) whose singular support is contained in {0} and
with the property that for every f, g € S(A),

E[&(f)ér (@] =Cyr </

RxT

’ dz f(z — ~)g(z)>.

2. Writing z — Cy ¢ (z) for the smooth function which determines C| ¢ away from O,
one has, for any g € S(A) satisfying D¥g(0) = 0 for all k € NY*! with |k|s <
—ls| = lls = |Vls,

Cyrigl= /dz Crr(2)g(2).
3. There exists ¥ > 0 such that for any k € N9+1,

s —1V|s+Ikls—
sup |D*Crp(@)] - Jalg 1T < oo,
O<|z]s=<1

It follows from Kolmogorov’s continuity theorem combined with items 2 and 3 above
that every £ € Gauss admits a version which is a random element of C""¢ :=

Biee_ CL= ().

2.7.2. The local existence theorem. We fix F € @ for the remainder of this subsection.
For every § € Gauss, our main result yields a (local in time) solution theory for the initial
value problem

Vie £y, dpu= L+ FLo)+ Y Fl(9)EL, (2.18)
leg_

with a suitably chosen initial condition ¢ (0, -).

One annoying technical problem is that, in general, our solutions may not accommo-
date evaluation at fixed times. (This is actually already the case for the @g model and was
taken care of in an ad hoc manner in [Hail4, Sec. 9].) To circumvent this, we introduce a
decomposition of our solution into a sum of explicit space-time distributions coming from
perturbation theory, along with a remainder which is actually a function. We first give an
intuitive but slightly imprecise statement of the result before introducing the necessary
spaces required for its precise formulation in Theorem 2.21.

Theorem 2.18 (Metatheorem). Suppose all the assumptions of this section are satisfied.
Fix a collection of Gaussian fields € € Gauss, a mollifier o € C*°(R*1), and a collection
of sufficiently nice “initial conditions” (Wr¢)ieg,. Then, for every € > 0, there exist two
Sfamilies of smooth functions (S; eteg, and (S;&t)te ¢, such that

e foreveryte £, SQ_ . depends on &, o, and &, and converges to a space-time distri-
butionon A as e | 0O;



Renormalising SPDEs in regularity structures 889

e for every t € £4, S;,s,t depends on &, o, ¢, and ¥, and converges in a space of
functions up to a (random) blow-up time as ¢ |, 0;

o (pre)ies, = (Sg_,s,t + Sg:a,t)t€2+ solves a renormalised PDE given by (2.20) with
initial conditions (V¢ + Sg_)&t((), Nteg, -

We now introduce formally where our solutions will live. The explicit stationary part
will live in the space

creT = @ V(A if reg(t) <0,

teg, 10} otherwise.

In order to describe the remainder, we first set, for any t € £,
reg(t) := |t|s + inf{|t|s : T is t-non-vanishing and |t|s > —(|t|s A 50)}.

We then define, for any T € (0, co], C;?g’+ = @te&r cfé“)((o, T) x T%).
We also define the spaces

Cireg — @ Cigreg(t)Areg(t) (Td)
t€£+

and Cireg := ("¢ | {oo}. More precisely, we view Ci**g a5 a Banach space with norm
| - llciee and define the topological space C'™¢ by including a point at infinity co and
determining the topology by starting with the basis of open balls in C™€ and adding sets
of the form {g € Ci¢ : llgllciee = N} U {oo} for any N > 0. We adopt the notational
convention that ||oco IICiregj +00.

For any f € C(Ry, C"™8) and L € (0, oo] we write

TEf]:=inf{r e Ry : | fOllgiee = L},  TLf]:=T>[f].

Consider the space

crem = {f cCR,. (e > T JO) = oo}'

reg,+
Flori € Crip

Fix a smooth decreasing function x : R — R which is identically 1 on (—o0, 0] and

identically 0 on [1, c0). For any L € N we define a map ® : C™™ — C(Ry, C"™#) by

setting

t =T f]

® 1) = ———— t).

L@ X(TZL[f]_TL[f])f()

This is basically a “soft” way of stopping the function f when its norm becomes larger
than L. Note that ©(f) € CrTeg’+ forall T > 0 and f € C™™. We equip C™™ with a
metric d(-, -) := Y 5o 27 LdL (-, ), where for f, g € C™™,

duf.g)i= LA[ sup 1OL(NO = OLDllers + 1OL() = OLD g+ |
tel0,
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Remark 2.19. The reason for the complicated definition of ® (f), rather than a sharp
cutoff such as Oy (f)(1) = f(OL{t < TL[f1} + F(TL(F)HL{r = TE[f]}, is that the
latter loses time regularity, in which case it may happen that ||© 7 (f)]| et = = oo (e.g., if
reg(t) > so for some t € £).

We also set

Cclas — {f c C(R+,C/ir;g) :Vt > T[f]v f(t) =00 }

Floriy € CCW0, TLfD) x T |

Finally, consider a smooth function ¢ : R4t! — R supported on the ball |z|s < 1 with
J 0 =1, as well as a family of constants

{ct.€R:7 e _[F] forsomete £, & > O} (2.19)
We then denote by

SQ& Cnmse Cireg N Cclas’ E V) > @ = ((ﬂt,e)te£+:

the classical solution map of the following system of initial value problems for ¢, =
(pre s te Ly):

{Irl(ee)
hpe = Lpie+ Fl0) + ) Floag®™ + 30 ¢ T (2.20)
e re %,—[F]
with initial data ¢¢ (0, -) := ¥¢(-), where the mollified noises é[(g‘g) are defined as in
(2.17). The combinatorial symmetry factor S(t) appearing in this identity is defined as
follows. For any tree T written as

= xkar(]ﬂ[ Iyl 1), 21)
j=1

where we group terms (uniquely) in such a way that (o;, ;) # (0j, 7j) fori # j, we
inductively set

S(r) = k!(H S(rj)ﬂfﬂj!). (2.22)
j=1

Remark 2.20. Continuing the thread of Remark 2.11, the formulas (2.21) and (2.22) can
be adapted to the cases of (2.14) and (2.16) as follows. For (2.21), in both scenarios one
only has a single type of edge so the o; are always all the same. Furthermore, in the case
of (2.13) one forces k = 0 and [ = 0, while for (2.15) one always sets k = 0 and forces
e {0}U{l,...,m}. In this way, both (2.14) and (2.16) are special cases of (2.22).

As discussed earlier, to formulate the main result of this section, we decompose the
map S, ¢ into a “stationary” part

SQ_E: Cnoise — Creg,— N Coo’
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independent of the initial condition, as well as a “remainder” part
S;g . Choise . oireg Cclas,

which does depend on the initial condition. These two maps will be chosen in such a way
that one has the identity

Soe(6, ¥ +8,:6)0,9) =S, .6, ¥) +S,,.©). (2.23)

Here SQ_’ «(£)(0, ) is a function of space obtained by restricting SQT <(&) to the time 0

hyperplane. We also remark that addition between an element of C*#% and an element of
C naturally yields again an element of C1%.

The precise definitions of Séfs will be given in (A.10) below, based on the construction
of Section 5.5 below, but do not matter much at this stage. Suffice it to say that this
decomposition should be thought of as a higher order version of the classical Da Prato—
Debussche trick [DPD02, DPDO03]. With all of these preliminaries in place, our general
convergence result can be formulated as follows.

Theorem 2.21. Suppose that Assumptions 2.6, 2.8, 2.13, 2.15, and 2.16 hold. Let & €

Gauss, viewed as a C"*-valued random variable. Then the system (2.18) admits max-

imal solutions in the following sense. There exist maps S~ : C"¢ — C™~ and

St gnoise i Ciree . Crem yyith the following properties.

o The maps S* are measurable.

o Almost surely, the map W +— T[ST (&, ¥)] is a strictly positive lower semicontinuous
function and W — ST (&, ) is continuous from C™8 into C™™.

e For any smooth function ¢ : Rt — R supported on the unit ball with [0 =1, there
exists a choice of constants (2.19) such that, as € |, 0, ng . converges to S~ in proba-

bility as random elements of C*¢~, and, for fixed ¥ € C", ng <&, V) converges in
probability to ST (€, V) as random elements of C™™.

Remark 2.22. One does not, in general, have unique (or even canonical) choices for
the maps S™ and S~ this is already evident at the level of SDEs where the choice of
It6 or Stratonovich integration (or any interpolation thereof) leads to different solutions.
However, in the language of regularity structures, non-uniqueness is captured entirely by
the choice of model above £. In particular, as the formulation of the theorem indicates, the
model can be chosen independently of the mollifier o, and the maps S and S~ become
canonical once this choice is made.

Remark 2.23. A possible choice for the constants (2.19) is given by
¢} = E[I%° A% (0)], (2.24)

where A% is the twisted antipode defined in [BHZ19, Prop. 6.17] and I1¢ is the canoni-

cal lift of (E[(e))[E ¢_ defined in [BHZ19, Sec. 6.2]. In particular, ¢, o can be taken as zero
whenever 7 is planted or of the form (2.11) with k£ # 0.
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Remark 2.24. Assumption 2.15 is in fact automatic for locally subcritical systems of
SPDEs where all driving noises have the same regularity. In the general case, this con-
dition is more for convenience than a fundamental necessity. This assumption was also
made in [CHI16] to ease the presentation of the proof. If this condition fails, one can
always rewrite the system under consideration in such a way that it is satisfied for the
rewritten (equivalent) system. We also mention that our formulation of the renormalised
equation in (2.20) is based on this assumption. Our main result, Theorem 3.25, which is
a combinatorial / algebraic result, does not require this condition and in the more general
case one may see new terms involving components of the noises £ in the renormalised
equation—see Section 3.25.

In Assumption 2.16, the first condition guarantees that none of the stochastic objects
we need to control have diverging variances. Diverging variances cannot be cancelled by
the subtraction of renormalisation constants and thus fall outside of our framework. The
difficulty of dealing with this scenario was already observed in [CQ02, FV10, Hosl16,
HHL*17, CH16] and one cannot expect the conclusions of Theorem 2.21 to hold in this
case. The second condition likewise prevents the occurrence of divergences we cannot
renormalise.

Remark 2.25. The statement of Theorem 2.21 is more convoluted than a classical max-
imal existence theorem due to our splitting of the solution map into maps S~ and S™.
This is because our method of proof is to solve an equation for the remainder term of a
truncated perturbative expansion at stationarity. This truncated expansion is given by S,
which can be written explicitly!? as a finite sum of renormalised multilinear functionals
of &. Each such functional makes sense as a global in time object and there is one such
functional for every t-non-vanishing tree Tfm with |Tfm| s < —(|t|s A 50). The remainder,
which may blow up in finite time, is then given by S (v).

The generality allowed by the assumptions of Theorem 2.21 means that this notion of
maximal solution is the best one can hope for. This is also needed for treating equations
with scaling behaviour like the dynamical <b§ problem with d > 3. Indeed, our result
then applies as stated for arbitrary (non-integer) d < 4 for which it is not possible to find
a function space B containing typical realisations of the solutions and such that even the
deterministic Allen—Cahn equation is well-posed for arbitrary initial data in B.

2.8. Applications

2.8.1. The generalised KPZ equation. We apply Theorem 2.21 to the generalised KPZ
equation as described in Section 2.4. We shall see below that the convergence statement
of Theorem 2.21 simplifies greatly in this example since one can readily check that there
are no t-non-vanishing trees with |Tfm ls < —(]t|s Asp), so by Remark 2.25, one can take
Sy.(6) =S () =0.

Forevery t € £, we set % 1= 3]2 — 1. Note that we chose %} to satisfy (2.10), and
added the term X(y,0) to F,? accordingly.

13" See the proof of Theorem 2.21 in Section A.5.
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We define reg : £ — R and ireg : £;4 — R by reg(t) = ireg(t) = 1/2 — 3« for
te £y, andreg(l) = —3/2 — 2« for [ € £_. Then it is straightforward to check that F
obeys reg in the sense of Definition 2.3.

We turn to checking the assumptions of Theorem 2.21.

e Assumption 2.6 is readily verified upon noting that
ne = |llg A 2ireg(t) —2) = (—=3/2 — k) A (—1 — 6k).

e One can readily check that the t-non-vanishing trees with lowest degree are of the form
&, for which |E(|s = —3/2 — k. Hence, as we already pointed out, there are no t-
non-vanishing trees with |Tfm| s < —(|t|s A s9) = —2, from which Assumption 2.13
follows (see footnote 12).

e As mentioned in Remark 2.24, Assumption 2.15 follows from the fact that F obeys reg
and | - | is constant on £_.

e Assumption 2.16 is an immediate consequence of the easily proven fact that for any
Tfm € jti,,[F] with |[E7| > 0 one has |Tfm|5 >—1—2k > —-3/2+«.

It follows that one can apply Theorem 2.21 to the generalised KPZ equation with the
further simplification that S; (&) =57 (&) = 0 as claimed.

We finish this subsection by performing explicit computations of some of the terms
TtF [T:"](ug) and constants ¢, ¢ [Tfm] appearing on the RHS of the renormalised equation
(2.20) for uy = (u,¢)1ee,—here u; is playing the role of ¢,. As in (2.7), we set u, for
(0Pute(z) : (t, p) €6) € RO. There is a degree of freedom in choosing ¢, ¢[-] as given
in (2.24) in that in order to specify 1 one must fix a choice of truncation of (8, —.%;) ™!
for each t € £, . For convenience, since all these kernels coincide in our case, just fix a
single kernel K (z) which is a smooth function on A \ {0} that is of compact support,
agrees with (9; — L)~ ! for |z]s < 1, and integrates to 0.

Before presenting it we describe some notational conventions we use in the com-
putation. In order to lighten notation we will drop the ¢ from notation, writing u =
(ug:te £4)andu = (3Pu(z) : (t, p) € 0) € RO. The functions oc?(u) and I'g (u),
a,b,c e £4,0 € £_, are always written as functions of u, not u, to make it clear that
they depend on (uy : t' € £4), but not on any derivatives of these functions. Moreover,
when we write an expression like Dy ot[ (u) we are taking a derivative in the uy argument.
We also recall that in this example we use z = (¢, x) notation for points in space-time and
so we use the shorthand 9, := 9D,

Let us consider the trees given by J(j,o)(X(O’l)E[)E[ and Jj,0)(EnF(q,0,1) (D,
where j, q € £4 and [ € £_ as in the notation of (2.11). Both trees are of degree —2« and
we can depict them graphically as in [FH14, HP15] by

F5.00XOVENE =%, F5.0)(ED)Fq.0.1)) (Er) = O~

We suppress the indices in the graphical notation for the sake of conciseness but for what
follows j, g, and [ have been fixed. Circles represent instances of &, the cross represents
the factor XD We first walk through the computation of Tf [®o](u) for some arbitrary
te £+:
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Y [elm) = F{(u) = o{(u),
T{el@ = @OV r{ D = @OV FH@ = Y @ue)(Deo)@w),
tel
TPl = (F 81D o FH @) -
= (Djo)w) Y (Bxue)(Dyo))(w).

vel,
Using formula (2.24) we get
Co.e[%0] = E[(II%F A%%.)(0)] = —E[(T1%*®)(0)]
= /A2 0:(z — 2)0e (221K (—2) dz d7. (2.25)
For the tree ©° we have
{1021 = [ (017 [01D,0) Diq.0.1) F ] (w)

o} Wog) Y @ue)[D;(Ty o + T8 )lw)
t’€£+

and, writing K ©®) := K x o,
Coe[%F] = E[(TT%° A°2)(0)] = —E[(I1®*°°)(0)]

- [ K©@9(2)(3, K@) (z) dz. (2.26)
A

Note that (2.26) vanishes, and, for spatially symmetric o and K, so does (2.25); in fact,
this remains true for any choice of noise £ € Gauss.

2.8.2. The dynamical @j_ 5 model. We consider in this subsection the equation

do=(A—1Dp—¢° +E&. (2.27)

We work here in 1 + 4 dimensions A := R x T* and use the parabolic scaling s =
(2,1,1,1,1). We fix some § > 0 and consider £ as a Gaussian noise which satisfies the
conditions of Definition 2.17 for every |[l[|s < —3 + §/2 (constructed, for example, by the
convolution of white noise on A with a slightly regularising kernel). Note that, in terms
of scaling properties, the cases 6 = 2 and § = 1 behave like the usual @‘2‘ [DPDO3] and
CI>‘3‘ [CC18, Hail4, HX18, MW17] equations respectively, while the case § = 0 corre-
sponds to the critical regime.

In this example, we demonstrate a situation where one is unable to start the equation
from initial data of the “natural regularity”, i.e., of the same regularity as the solution,
and thus requires the full power of Assumptions 2.6 and 2.13 and the decomposition
of S into ST in Theorem 2.21. As we shall see below, for every 6 > 0, one must take
?:(0,) =¥ +S,,.(0,) where ¢ € Cg(Td) with n > (=2/3) v (=§), and S, is the

explicit stationary part which converges in C4 1+8/ 2_K(A) in probability as ¢ — 0. In

particular, rougher noise forces us to start the equation from a smoother initial condition
for the remainder (which can be interpreted as starting the equation closer to equilibrium).
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Remark 2.26. One can see directly the necessity of the lower bound n > —2/3 by re-
calling that the deterministic map which sends ¢(0, -) to the solution (2.27) with zero
noise £ = 0 is continuous only for ¢(0, -) € Cg (T?) with n > —2/3 [Hail4, Rem. 9.9].

We fix some § > 0 and « € (0, §/6) for the rest of the example. First, a computation
shows that the renormalised equation takes the form

4
dpe = (A= Dge — @] + Cen9; + Ce19e + Ceo+ Y C% +E0. (228)

i=1

Indeed, here £ = {t} and £_ = {I} are singletons, |t|; = 2, and |l|s := —3 4+ §/2 — «.
The corresponding non-linearity is the cubic function F(X) = EI& 0)- Suppose that T =

Tfm € jt,,[F] has at least one edge, i.e. it is not of the form E{ (note that, for k # 0,

X*E/ is not t-non-vanishing and thus does not belong to ﬂl_[F ]). The following can
readily be deduced by an inductive argument: if x € N7 is a leaf, then m=(x) = [; if
X € N7 is not a leaf, then m®(x) = 0; if ¢ € E7, then f(e) = (t, 0). Moreover, every
node x € N7 must have m* (x) = 0 and, if x is not a leaf, must have three outgoing edges
with the following possible exceptions:

1. there is exactly one node with one outgoing edge; in this case |7]|s = —1 + 6/2 — k if
T is the planted tree F((,0)[E1], and |t]|s > —1 + 35/2 — 3« otherwise,

2. there is exactly one node x with two outgoing edges and m* (x) = ¢; for some i =
1,...,4;inthiscase |t|s = —14+86—2k if T = Xeij(tﬁo)[E[]a and |t]s > —1425—4«k
otherwise,

3. there are exactly two nodes with two outgoing edges each; in this case |t|g > —1 +
36/2 — 3k,

4. there is exactly one node with two outgoing edges; in this case |7]|s > —2 4+ § — 2«,

5. no exceptions; in this case |t|g > —3 + 35/2 — 3«.

An inductive argument tells us that the counterterms associated to the above possibilities
are given respectively by (up to combinatorial factors):

1.(p§, 2. 0ipe, 3. gof, 4. 9., and 5. anumeric constant.

Furthermore, recall from Remark 2.23 that planted trees and trees with non-zero poly-
nomial decorations at the root do not contribute to the counterterms, and thus the first
subcases in cases 1 and 2 can be ignored when determining the renormalised equation. It
follows that C8,2<p§ and cé”a,» @ do not appear in (2.28) whenever § > 2/3 and § > 1/2
respectively, which explains their absence in the usual cpg equation. Similarly, C; 1¢;
and C, o do not appear whenever § > 2, precisely the values for which (2.27) is classi-
cally well-posed. Note further that, due to the symmetry ¢ +— —¢, one can in fact take
C..2 = C¢ 0 = O since our noise has vanishing odd moments.

Remark 2.27. Equation (2.27) also demonstrates an example where the naive rule con-
structed from the corresponding non-linearity is not complete in the sense of [BHZ19].
Indeed, the rule R(D) = {0}, R = {(E1), ([F«0le)}e=o,...,3 ceases to be complete



896 Y. Bruned et al.

for § < 1/2, and its completion [BHZ19, Def. 5.21] is given by adding {(F(t¢,))}i=1,..4
to R(t). While the consideration of rules is not necessary to compute the renormalised
equation, we note that R fails to be complete for the same reason as the counterterm
Z?:l é’)a,- @e appears in (2.28), which are consequences of the (negative) renormalisa-
tion procedure.

Continuing, we define reg : £ — R by reg(l) := —3 + §/2 — 2« and reg(t) := —1 +
8/2 — 3k. Since reg(t) > —1, we see that F obeys reg, i.e., the equation (2.27) is subcrit-
ical. Furthermore, choosing any ireg : £ — R such that ireg(t) > (—2/3) Vv (—=§ + 6«),
we see that Assumption 2.6 is satisfied. Indeed, the first condition in Assumption 2.6 is
trivial since O = ¢. Furthermore, using Remark 2.5, we have ny = |0|5 + (3ireg(t)) A
(ireg(t) + 2reg(t)). Hence the bounds in the second condition of Assumption 2.6 are
respectively equivalent to

(3ireg(t)) A (ireg(t) + 2reg(t)) > —2 <= ireg(t) > (—2/3) Vv (=68 + 6«k),
(Bireg(t)) A (ireg(t) + 2reg(t)) + 2 > ireg(t) <= ireg(t) A reg(t) > —1,

both of which are satisfied with the above choices. Note that Assumption 2.15 is again

automatic by Remark 2.24, while Assumptions 2.16 and 2.13, are readily checked using

the above classification of ﬁ,_ [F]. We thus meet all the criteria to apply Theorem 2.21.
To summarise, it follows from Theorem 2.21 that for any fixed § > 0 there exists

e achoice of constants C; 2, C; 1, Ce 0, Céi), i=1,...,4,and
e a function of the noise S, 0. (&) which is smooth for every ¢ > 0,

such that, as ¢ | 0,

o S;.(6) > S7(§)inC; > (A) in probability, and

e for any n > (—2/3) Vv (—4§), the solution to the renormalised equation (2.28) with
initial condition ¢, (0, ) = ¥ + (SQ_’S (€))(0, -), for fixed Y € Cg (T?), converges in
probability to local solutions in the sense dictated by the theorem.

Remark 2.28. In the case § € (2/3, 2], the stationary part S~ takes on the simple form
ng (&) =G & ©8) 5 S§7(&) := G x &, where the convergence moreover happens

in the space C([0, T], C;H(S/z* (T*)) (cf. [Hail4, Sec. 9.4]). One can leverage this fact
to build a more explicit (though equivalent) solution theory for the <I>‘31 equation than that
given by Theorem 2.21.

2.8.3. Renormalisation of non-linearities. We close this section with a computation that
shows how, with a pre-processing trick, the algebraic framework described in the next two
sections also allows us to identify an action of the renormalisation group on reasonable
local non-linearities even when the non-linearity in question does not appear on the right
hand side of (2.18). This example is different in flavour from Sections 2.8.1 and 2.8.2
since it is more of an advertisement of the generality of the upcoming Theorem 3.25
rather than the applicability of the self-contained Theorem 2.21.
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To illustrate this trick we work with the equation
diup = (A — Dup +up + gup)é (2.29)

in 1 + 2 dimensions, on A := R x T2, where g : R — R is a smooth function and & is
spatial white noise, that is, & is Gaussian with covariance structure E[£((¢, x)&((s, y)] =
8(x — y). Equation (2.29) is sometimes called the generalised parabolic Anderson model
(gPAM). We use the parabolic scaling s = (2, 1, 1), and since we have a scalar equation
with a single driving noise, both £, = {b} and £_ = {[} are singletons. We fix &, =
A —1 so we have F[E(u) = g(up) and Fg(u) =up. Wecanset |[t|s =2and |l|s = —1 —«
for any ¥ > 0 and to keep the number of symbols of negative degree to a minimum we
assume that x € (0, 1/3). We then have .75, _[F] = {%} where % = E(F6.0)[E1]. One
can then check that TbF [%ol(u) = g'(up)g(up). We leave the specification of reg, ireg,
and the verification of the assumptions of Theorem 2.21 to the reader—the conclusion is
that for any appropriate mollifier o there exist constants co, for e € (0, 1], such that,
started from appropriate initial data, the local solutions of

0,8’

3;1,{[,’5 = (A - 1)“[1,8 + Up,e + g(ub,s)él,s + g/(”b,e)g(ub,s)cg?g» (2.30)

where &[ . := & * o, as before, converge to a limitu as ¢ |, 0.

Readers familiar with the theory of regularity structures will know that the limit uy
can be obtained directly as a solution (2.29) when one interprets the equation as “being
driven” by a particular rough model Z. Then the convergence of the up . to up is a conse-
quence of the fact that suitably renormalised smooth models Ze converge to Zase 10,
where the up . arise as the solutions to (2.29) driven by Zs. As mentioned before, the
contribution of this article is to show that the up . are themselves solutions to classical
PDEs driven by & (for the case of gPAM, this can be verified by hand as in [Hail4]).

The theory of regularity structures also allows one to make sense of classically ill-
defined non-linearities of uy, such as f(up)& for some smooth function f, in a “renor-
malised sense”. One can use the modelled distribution expansion of uy to obtain a mod-
elled distribution for f (up)&( and then applying to this the reconstruction operator asso-
ciated to Z.

It is natural to ask if f(uyp)&; constructed in the above manner can be obtained as a
limit of he(up ¢, &) for appropriate hg(-, -) as € | 0. For the case of gPAM, this can
be done by hand fairly easily, but the method we give below is more robust and much
more tractable for analogous computations for more complicated equations like (2.4)—
see [BGHZ19] for a situation where one needs such a result.

The idea is simple and involves working with a larger system of equations. We set
£y :={b, q} and look at

up =Pplup + g(up)é] and uyq =Pyl f(up)éi].

Here we have written the system as a fixed point problem, where P, := (3; — %)\
The new operator Py just corresponds to the identity or some approximate identity and has
been inserted so that we can encode the problem of obtaining f(#)& as solving a system
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of equations. We set |q|s = 0—we are slightly out of the scope of the assumptions of
Theorem 2.21 but the proof still carries through.'*

In this new system we have Fg(u) = Uup, Fg(u) = g(uyp), Fg = 0, and F;(u) =
f(up). For our larger system we now have new symbols which have an edge of type q,
but all of these new symbols vanish under TtF [-], for t € {b, g}, since u4 does not appear
in any component of F. Again, the sole symbol contributing counterterms is % and we
observe that the system gets renormalised to

up,e =Pplupe + gupe)ée + CZ?gTﬁ[Qo](us)],
Ug,e =Pq [f(ub,s)él,a + CZOgTCIE[O\O](ue)]

The b component works out the same as before, that is, TbF [u] = g’(up)g(up). For the q
component we have Tff [u] = f/(up)g(up) which indicates that the function 4, is given
by

hs(ub,& ";:I,s) = f(ub,s)a,s + Cé?gf/(ub,s)g(ub,s)'

3. Algebraic theory and main theorem

In this section we will state the main theorem of this paper, Theorem 3.25. In order to
precisely state and prepare to prove this theorem, we will spend much of this section
recalling and specializing many definitions from the theory of regularity structures. Be-
fore presenting what might be an intimidating level of formalism, we take a moment to
describe the content of this theorem at a conceptual level.

In the theory of regularity structures, fixed point problems are first posed and solved
in a space of modelled distributions. Recall that these modelled distributions are jets that
should be viewed as generalised Taylor expansions—they are functions from space-time
into a linear span of abstract monomials. These abstract monomials can be split into
two categories: (i) the “classical” monomials Xk, k € N4, which are placeholders for
polynomials and (ii) “planted trees” F o)[r], which are placeholders for multi-linear
functionals of the driving noise.

Since this section is more algebraic than analytic, we will not invoke the actual defi-
nition of modelled distributions (which also enforce some space-time regularity on these
jets) but just investigate what it means for such a jet to solve the fixed point problem at
an algebraic level, namely that the planted tree part of the jet is recovered when the full
jet is inserted into the non-linearity. We identify a necessary and sufficient condition for
this to hold which we call “coherence with the non-linearity”—see Definition 3.20 and
Lemma 3.21. In words, coherence with the non-linearity forces the coefficients of planted

14 Adopting the notation of later sections, a simple way to make this rigorous is to set Ug :=
Fé (Up) & (or more precisely Uq := Zgq [F(; (Up) E(] so that the trees in Uq’s expansion are planted
and thus fit into the framework of Section 3—here Zq acts “trivially” for our models) and observe
that the proof of Theorem 5.7 implies uq(x) := 7A2Uq (x) = ZY (MF)é(ub(x))éA[(x), which is
precisely what we want.
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trees in a jet to be given by particular explicit functions of the coefficients of the classical
monomials.

Next we investigate how renormalisation and coherence interact. Recall that the renor-
malisation group of regularity structures can be interpreted as a group of linear operators
acting on the span of abstract monomials. For every element of the renormalisation group,
we define in (3.9) a map on the space of non-linearities. In Lemma 3.23, we show that this
procedure induces a bona fide group action of the renormalisation group, and describe this
action through the adjoint of the renormalisation maps acting on monomials. This then
allows us to state Proposition 3.24, which says that the combined action of the renormal-
isation operators on non-linearities and jets preserves coherence. With this in hand we
can then apply Lemma 3.21 to obtain Theorem 3.25, which states that if a jet satisfies an
algebraic fixed point problem, then the renormalised jet satisfies a renormalised algebraic
fixed point problem.

We now return to formulating the setting for the precise statement and proof of The-
orem 3.25.

3.1. Set-up of the regularity structure and renormalisation group

We freely use the notion of rules and the notations from [BHZ19, Sec. 5.2]. We start by
fixing a normal complete rule R which is subcritical with respect to reg : £ — R; namely

reg(t) < |[t|s + inf E reg(b, p), Vte L.
eR(t)
(b,p)eN

We denote by 7 := (%, G) the (untruncated) extended regularity structure correspond-
ing to R as defined in [BHZ19]. We write 7°* for the collection of decorated trees which
span T °*. These decorated trees are of the form T,"° where T is a rooted tree endowed
with a type map t : Er — £, an edge decoration ¢ : E7 — N*! and two node decora-
tions n : Ny — N+ o : Ny — 7+ @ 7Z(£). We assign to any such tree two degrees

|- and |- |4 by
T80 = 3 (4@)ls — [e@l) + 3 [n()ls,
ecETr xeNT
3.1
T80 = ) (4@)ls — [e@ls) + 3 ()]s + [0(0)]s).
ecEr xeNT

Given a rooted tree 7', we endow N7 with the partial order < where x < y if and only if
x is on the unique path connecting y to the root.

We write R for the corresponding renormalisation group, ' i.e., the set of linear maps
M : T — F of the form M, for some g € €% [BHZ19, Sec. 6.3].

We now make a deviation from the notation of [BHZ19]. In what follows, we restrict
ourselves to a subspace of I °*, which, by an abuse of notation, we denote by the same

15 At this stage we really mean the full renormalisation group R which gives complete freedom
on how to treat extended labels, we are not restricting to the subgroups mentioned in [BHZ19,
Rem. 6.25].
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symbol. This subspace is spanned by all trees To"° for which n(x) = 0 for all leaves
x € N7 which are connected to the tree with an edge of type [ € £_. This means that 7;"°
has no edges of the form E,E)g = Jk[[XZ] with [ € £_ and ¢ # 0, but X* E,[( = XeJkI[XO]
for example is allowed. While both symbols appear in the regularity structure defined
in [BHZ19], it is the latter that we will identify with XZE([,;{) in Section 3.4 (and the
former will not have a meaning here). In a similar way, we henceforth let 7°* denote the
set of all such trees. Observe that I °* forms a sector of our regularity structure which is
closed under the action of R.

Remark 3.1. The trees in 7% are of a different form to those in Section 2.7, namely
noises are treated as edges in 7 °* but as node decorations in 7. We explain in Section 3.4
how to reconcile these two formalisms, and why we choose the latter in this article (see
Remark 3.7).

3.2. Drivers

Our equations will be written in a mild formulation, where we ask for the components
of the solution to be equal to an integral kernel operator acting on a linear combination
of elements of & multiplied by “driving terms”. The family of possible driving terms
includes the noises and their derivatives {D®&¢ : t € £_, ¢ € N?*1}, products of such
terms, as well as the constant function 1. In order to incorporate information on how an
equation has been renormalised, it is natural to allow for some degeneracy in the set of
(yivers in our abstract formulation, so we introduce some notation for this. First, we define
D:={(,e): € £_, ¢ € N°t!} Then we define

D = {1 e N? : 3t e £, with E; € R()},
where, for [ = {1, e1), ..., Ik, er)} € D, we set
E? = D% E[l s D“kE[k € Tex,

with the product being the tree product in 7* (in particular, E¢ = 1). Note that subcriti-
cality of R implies that ® is finite and that, by completeness, one has 0 € .

We also define, as in [BHZ19, Def. 5.23], a set D(t, N) C Z4t! @ Z(£) of ex-
tended decorations for every t € £ and N € R(t). We extend this definition by setting
D, N)=@forte £, and N € N \ R(t) where N is the set of all possible node types

as in [BHZ19, Sec. 5.2].
For each t € £, we define a corresponding set D¢ of drivers via

D= {1, 0) €D x (Z' ® Z(L)) : 0 € D(t, D). (3.2)

We also write © := (Jic g, D¢ For [ = (I, 0) € ® we use as above the shorthand

[1]

(=8 o0 e T, Iy = |E(l4. (3.3)

The set © contains all the drivers needed in order to formulate one of the main results
of this paper, Theorem 3.25. We add all possible extended decorations o such that these
drivers are stable under the action of the renormalisation group.
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Remark 3.2. As we will see in Examples 3.3 and 3.4, the set D can often be identified
simply with £_L1{0} (see also Section 3.4). This happens whenever the SPDE, before and
after renormalisation, contains no terms involving products or derivatives of noises; this
is the case, in particular, in the setting of Section 2.7 due to Assumption 2.15. It might
therefore be surprising that we choose to accommodate renormalisation procedures which

e have a dependence on the extended decoration o,
e produce a counterterm which involves derivatives or products of noises.

For the first item, such renormalisation procedures are included in [BHZ19] and the state-
ment of Theorem 3.25 below becomes more natural if these are included here.

We give an example of a subcritical SPDE where the second item occurs. Set £
= {t} and £_ := {I, L} with |t|s = 10, |[;|s = —1, and |l;|s = —16. Our equation is

2 2
uy = Lyug + uy +uily + .
Then the renormalisation counterterm corresponding to

T = 1,0 [T [En]]FwolEp]

includes terms involving derivatives of ¢, and products of ;. One can calculate the
corresponding TtF [t] for our choice of F as described in Section 3.8. Alternatively, one
can perform the renormalisation contraction of t inside of the tree

Fo B, IoE,L]]FwolELIE.

We give two examples which illustrate the sets D and Dy, as well as all possible values
of |o|s for ([, 0) € D.

Example 3.3. In the case of B-series (see Remark 2.11), one has a single (constant)
driver E¢ and no products or derivatives of noises, nor extended decorations. In this
setting, we simply have ©® = {(0,0)}. In the setting of rough differential equations
(see [BCFP17, Sec. 6)), one again has no derivatives or products of noises, but now
£ =1{h4,....lx}and ® = £_ I_IN{O}, where we have used an abuse of notation to

identify [ € £_ with an element of N® . We also have
De={,0):leL_}u{,0):0e D(t0)}.

Setting the degree of the drivers to |l|s := o € (—1, 0), and recalling that edges increase
degree by 1, we have

{lo]s : 0 € D(t,0)} = {ka + (k — 1) € (—1,0) : k € N}.

(Note, however, that in this special setting, extended decorations can be ignored since
they do not affect the renormalisation procedure [BCFP17, Rem. 45].)
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Example 3.4. In the case of the generalised KPZ equation introduced in Section 2.4, one
has ® = £_ L1 {0} because no derivatives and products of noises appear on the right hand
side of the equation, nor do they appear after renormalisation. Then ¢ is again given by

De={1,0):le £_}U{0,0):0€ DX, 0)}.

Moreover, we can give an explicit expression of the elements |o|s, 0 € D(t, 0), which are
exactly the negative degrees which appear among the trees generated by the rules. One
has

{lols 0 € D(t,0)) = {—3/2 —«, —1 — 2k, —1/2 — i, —4i, —2«, O}.

3.3. Inner product spaces of trees

We introduce a very general prescription for building inner products of rooted decorated
trees which is designed to have the advantage of automatically encoding symmetry factors
of trees.'®

Saying that a set of rooted trees is decorated means that there are different species
of nodes and edges appearing in our trees. We thus assume that we are given a set N of
possible node species and another set E of possible edge species. We write D = (N, E)
for the tuple of decorations. We also assume we have been given an inner product (-, -) on
the free vector space generated by N.

We will generate a corresponding set 7 (D) of rooted decorated trees and an inner
product space built from the free vector space generated by 7 (D) and extending (e),
which we will call (D). We write Y for an element of N. We write I for an element
of E, and each such element will be thought of as an operator on 7 (D). In particular we
view the full set 7 (D) as being generated from the set of nodes by taking products and
applying the edge operators. We recall how our symbolic definition of a rooted decorated

tree corresponds to the naive one. Givenn > 0, I, ..., I, € E, a collection of previously
defined rooted decorated trees 1y, ..., 7,, and Y € N, the rooted decorated tree
n
t=Y ][]l (3.4)

i=1
is obtained as follows:

e Start with the trees 7y, ..., 7, and add a new node of type Y.
e Foreach 1 <i < n connect the new node to the root of 7; with an /; edge.
e Make the new node the root.

We treat the product over [n] appearing in (3.4) as commutative.

16 The situation focused on in this paper is “fully commutative”, in particular we see the degree 1
polynomials (X¢ )?1:0 as commuting and also do not distinguish different planar embeddings of
trees (i.e., we assume .9, (t) and .%,/(t’) also commute). One key advantage of the formalism we
adopt here is that it allows our work to be more easily translated to situations where some of this

commutativity is lost, for instance [GH17], by a simple tweak of the construction given here.
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We will define 7(D) := [ |;_ 7x(D) and now define the sets on the RHS. For k = 0
we set To(D) := N. Then for k > 1 and [ > 0 we define ﬁ(l)(D) inductively by setting
’72(0)(D) = () and then setting, for/ > 1, 7;((1)(D) to be given by all elements 7 of the form

(3.4) where one takes n = k and requires 71, ..., Ty € TU=D(D) where we set
T(l*l)(D) = To(D) U |_| ﬁ(l_l)(D)-
k>1

Finally, we set T¢(D) := Ulzo 77((1)(D). Similarly, we define
T(D) := @Tk(D),

k>0
where, for each k > 0, T4 (D) is an inner product space with its underlying vector space
being the free vector space generated by 7 (D).

Remark 3.5. The space 7 is of the form T(D) with N = (£_ U {0}) x N¢*! and E = 6.
(In our notations, N is identified with {X¥&; : k e Nt (e £_ 1 {0}}.)

For k = 0 the inner product for ¥ (D) is given by the one given as input for our construc-
tion. For k > 1 we inductively set, for any 7, 7 € Tr(D),

k
(@7 =0 Y 18,0, i)
seS j=1
where S is the set of permutations on [k] and we are using ¥ (resp. Y), I; (resp. I_j),
and 7; (resp. T;) as those appearing in (3.4) for the expansion of t (resp. 7).
One should remember that 7 (D) is an orthogonal but not orthonormal basis for (D).

We often write expansions of o € T(D) in the dual basis ({7, t)’lr 1 € T(D)) as

o= ZreT(D) (o, T)(r, 7).

The construction above also enjoys some natural functorial properties.

Lemma 3.6. Suppose we are given two sets of decorations, D = (N,E) and D' =
(N, E), along with inner products on (N) and (N). Then for any linear operator A :
(N) — (N') we define a linear operator Tp p/(A) : T(D) — T(D') as follows. For any
7 € T(D), we inductively set

n
Tp.0/(A)T = (AY) [ [ 1(Ep.p (A1),
i=1
where on the RHS we have used the expansion (3.4).
Then if we denote by A* : (N') — (N) the adjoint of A (defined with respect to the
given inner products on (N) and (N')) then Tp p/(A)*, the adjoint of Tp pr(A), is given
by Tpr p(A¥).

3.4. The trees of V

We introduce a new notation for rooted decorated combinatorial trees, closely related to
the notation of Section 2.7. Let V be the set of all decorated trees of the form Tfm where
m=m&m¥): Ny - D x N4+1! and f: Er — 0 are arbitrary maps.
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As in Remark 3.5, we formulate this in the language of Section 3.3. We set N :=
D x Nt and E := 0, so that V = T (D) with D = (N, E). We also give an inner product
on (N) by setting (using the same notational identifications as above)

]

(EXF, §iXF) = 818, zk!.

A tree T € V is of the form

n
= EX [ [ I pn (@) (3.5)
i=1

withl € ©, k € Nt n > 0, 7,...,7, € V,and (41, p1), ..., (ts, pn) € 6. We
then set 7 := T(D) and denote by (-, -) the induced inner product on ¥ as described in
Section 3.3.

It is not hard to see that this inner product just keeps track of the symmetry factors
analogous to that defined in (2.22). Extending the definition of S(-) in the natural way one
has, forany 7,7 € V, (7, T) = 6,z S(7).

Since £_ LI {0} can be identified with a subset of © by identifying 0 with (0, 0) and [
with ([, 0) where [ = {([, 0)} € D, J can (and will) be identified with the corresponding
subset of V.

We also identify 7°* with a subset of V as follows. To a decorated tree T, equipped
with a type map t : E7 — £, we associate the decorated tree ™ where T is obtained
from T by removing all the edges with type in £_. (This is indeed again a tree since
normal rules forbid to attach any further edge to an edge with a label in £_.) The deco-
ration m is given by m = (m=, m¥) = ({, 0), n) where for every x € Nr, 1(x) is equal
to {(t(e), e(e)) : e € E} where E_ are the edges incident to x with type belonging
to £_. The edge decoration § is defined by § = (t, ¢). For the rest of the paper, we use
the notation 7;™ and we revert to the notation 7,"° only when we need to rely on some
results from [BHZ19], e.g. for the proofs given in Appendix A.3.

Remark 3.7. We choose to treat drivers as part of the node decoration, rather than as
collections of edges as done in [BHZ19], for two reasons. First, it is more natural from the
definition of the map Y in which all edges are treated as differential operators (see (2.12)).
Second, it yields a more natural form of trees for the pre-Lie structures appearing in
Section 4. In particular, the set {Xk Ei: ke Natl [ ¢ D} forms a generating set for ¥
equipped with a family of grafting operators, which makes this set a natural choice for
node decorations.

Remark 3.8. Formally, the difference between 7°* and V is that V does not enforce the
restrictions that trees should conform to the rule R and that extended decorations should
be compatible with edge types as dictated in [BHZ19, Def. 5.24]: the only role played
by R in the definition of V is through the definition of the label set .

We will often use the symbolic notation (3.5) as in [Hail4, Sec. 8] and [BHZ19, Sec. 4.3].
In particular, the drivers Ey, [ € D, are given by (3.3). For o € 0O, we also define an
operator .%, : V — V as suggested by (3.5): given Tfm eV, Jo(Tf‘“) is the decorated tree
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obtained by adding a new root with node decoration equal to zero and joining this new
root to the root of T with an edge decorated by o.

Remark 3.9. Note that as in [BHZ19] we do allow symbols of the form F¢ ,)[X K.

3.5. A class of allowable equations

Recall that in the theory of regularity structures one lifts a concrete fixed point problem
to an abstract fixed point problem in a space of modelled distributions.

We define @ to consist of all tuples (Ft[)t,[ where t ranges over £, [ ranges over D¢
and for each such t and [ one has F{ € 2. There is a restriction on the equations we can
work with in that they must be compatible with the rule R used to construct our regu-
larity structure—we now describe a subset Q@ C @ which enforces this constraint. First,
define N} C N to be the collection of all node-types whose elements are all members of
£, x N?*!_ We then define a map N : & — P(N,) by setting, for F given by (2.3),

m

N(F) := U{oe Up:a<aj,pe @(@(E))}~

j=1
Definition 3.10. We say that F' € @ obeys our fixed rule R if forevery t € £, (A[, 0) €D,

and N € J\7(Ft([’°)), onehaso € D(t, N U i). We denote by Q the set of all F € @ which
obey R.

Remark 3.11. At first glance the definition above may seem to just enforce conditions
on the labels o, but recall that D(t, N) = @ if N € R(%), so that it implies in particular

that J\7(Ft[) C R(t) foreveryle ®andte £,.

Up to now, we have not required any additional properties on our rule R beyond com-
pleteness and subcriticality with respect to reg. We now introduce an additional non-
degeneracy assumption.

Assumption 3.12. Foreveryte £, N € R(t), and o € O, one has N U {0} € R(%).

Note that any subcritical rule R can be trivially extended to satisfy Assumption 3.12
while remaining subcritical with respect reg, so this is really just a condition guaranteeing
that we are considering a sufficiently large class of SPDEs. We give a simple equivalent
definition of @ under Assumption 3.12.

Proposition 3.13. Let F € Q. Consider the following statements.

i) F eqQ. A A

(i) Foralll = (l,o) € O, t e £, and a € NO such that o ¢ D(t,a U), one has
DYF{ =0.

Then (1)=(i1). If Assumption 3.12 holds, then (1)< (ii).

Proof. (1)=(i): LetF e @ and let [, t,  be as in point (ii). Then necessarily o ¢ J\Af(Ft[),

from which it readily follows that D* Ft[ = 0, which proves (ii).

For N € N®, define N7 := Nleg(t,p)<0 € NO (i.e., considering N as an element
of N, N~ is obtained by removing all edge types (t, p) for which reg(t, p) > 0). Ob-
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serve that under Assumption 3.12, it follows readily from the definition of D(t, N) that
DA, N ulh c D, Nul. .

Suppose now that Assumption 3.12 holds. Let t € £, = (l,o) € ©,and N €
N (Ft[). To prove (i), it suffices to show that 0 € D(t, N~ U f). Observe that the expan-
sion (2.3) and the definition of N (FJ) imply that DN” Ft[ is not identically zero. If (ii)
holds, theno € D(t, N~ U i), and therefore (i) holds. ]

3.6. Truncations

In practice, one works with a truncated version of the space I . We describe here the
truncated spaces and projections used to define our fixed point map.

Definition 3.14. For y € R, let 72, := {r € T* : |t|4+ < y}. Let ?73 < I be the

subspace spanned by 72}, and define the projection Q<) : T — JZJ which acts as

the identity on T € T if T € TZ}, and maps 7 to zero otherwise. We define 72),, I},
and Q<) : T — FE similarly.

We further introduce a truncation map with the important property that it is additive with
respect to tree multiplication (which does not hold for the | - | -degree).

Definition 3.15. For t = T\ € T we call L(z) := |Er| + |m*| the truncation param-
eter of 7. For L € N, define

Wep i ={teT™:L(x) <L}.

Let W~; C I be the subspace spanned by W<y, and define the projection p<;, :
I — W, which acts as the identity on v € T if t € W<, and maps 7t to zero
otherwise. We also set
yL = max{|t|+ 1T € W<},
and, for o € R, set
Ly :=max{L(z): 1 € T, |t]+ < a}.

Note that W<y, is a finite set for any L € N and thus 0 < y; < oo. Note also that
L, < oo since, by subcriticality of the rule R, there are only finitely many 7 € 7 for
which |t|4 < a. Moreover, L, is the smallest natural number for which © € W<, for
all T € 7 such that |7|+ < a.

Note that F/<y, is closed under the action of R but not in general under the action of
the structure group of 7.

Finally, we will require the following definition when dealing with renormalised equa-
tions.

Definition 3.16. For L € N, let
L:=max{L(t): 1€ T%, |tl4 < yL}.
Note that L. < L < oo and that for all M € %R,
M, M* :OJSe’;L - W_;, (3.6)

which follows from the fact that M and M* preserve the | - | {-degree.



Renormalising SPDEs in regularity structures 907

Remark 3.17. In the remainder of the paper we will often continue working with the
untruncated regularity structure 7 and then insert the needed projections into various
expressions; these are easily converted to statements on an appropriately truncated reg-
ularity structure. We also remark that any statements we give involving continuity with
respect to or convergence of models assume that one has truncated the regularity structure
at some level.

3.7. Non-linearities on trees

Let T := Span{X? : p € N¢t1} denote the sector!” of abstract Taylor polynomials
in I, For every t € £, we define 7, Tex C 7% and T ET,fX C T via

T ={r e T : v = Jpolf]l forsome T € T}, T := T @ Span T<*,
T =T € T : Jo)lil € T, T .= Span T&~.

We note that also T C J "”"‘x . The space I contains all “jets” used to describe the
left hand side of the t-component of our equatlon (2.6), while J G‘e" contains those used to
describe its right hand side. Thanks to our assumptions on the underlying rule R, one has
the following lemma (cf. [BHZ19, (5.11)]). Note that we always refer to the | - |-degree
when speaking about the regularity of a sector.

Lemma 3.18. Foreachte £, I, and J ‘Tex are sectors of T of respective regularities
reg(t) A 0 and (reg(t) — |t|s) A 0. O

We also define #* := P e, I and T = Dice, Eiex.

For p € N4+! we write 27 for the abstract differential operator 27 : H* — FT
given by .o lr] = Fu plrl, X — (qf!p)!Xq_p if g > p and X9 — 0 otherwise.
Given U = (Ut)t62+ € #H* we define U = (U(t,p))(t,p)e® S @(t,p)e@ @pgtex by
setting Uy, py := PP Uy.

Writing W := Do, T, we immediately obtain the following lemma from the
implication (i)=>(ii) of Proposition 3.13.

Lemma 3.19. Let F € Q. Write FE: W — W for the map U — (3, (F,(U)E1) :
b € £4) where

ol
Fo(U):= ) M(U— (U, 1)1, (3.7)

!
aeNO o
and writing U = (Up)geo, set (U, 1) := ((Up, 1))oeo € RO. Then, for any y € R,
Q<, FE maps # to 7.
Proof. This follows from the fact that for b € £,, [ € Dp, and any a € N® with
D¢ F[E # 0, Proposition 3.13 guarantees that (U — (U, 1)1)*Ey € Tbex o

17 A sector is a subspace of I which is stable under the structure group and respects the de-
composition into homogeneous subspaces [Hail4, Def. 2.5].
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3.8. Coherence

For each F € @ we define TF : V — P+ YF > Y] = (Tf[f])teg+ by
(2.12), the only difference being that we now allow [ € ©. Recall also that we identify 7*
with a subset of V. N

For U € # we define UR e Z°* by setting, for each t € £,

R _ (U, Folt])
U:' = Z TT.
.L.ernex ’

Additionally, we define a tuple u’ = (uY)qco where uf € Ris given by setting u(;, ) =
(XP, Uyg) = (1, Ug, py)- In this way, every U € #** can be written uniquely as

1
U= ) —ul X +JwolUfl. (3.8)
peNd+1 £

Definition 3.20. We say that U € #* is coherent to order L € N with F € @ if, for
every t € £ and every t such that F¢ 0[] € W< 41,

(Ut Jwolel) = 1{ [rl@?).
We note the following equivalence.

Lemma 3.21. Fix F € Q and L € N. Consider U € # of the form (3.8). Then U is
coherent to order L with F if and only if, for every t € £,

p<L Y FL{U)E=p<L UL

€Dy
Proof. This follows from Lemma 4.6 below, combined with the additivity of tree multi-
plication with respect to the truncation parameter L(7). O

3.9. The main theorem

We define an action of 9% on @ written, for M € R, as F — MF where MF € Q is
defined by setting, foreach t € £, and [ € Dy,

Mrf[r] e 2. (3.9)

[ ._ ~F ¥y
(MF):=Y{ [M*E(] = ZX -
reTe
We defer the proof of the following lemma to Appendix A.1.
Lemma 3.22. Let F € Q and M € *R. Under Assumption 3.12, one has MF € Q.

The following lemma, whose proof is deferred to the very end of Section 4.3.3, implies
that the map F +— MF defines a (left) group action'® of 9% on @, which is not obvious
from (3.9).

18 One also needs injectivity of the map F +— (TtF )teg, but this immediately follows from the
fact that Ft[ = TtF[EI] foranyte £4,le®.
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Lemma 3.23. Suppose Assumption 3.12 holds. Then for all F € Q, M € R, and
T € T%, one has YF[M*t] = TMF[1].

For the rest of this section, we suppose that Assumption 3.12 is in place.

Proposition 3.24. Fix F € Q, L € N, and M € *R. Suppose U € F* is coherent to
order L with F, for L as in Definition 3.16. Then MU is coherent to order L with M F.

Proof. Forevery t € £ and F.0)[t] € W<r+1,

(MU, J,0)[t]) = (Up, M* F,0)[7]) = (Ug, Fe,00[M*7])
=1 M*r1?) = Y [r1MY).

Here the third equality uses the definition of coherence and that M*t € W_; (which

follows from (3.6)). The fourth equality uses Lemma 3.23 and that u?’ = uMl, ]

Our main algebraic result can be stated as follows.

Theorem 3.25. Let F € Q, L € N, and U € F written as (3.8). Suppose that U
satisfies, for every t € £,

p_; Y FlU)E =p_ UL
[E@t

where L is defined as in Definition 3.16. Then U is coherent to order L with F, and for
all M e Randte £,

p<LMU{ =p<1 Y (MF){(MU)EL. (3.10)
[E@t

4. Proof of Theorem 3.25

With Lemma 3.21 and Proposition 3.24 at hand, we are ready to give a proof of Theo-
rem 3.25.

Proof of Theorem 3.25. Coherence of U to order L with F follows from Lemma 3.21. It
follows from Proposition 3.24 that MU is coherent to order L with M F, from which we
obtain (3.10) again by Lemma 3.21. O

Lemma 3.21 and Proposition 3.24 in turn rely on Lemmas 4.6 and 3.23 respectively. In the
rest of this section, we set up the combinatorial / algebraic framework which allows us to
prove the latter two lemmas. The general strategy of the proof is as follows. In Section 4.1
we introduce a space %8 consisting of trees with additional information on their polyno-
mial decorations; see Remark 4.2 for further intuition. We furthermore introduce a map
Q : B — Y which discards this additional information, and a map TF . B - p+
which “lives above” Y : ¥ — 2%+ in the sense that Y [t] = TF[Q*1].

In Section 4.3, we introduce several grafting operators on our spaces of trees and
show they possess several important properties. First, the maps YF . B - pL
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0* : U — B*, and YF : ¥ — 2%+ all become pre-Lie morphisms with respect
to these operators (Lemmas 4.8 and 4.14, and Corollary 4.15). Second, they are in suit-
able “co-interaction” with the renormalisation group R (Proposition 4.18). Third, they
allow us to decompose the construction of trees into elementary grafting operations start-
ing from a simple set of generators (Proposition 4.21). Together, these facts lead to the
proof of Lemma 3.23.

The reason for introducing the space 9B is that it greatly facilitates the combinatorics
required in the proof of Lemma 4.6, as well as the pre-Lie morphism properties in Sec-
tion 4.3.

Remark 4.1. The key point in obtaining the renormalised equation relies on the pre-Lie
structure associated to the coefficients Y7 (see [Man11] for a survey on pre-Lie algebras).
The presence of edge and polynomial decorations makes this pre-Lie structure somewhat
complicated. In the case of B-series, however, it is quite easy to describe. Indeed, we just
have one grafting operator ~ defined for two trees 71 and 72 by

AT = Z T My TY,
veN,2
where ~, means that we attach the tree 15 to the tree 71 by adding a new edge between
the root of 1, and the node v. For instance, in the next example we get

RV VNN

This grafting operator satisfies the pre-Lie identity, for all trees 71, 72 and 3,
i) Ap—1tan (M) =[m0mnNT)NNr3—1n (T N 13). “.1)

This identity is called pre-Lie because one can derive a Lie bracket from the grafting
operator: [11, T2] = 71 » T2 — T2 ™ T1. A vector space endowed with a product ~ satis-
fying (4.1) is called a pre-Lie algebra. The identity (4.1) has to be compared with (4.26)
below, where there are several grafting operators coming from the decorations on the
edges. The map YT in the case of B-series is a morphism of pre-Lie algebras between the
space of rooted trees and the pre-Lie algebra given by vector fields on R?. Indeed,

Yloern ¥V 1=1Fle]«Y N1 (F<G)=F-DG.

In the case of SPDEs, the morphism property is given by Corollary 4.15. In [CLO1], a
universal result has been proved, namely that the pre-Lie algebra of rooted trees is freely
generated by e and the grafting operator ~. Such a result is true for the branched rough
path case when the set of generators is replaced by e;. In this context, one also has the
same morphism property, which is useful for understanding how a map acting on the trees
acts on the coefficients associated to them, and thus how to obtain the renormalised equa-
tion for rough differential equations in [BCFP17, Thm. 38]. Indeed, the renormalisation
map M in [BCFP17] is defined as the unique pre-Lie morphism translating the genera-
tors, which is then verified to agree with the renormalisation maps introduced [BHZ19].
In order to repeat the same strategy here, a universal result is given in Proposition 4.21
and the morphism property for the renormalised map M is proved in Proposition 4.18.
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4.1. The space B

We apply the procedure in Section 3.3 to define another space of trees with a specified
inner product. We keep E as in Section 3.4 but introduce a new set of node decorations

n
N'i= & [ [ T o X91 1€ D0 2 0, (. pi) €0, ki € N, py < ki,
i=1

where the product over [n] appearing above is treated as commutative. The inner product
on (N’) is defined by

n n _ n
(B[ TZalx* ) & [T 70 0X50) = 8,800 2 [ [ o0t Sty ki = POL - 42)
i=1 i=1

seS, i=1

Setting D’ := (N’, E), we then define the set B := 7 (D’) and the inner product space
9B := T(D') as prescribed in Section 3.3. In particular, every tree o € BB can be uniquely

written as
o =¥ [1 9101 = & ([T Zo 1X*1) ([T 50, [051). (4.3)
jeJ iel jeJ
where I and J are finite index sets, [ € D, 0;,0; € 0, 07 € B, and 0; = (4, p;)

with p; < k; (and conversely, any such expression corresponds to a unique tree in B).
Equivalently, B is the set of all decorated trees of the form Tfm where m : Ny — N and
f: Er — E are arbitrary maps.

For every F € @ we define a linear map YF[]: B — 2%+ as follows. For o € B
of the form (4.3) and t € £, we define ?tp [o] € &2 inductively by setting

101 = ([T%ww0 ) (TTHE100)[( TT 2o ) ] 4.4)
iel jeJ ieluJ

(the base case being implicitly defined with J = #J).
Next we define a linear operator Q : (N') — (N) as follows. Given o € B as in (4.3)

we set
00 = &(([]x4)
iel
We then have an extension T p(Q) of Q which is a linear map from % to V. We will
abuse notation and just write Q instead of Tp/ p(Q) for this extension; we will commit
such an abuse of notation for other linear operators as well.

Remark 4.2. The intuition behind the set 53 is that its trees contain information about
which components of the solution (and derivatives thereof) every polynomial term came
from. In other words, a term Z, p)[Xk] at the root of a tree 0 € B indicates that the
expansion of 27U, contributed a polynomial term X¥~7 to o. The map Q : B — V
simply discards this information.

Lemma 4.3. Fix F € Q. Then Yf[a] = 0 for every 0 € Band t € £ for which
J(t,())[QU] eV \ Tex.

Proof. This follows from the implication (i)=>(ii) of Proposition 3.13. ]
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4.2. Coherent expansion on vV

We denote by Q* : V* — 9B* the adjoint of Q, where V™ and 9B™* are the algebraic
duals of ¥ and 9 respectively (identified with the spaces of series in V and B). Re-
call that V" and 9B are equipped with an inner product, in particular we identify 7 as a
subspace of ¥/ *. With our definitions we have the following lemma which is proved in
Appendix A.2.

Lemma4.4. Foranyt €V, te £,,and F € Q one has
Yie1= Y 0*0). 4.5)

Remark 4.5. While in principle Q*t € 9B* is an infinite series, it is easy to see that ?{F
is non-zero for only finitely many of its terms. Hence Tf [Q*7]is a well-defined element

of .

The following result is used in the proof of Lemma 3.21.

Lemma 4.6. Let F € Q and let U € H* be written as in (3.8). Then U is coherent to
all orders with F if and only if for any t € £,

> Flwe =Uf (4.6)
[e@t

Proof. Suppose U is coherent to all orders with F. For any t € £, and t € T
one can use Lemmas 4.3 and 4.4 along with the fact that (Uy, F¢.0)[r]) # O only if
Jw0lr] € T to see that

(U, Jeolrl) = Y@ = 10" 71@Y) = Y~ T{lol?) <<Q" ’)>
oeBB

Thus UR =3 g T lol(u

Utt.py = e p €0+ Uit p) + QUc s
where 0(1‘, p €9 and l/J\(t, p) € B are given by
w U(tp+9) xq SN s wplol]
Ug.py = Z; —o X? and Ugp) =y T/ [a]—(a’ —
geNdt! oeBB

970

We introduce some shorthand. First we set A := (0 x B) LI (0 x N¢*1\ {0}). Second, for
any v € NA, we define v € NO by setting

Bl(b, p)l:= Y vl((b, p), )]+ Y I, p). )]

oeB qeNITI\{0}
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Finally, for any v € NA with |v| < oo we use the shorthand

A (CoXY °F DF .
u’ = ( ; ' ) , (YFyY .= 1_[ T [U]V[(( ,1’),0)]’
(b,p)€0 T (b,p)€0
qeNTTI\{0) oeB

’

j(b » [O.]>V[((bvp),0)]

FY = 1_[ (
epyeo N (0:0)
oeB

o) =5 1_[ (I(b’p)[Xp+q])V[((b,p),q)].
(b,p)e6
qeNTT1\(0}

Now fix t € £. Then by Taylor expansion, Z[e@t Ft[(U) & is equal to

D"FlY) g, . ~ o
Y ———| Il @ep+Uwm™ ”'”]
€D m: (b, p)ebd
neN®

[ U
-y D'Fi(”) > T OLE(FF) @) ]

@ 1T e
neN°® v=n
D'Fl@Y) .
= Y —H—uworE(rHra’).s
V!
[eDy
veNA
SFr vem 17U - “F v, Q9
=Y Tl ela")0lomed =) T{lolu’)—.
[ (0,0)
€Dy oeB
peNA

Above, in the sums over v and n, we implicitly enforce that |v|, || < oo.

Conversely, suppose that (4.6) holds. Let V € #®* be the unique element for which
u¥ = uY and which is coherent to all orders with F. It suffices to show that for t € £
and every T € T one has (V, Ji(t)) = (U, F(t)). We prove this by induction on
the number of edges in 7. The base case when t has no edges follows from the definition
of V. Suppose now that t has k > 1 edges and that the claim is true for all b € £ and

all trees with at most k — 1 edges. Then

W Ii@) = (Y FlWELT) =Y F)ELT) = (Vi Fuo)),

[eDy [e®y

where the first equality follows from (4.6), the second from the inductive hypothesis and
the fact that the number of edges is additive with respect to tree multiplication, and the
third from the coherence of V and the previous part. O
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4.3. Grafting operators and action of the renormalisation group
4.3.1. Grafting operators on B

Definition 4.7. (i) Foro € O, let ~, : B Q@ B — B be the linear map which, for all
0,6 € B with o of the form (4.3), is given inductively by

poly

root o+0 N

o + O’ mnon -root

= &[]z 1x f])%[a](]"[ SACH)
iel jeJ
+ E[(Hzoi[xk )ZJ 16 e a]]( [T 510 )

iel JjeJ\{J}

u[280 (t,k)( l_[ T X1 )301[0]0_[ ) 4.7

iel\{1}
(i) Forl =0, ..., d, define 1; : B — B* for 0 € B of the form (4.3) inductively by
to=8rY LX) [ ] ZoX91] [ Fol09]
el iel\i jeJ

+E Y TapXPTN] [ Zo XS] ] Ioy10;]

(t,p)e6 iel jeJ

+ B [ZaIXN1) Ios 11071 [] Tolojl. (4.8)

iel JjeJ jeJ\{Jj}

0 My O =0,

Note that, in the last line of (4.7), the t; in the subscript of the Kronecker delta refers to
the £ -component of o7, while the N?*!-component of o; does not appear.
We give two pictures below which demonstrate these operators. First, for ~v¢, p),

O (L p) =

EZ(q) X1 Ty ) x*] E[I(t’q)[XV]Z(‘/Yq”[X"]

o)
EiZy o [XF]

non-root
+ o m(t P) o.
Above, we suppose p # k. The first and second terms correspond to ~{3)) and m?flg)
spectively. The symbol 6 above does not represent a node decoration but is a placeholder

for the tree o . Next, for 1,

re-
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EZ1,q) [XP1Z(y o (XK1 E1Z(e,q) [XP Ty o) IXF]

B XP1 Ty o) [xkten

+ 2
(t,p)e0 .
E[I(l,q) [XP]I(U,q/) [Xk]l-(iﬁ) [Xp+el]

4+

Above, the first two terms correspond to the first term in (4.8), the third term corresponds
to the second term in (4.8), while - - - represents the final term in (4.8).

The motivation for these definitions comes from the following lemma. For o € 0, let
Q1 P+ x P+ — 2L+ be the bilinear map given by setting, for any b € £ and F,
F e 2%+ (F <, F)y := F¢- D, Fp.

Lemmad.8. Let Fe®,0e0,1€{0,...,d), ando,5 € B. Then

Y6 ~yol=TF[61< Yo, (4.9)
Yt 01= a1 o] (4.10)

Remark 4.9. Although 1, o is a series in B, note that Y vanishes on all but a finite
number of its terms, hence the LHS of (4.10) is well-defined as an element of 22+,

Proof of Lemma 4.8. From the definition (4.4) and the Leibniz rule, we see that Y61,

YF[o] splits into a sum of three terms. We immediately see that YF6 A o] and

TF [ mg(’ly o] from the expression (4.7) match two of the terms from the Leibniz rule.
The term in T [6 ~honTt o] then matches the final term from the Leibniz rule by an
induction on the number of edges in o, which completes the proof of (4.9). The proof
of (4.10) follows in an identical manner. ]

We now provide an expression for the adjoint of ~,, and 1;. For a tree 0 = Tfm e B
and an edge (x,y) = e € E7, let P°c € B be the subtree of o with node set Npe, :=
{z € Nr : z > y}, and for which the corresponding decoration maps are given by
restrictions of m and f. Let R°o be the subtree of o with node set Ngey := N7 \ Npeo
and decoration map again given by restrictions of m and §f. We call P°c and R°c the
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branch and trunk respectively of a cut at e. Also, for (t,k) € © and p > k, we define
th K0, p0 = R¢o if p = k, and otherwise define th K, p° € B as the tree obtained from
Ro by adding F(¢,x)[ X 7] to the node decoration at x.

Lemma 4.10. (i) Foro = (, p) € 6, consider the map ~); : B — B Q@ B given for
any o = Tfm € Bby

f(e) (t.k)
= > Z _k)'P“ ® R{ 4.0 (4.11)
0<k<pe€ET
Then for all o1, 02,0 € B,
(01 ® 02, ), 0) = (01 My 02,0). (4.12)
(i) Forl=0,...,d, define 1} : B — R forallo = Tfm € B by
t o= Z Z (kz[1] = prliDo, (4.13)
XeNT el
ki—er>pi

where in the final sum we denoted m(x) = E([[;¢; I(ti,pl.)[Xk”] and 6 = Tfﬁl eB
withm(y) = m(y) forally € Nr \ {x} and
EZ, p XN Tien gy Lo XN if ki — e > pi,
Et[Tien Zew.pn [XN] if ki —e; = pi.

Then (6,1} o) = (1 0,0) forallo,o € B.
Proof. (i) For o given by (4.3), note that ~s admits the inductive form

m(x) =

/\ o = f\* ,root o+ /\,* ,non-root o

8(t,k),07
= > Z i @ YTanlX?] [T Il

O<k<p J€J JeN}

+ZZU“>®NO;[U}2>] [T 9o

jel JeI\{J}

where we have used the shorthand ~* o 7= 3 GED ®0£2) For any o1, 07 € B, it follows

from the definition of the inner product (4.2) that (o1 mro"‘ 07, 0) and (o7 D ly 02,0)

are given by the terms in (o] ® o2, ™" o) with p = k and p < k respectively.
It now follows by an induction on the number of edges in o that (oy "™ 0y, 0) =
(01Q072, ~iy "™ &), which completes the proof of (4.12). Point (ii) follows by identical
con51derat10ns by noting that 1} admits the inductive form

to=8 ) &lll—pill)Zw pp X7 [] ZolX“1] | Iol0)]

el iel\{i} jeJ
ki—e;>p;
+Y Y Ioltf o] [T Jolojl,
jeJ je\{J}

where we have used an abuse of notation by assuming that Z((;, ,,)[ X% ~¢] is missing in
the first sum in the case that k; — ¢; = p;. O
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4.3.2. Grafting operators on V' For atree T = T," € V and an edge (x,y) = ¢ € E,
we define the branch and trunk P¢t, Rt € YV of a cut at e in the identical manner as
for B. For anode x € Ny and g € N*t!, let m&? : Ny — © x Z4*! be defined by

Mm=(x), m*(x) £q) ifx =y,
m+{(y) := :
m(y) otherwise.
m=+7 agrees with m at every node of T except x and increases / decreases by ¢ the second
component of m(x) at x. We extend the notation to

t£l = Lm* (x) £¢ = 0T, m£L, ),

where the RHS is understood as an element of V.

We now describe a family of grafting operators ("¢, p)) (¢, p)e6 on the space of trees V'
for which Q* At p) = Nv,p) (QF ® QF). We prefer to define Ay, ) in terms of its
adjoint.

Definition 4.11. For (t, p) € O, let A p) : V @ V — T be the unique linear map
whose adjoint A ,) 1V — VU ® V is given for all t = Tfm €Vby

A — § : L, y)=(t.k) —k
* = E 21 Y)=EK) p(x,y) (x,y) P
AL (p —k)! Pt @ URT )4y T (4.14)
0<k<p (x,y)€ET

In words, the factor in the right tensor of the summands appearing on the RHS of (4.14)
is obtained from t by removing the branch F x) [P™Y) 1] and adding XP —k to the deco-
ration at x (adding nothing if k = p). We give a pictorial example below in which p > k
and where we show only the decorations of the edges with type t and the decorations of
their incoming nodes.

G
z

Ak
tp) EX

t, p)

1
u[/

m (t, p)

v x4’
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Remark 4.12. For (t, p) € O, one is able to give a precise definition of the grafting
operator A (¢, p) similar to (4.7). Indeed, for t € V and 7 = E[Xk(]_[jej Fo;[7j]), we

have
T fA\v(t’p) T = Z (E) E[Xk_ej(t,p—l)[t]<1_[ joj- [TJ‘])
L

jed
+ > 8XA I, [t A 5[] Iulwd).
jeJ k#j

Definition 4.13. For i € {0,...,d}, let fi : U — U be the unique linear map with
adjoint given for all T = Tfm € Vby

fir= ) m¥lile—¢, (4.15)
XeNT
where we write m(x) = (mZ(x), (m*()[0], ..., m*(x)[d])) € © x NI+,

We give a pictorial example for the above definition.

X2 B X ELX2 B X% ELX2 ¢ XD
Na . .
3 \/ — ili] \/ + gali] \/
g, X7 By, X9 By, X9

B, X2 B XB¢

sl \/

E[IX‘“

Note that ~, and 1; extend to well-defined maps B* Q@ B* — %B* and B* — RB*
respectively (this can be seen from Lemma 4.10 or directly from the triangular structure
of the maps).

Lemma4.14. Let (t, p) € O and € {0, ..., d}. Then, as maps fromV Q@ V to B*,

Q" Awp = v (QF® 09 (4.16)

and, as maps from YV — PB*,

10 = 0%, 4.17)
Proof. Considering the dual statements, it suffices to show that for all o € B,
Alip(Q0) = (0 ® 0) Ny ) o, (4.13)

and

2/ Qo) = (1} o). (4.19)
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To show (4.18), observe that, by definition of Q, there is a bijection between the edges
with decoration (t, k) in Qo and edges with decoration (t, k) in 0. Furthermore, for every
cut appearing in the sum (4.11) of Lemma 4.10 with corresponding term ﬁb ®t, the

term ﬁ (Qb) ® (Qt) is the term appearing from the corresponding cut in (4.14), from
which (4.18) follows.

To show (4.19), consider a node x in o with decoration E{[[;; Z¢;.py)[ X" 1. De-
note by x the corresponding node in Qo. Note that the polynomial decoration at x is
k := 3 ;c;(ki — p;). Every term & of 1/ o in the sum (4.13) then corresponds to a
term in Qo , up to a combinatorial factor, obtained by lowering the polynomial decora-
tion at x by e;. It remains to verify that the correct combinatorial factor is obtained. To
this end, the contribution from x to the factor in front of ﬁ Qo is k[l]. On the other
hand, if Z;, pr)[Xk"] at x was lowered first by ¢; from T;‘, and then Q was applied, its
contribution to the combinatorial factor becomes k;[/] — p;[/] (provided k; — p; > ¢).
Running over all polynomial decorations at x gives the total combinatorial factor of
Y icrkilll — pill]) = k(] as desired. O

Corollary 4.15. Forall F € @, 0€0,and 1,7 €V,
T[T Ay Tl = T[] < Y7 (4.20)
Furthermore, foralli =0, ...,d,
Y el =471 (4.21)
Proof. To prove (4.20), observe that, by Lemmas 4.4 and 4.8,
el < YIE] = TF1Q%e] < T[Q* 7] = TF1(Q*0) o (Q¥D)]
=YF0*(t Ay D1 =Y [t A, 7,
where the third equality follows from (4.16). The proof of (4.21) follows in the same

manner using now (4.17). ]

4.3.3. Interaction with the renormalisation group An important property of the grafting
operator A (¢, p) is that its adjoint suitably preserves T C V.

Lemma 4.16. Forallo € 6 andi € {0, ..., d}, the operator A\, (resp. fi) maps I to
T QT (resp. T ).

Proof. The claim that ?i maps T to T is obvious. For A, observe that normality of
the rule R and the explicit description of the set of trees 7 [BHZ19, Lem. 5.25] imply
that Pt ® R°7r € T forany t € 7% and e € E,. The conclusion follows from the
expression (4.14) for A ]

Define the linear map ~, : T* Q@ T — T given by 7 A, T = g (T Ay T),

where rgex © UV — T is the canonical projection. The following is a consequence of
Lemma 4.16.
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Corollary 4.17. The operator A, is the adjoint of Ay : T — T @ T X,
The following proposition is proved in Appendix A.3.
Proposition 4.18. Let M € R. Then
o Fori =0,...,d, on T one has
M}, =4, M*. (4.22)
o Forallt, 7 € T and o € 0,
(M*T) Ay (M*T) = M*(t Ay T). (4.23)
Corollary 4.19. Let M € R. Then forany te £4,1€ D,k € Nd+1
YU 8 Xk = YF[M*(EX). (4.24)
Proof. Foranyte £,.,1e®, k e N¢*1,
TMIEXY = o rMFEd = o r I Ed = T IMHEXY),

where we have used (4.21), the identity @)kE[ = Z/X* (where ($)k = ]_[fzo(ﬁ»)k["],
which is well-defined due to the commutativity of f ; and $ ), and (4.22) which implies
M*(hk = HEm. o
Let us write © C T for the set of all elements of the form Z;X¥ with k € N¢t! and
[ € ©. Observe that the grafting operators (,),ce satisfy a pre-Lie type identity

(T1 Ay, p1) T2) Nta,pa) T — T1 Oty py) (T2 Aty po) T3)
= (12 Ay, pp) T Nty p1) T — T2 Ntgpo) (T8 Aty pyy T3)- (4.25)

We next show a universal property of the space ¥ as a pre-Lie type algebra with the
grafting operators (,),e6, the proof of which will be given in Appendix A.4.

Remark 4.20. Each occurrence of a grafting operator A (¢, ) is a linear combination
of other grafting operators which are the decorated analogues of those discussed in Re-
mark 4.1. The only difficult part in obtaining (4.25) is when the grafting occurs at the
same node. For 13 = E(XK, the identity (4.25) is then equivalent to

K\ (k— ¢ ey
Z(e)( ¢ )5le T Ly -0t p- 2]

£,
K\ (k—¢ oy
:Z(e)( v )Erxk Ly p—olml i, p-e 2]

e

Then it is quite straightforward to see that the coefficients of the previous two sums match.
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Proposition 4.21. The space V' is freely generated by the family (~o),c0 With gener-
ators ®©. More precisely, consider any vector space V equipped with bilinear operators
(<e)aea, <o V. x V. — V, which satisfy the pre-Lie identity for all a,a& € A and
x,y,z€V,

(X< Y)<az2—X<9 (Yy<g2) =(<agX)<eZ—Y<a (X< 2). (4.26)

Then for any map ® : ® — V and W : © — A, there exists a unique extension of ® to a
linear map © : V' — V which satisfies, for allo € © and t,T € V,

Dt Ap T) = (PT) <y (PT).

Remark 4.22. In what follows, we will only use the fact that % is generated by © and
(Ao)oe; We emphasize that this generation is free only to highlight the algebraic struc-
ture of V.

Corollary 4.23. T is generated by the family (Avo)pco With generators .

Proof of Lemma 3.23. By Proposition 4.18 identity (4.24), Y¥ o M* and TMF agree
on ©. Since MF € @ by Lemma 3.22, observe that Proposition 3.13 implies that
YMF[r] = 0forall T € V\ T, and thus YMF o 7gex = YMF, Therefore, apply-
ing (4.20) to TYMF | we see that forall 7, 7 € T and 0 € 0,

YMEe A, 7] = YMF ] <, YMF[7].
On the other hand, by (4.23), we have
YEM*(r Ay D)) = (YF[M*T]) <, (YF[M*T)).

It thus follows from Corollary 4.23 that YMF = T o M* as desired. O

5. Analytic theory and a generalised Da Prato—Debussche trick

5.1. Admissible models

For each t € £ we fix a decomposition G¢ = K¢ + R¢ on A \ {0} where

e Ki(x)is supported in the ball |x|; < 1 and coincides with G¢(x) whenever |x|s < 1/2.
e For aparameter y € R to be defined later, and for every polynomial Q on A of s-degree
less than y + |t|, one has

/ K(2)0() dz = 0.
A

e One has K¢(t, x) = R¢(t, x) = 0 whenever t < 0.
e R¢: A — Risasmooth function and satisfies, for every k € N+l

sup sup eX’|(Dth)(t,x)| < oo forsome y > 0.
1>0 xeTd
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We write K for the tuple (K¢)¢ee,. We also write Q2 for the set of all tuples & =
(E)1ee_ where foreach [ € £_, & : A — R is a smooth function. For § € Qo we
denote by Z¢ the model on .7 given by the canonical K -admissible lift of &. We write
M for the space of all smooth K -admissible models on 7.

We introduce a family of pseudo-metrics on .#, indexed by compact & c R¢*+! and
e A={t|y: 1t e T} Given (I1, ) and (IT, ') one sets .Zno,

(T, T); (I, D)fless == 1T = Mlg; s + IT = Tl s, (5.1
where
- (M — )T, S29)|  x € &, 1€ TS,
||H - HHZ,ﬁ — Sup{ )\'Z . A e (O, 1]’ ® c Bx,r 5 (52)
= . ||nyf_fxyf||m X, yER x FY,
IT" = Tlle.s = SUP{W teTSmeln ONA| G-3)

Above, we have used the notation 7, := {t € T : |t]; = £}, fora € T of the
forma = ) .yea, 7 and m € A we set ||lal, := sup{la;| : T € T;*}, and we set
r := 1 — min A. Note that for any fixed > 0, the family of pseudo-metrics

{llo; oll¢.q: € € AN (=00, 1, & C R compact}

generates a metric d,, on .#«.. Denote by .# the completion'® of .#x, under dy.
To prepare for Proposition 5.18 we define a stronger metric on a subset of ..

Definition 5.1. Given Z, Z € .#y we define

Z;Z =sup—I|Z; Z R
I [ neg 2 IZ: Zll s
where

Bpi=[n—1,n+11xT C A, (5.4)
and for any compact & C A, ||Z; Z||lg = max<o |1 Z; Z|l¢.z. We define [|Z]|lg =
IZ; Oflg and || Z]| = ||Z; O] analogously by removing the presence of IT and I" in (5.2)

and (5.3). We let .#y,1 C Ao (resp. Moo,1 C M) denote the collection of Z € #
(resp. Z € M) with || Z]| < oo.

Clearly ||-; -|| is a stronger metric than d,, for, any y > 0 and moreover ./, is a complete
metric space with respect to [|-; -|.
One important fact regarding ‘A is the following from [BHZ19, Thm. 6.15].

Theorem 5.2. Any M € ‘R defines a map from My into itself which associates to a
model Z = (I1,T) a renormalised model ZM = (I1,T) . This renormalised model
satisfies, for every x € A,

A

f, = M, M. (5.5)

Furthermore, this action of *R extends to a continuous right action on .

19 The completion does not depend on the choice of ¥ > 0. This is a consequence of the fact
that admissible models are completely determined (in a continuous way) once one knows their
restriction to symbols 7 with |t|4+ < 0.
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5.2. The space of jets

We set P := {(#,x) € A :t = 0} (thought of as the singular set of a modelled dis-
tribution) and define % as the space of all maps U : A\ P — #** and 7% the maps
U:A\P— H* ForU e« orU € %, we write U = (U)teg,.For U € % we also
write U, py = 2P Uy and, by applying the definitions in Section 3.7 pointwise, we define
UR € % as well as the tuple of functions u? = (ug)o,E@ (so that ug A\ P —> Ris
given by setting uﬁ’p)(x) = (XP, Ug(x)) = (1, U, py(x))). For any F € Gp we write
F uY) for the real-valued function on A \ P given by F @) (x) := F@Y (x)). ~
Following Lemma 3.19, given U € %, we henceforth write Q<, F(U)E € % for
the element obtained by applying the map O, F'E to U pointwise. Also following Defi-
nition 3.20, we say that U € % is coherent to order L with F if U(z) isforall z € A\ P.
We record the following simple lemma for the canonical model.

Lemma 5.3. Consider F € Q, Z§ = (IT, T') the canonical model built from some
& € Qoo and an element U = (Up)ieg, € . Then for all x € A, t € £y, and

[=(,0) €Dy
M [Q=0F{(U)E(l(x) = F{(p(x))&;(x),

where Fi(U) is given by (3.7), Si = H(b,e)ei D&y, ¢ = (@t)teg, is given by ¢y =
[1, Uy, and ¢ is defined as in (2.7).

Proof. Note that IT, (U — (U, 1))*(x) = 0 for any @ € NO such that a(0) > 0 for some
o € 04. Expanding Ft[ as in (2.3), we see that the claim follows from the fact that a
polynomial is given exactly by its Taylor expansion, as well as the fact that the canonical
model is multiplicative, reduced (i.e., ignores the value of the extended label o), and
compatible with the abstract gradient & (see [Hail4, Def. 5.26]). O

5.3. Modelled distributions

Throughout this subsection we fix F € @. Our definitions and results, unless explicitly
stated, are given with respect to some arbitrary fixed model Z € .#y. We often drop
dependence on Z from the notation.

For any sector V of the regularity structure .7, and any y, n € R, recall that [Hail4,
Def. 6.2] defines a corresponding space of singular modelled distributions D%’n(V) with
respect to Z over A \ P, with values in the sector V. We will often drop the reference
to P and V when it is clear from the context. We will also often write D;,"" to emphasise
that the underlying sector is of regularity o < 0.

Denote by 14 : A — {0, 1} the indicator function of the set {(¢, x) : ¢+ > 0}, which
we canonically identify with an element of Dgo ", We recall two results from [Hail4].

Lemmas5.4. Let y,a,n € R, and t € £4. Suppose that y,n ¢ N, y — |t|ls > 0, and
nAa > —sg+ |t|s. Then K;fmy defined by [Hail4, (5.15)] using the kernel Ky, is a

locally Lipschitz map from Dz/a__llj‘lls;;)/\_oltls (g“tex) to DZAHOA A ltls (TEH.
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Moreover, forallk > 0and T € (0, 1], one has
"”C;[/_Ms ]l+f|||y;nAa;T S TK/BO|||f|||y—|t\5;n—|£|5+K;T

forall f € D{ai—lﬂfsj-;‘)%ﬂ (oiex), where the implied constant depends on || Z ||y 2jxpd-

—[tls.n—Itls & " 5 i
Proof. Forall f € Dfeg(lt)liﬂ‘s‘ (&), we know by definition of T that Ky o fis

a function from A \ P to J*. The conclusion follows at once from [Hail4, Prop. 6.16,
Thm. 7.1]. o

Concerning the initial condition, we recall the following result.

Lemma 5.5. Leta € R\ Nand uE‘) eCg (T9). Then the function
vt x) = (Guug) (t, ) = /T Gt x = yug(y) dy

lifts canonically to a singular modelled distribution in DY (T ) forall y > a Vv 0.
Proof. Identical to the proof of [Hail4, Lem. 7.5] upon using (2.9). O

For ¢ € R and y > O, recall the operator R;‘/ 1 CE(A) = DY (T *) defined by [Hail4,
(7.7)] using the smooth kernel R¢. Let R denote the reconstruction operator20 associated
to the model Z.

For a choice of y¢, n¢ € R with t € £, let us define

QYN — @ DY (T,
t6£+

which is a subspace of % by definition.
To formulate the fixed point map, we introduce the operator
[ Py f =0y, + Ry RS,
which is a locally Lipschitz map from Dz’aj Hif A_Olt‘s (T to DZ’A"OMAMS (TE) for appro-
priate v, n, o € R (see Lemma 5.4).
The direct abstract version of the initial value problem (2.18) is given by

U = Pt[hgﬂ_m(z FJ(U)EI)] +Gul, Vte g, (5.6)
[e®Dy

In a number of examples, however, one encounters a problem when trying to naively
solve (5.6) in 277" The difficulty comes from the fact that some of the terms 14 F’ t[(U )E¢
may take values in a sector of regularity @ < —s¢: because of the singularity at ¢t = 0,
the reconstruction operator R (and thus the maps IC)‘“_| e and Py) is not a priori well-
defined for such terms [Hail4, Prop. 6.9]. A related difficulty is that (reconstructions of)
solutions to (5.6) can be distribution-valued, and thus one needs additional assumptions

20 See [Haild, Sec. 6.1].
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guaranteeing that they can be evaluated at a fixed time slice; this is necessary if we wish
to restart our fixed point map to obtain a well-defined notion of maximal solution. Both of
these difficulties already appear in the Cbé model [Hail4, Sec. 9.4], where they are dealt
with in a somewhat ad hoc manner.

Remark 5.6. Note that P¢1, f in general makes sense for any singular modelled dis-
tribution f for which R1, f can be appropriately defined [Hail4, Rem. 6.17]; see
also [GH19] where such problems arise on the boundary of the domain.

5.4. Renormalised PDEs

In the scope of the problems we consider, we wish to apply P; to modelled distributions
1. f € Dg’" with ¢ < —s¢ (as in, e.g., <I>2 with d > 2); however it will always be the
case that 7 > —s¢ (namely by Assumption 2.6 or 5.20), so this parameter will not be a
problem. Following Remark 5.6, it suffices to give a canonical definition for R14 f with
the expected regularity.

In this subsection, we resolve this issue by assuming that the underlying model Z is
smooth and that 1, f € DY’ with y > 0 and 7 > —s0. In this case, one can read-
ily see (e.g., by inspecting the proof of [Hail4, Prop. 6.9]) that R1, f is canonically
defined as a continuous function on A \ P with a blow-up of order 1 at P. As a re-
sult, Pl f € D{aﬂﬂl’;%aHltlﬁ is likewise canonically defined. (In this case, however,
R1, f and P14 f will generally fail to be continuous functions of f and the model!) In
this case, we also note that

RPlyf =Gy¢xRI1f, 5.7
and, forallx € A\ P,
(Rl Hx) = (T (1 fH(x))(x). (5.8)

With these considerations in mind, we can reformulate the purely algebraic result of
Theorem 3.25 in the setting of modelled distributions.
Theorem 5.7. Fix F € Q, & € Qu, and M € R. Let Z = (I1,T") € M be the
canonical K -admissible lift of & and write 7= (11, 1) for the renormalised model ZY
obtained in Theorem 5.2. For each t € £, let n¢ > —sg and yy := y + reg(t) for some
fixed y € R. Suppose that y¢ — |t|s > yr with L := Lo and yy, defined as in Section 3.6.

Suppose also that there exists U € UV with respect to Z, defined on an inter-
val (0, T), such that, for each t € £, there exist y > 0 and n > —sq such that
14 Z[E@‘ Ft[(U) E\ is an element of D?°". Suppose finally that U is a solution on (0, T)
to the fixed point problem (5.6) with some initial data ué.

Then for every t € £, the function uy := 7AQU{ is the unique solution on (0, T') to the
stochastic PDE R

doue = L+ Yy (MP)” W
(,0)eD

with initial condition ué, where & = ]_[([’ el D& and the tuple u = (u,),c0 is given
by Ub,q) = 3qub_
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Proof. Let t € £ and consider the expansion of U; as (3.8). Using the condition
vt— Itls > yr tonote that p<; Q<y, |y, = P<L, it follows from the definition of IC}EFM5
that
p<L Y FL{U)E =p= UL (5.9)
(SN
By (5.7), one has

1y (x) = Gy [7%11+Q§m_‘t|5 3 F{(U)E[] + Gt
[E@t
Since we consider models in .#.,, we can use [Hail4, Rem. 3.15] for the term on the
right hand side, which yields for any x € A,

R(1+ Qs Y. FWE)® = i (140 Qs Y. FU®E) @)
€Dy €Dy

= L0 (p<ze Y FO®E)®) = LefLpr, UF (6)(x)
[E@L

= L+ )T (P<L, MU () (),
where the first equality uses (5.8), the second equality uses that y¢ — |t|s > 0 and that
|t|+ > O for every T ¢ W<y, and thus I, (7)(x) = 0, and the third equality uses (5.9)
and that L > L. To obtain the final equality, we used the identity flx = I1, M, combined
with the fact that for all T € 7% we can write Mt = ), ; with |t;|+ = |t|4, and thus
IMy(M7)(x) =0forall T ¢ W<;,. Recalling that L = Lo and using again that |7|4 > 0
forall T ¢ W<, and thus I, (7)(x) = 0, it follows from (5.9) and Theorem 3.25 that

M (p<LoMUE (1) (x) = HX(Z (MF){(MU(x)&1) ()
[eDy
i,
= Y MR @E)E .
(,0)eD¢
In the first equality we have used that I (p<z,7)(x) = I1;(7)(x). For the second equal-
ity, suppose that (MF)S‘[’O) depends on Xy, p), i.e., D(h,p)(MF),(L[’O) # 0. Then since
MF obeys R by Lemma 3.22, one has reg(t) < |t|s + |E;|- + reg(b) — |pls. Since
yt — |[t|s > 0, it follows by definition of yj that yy — |p|s > 0. By [Hail4, Prop.5.28]
and the fact that M commutes with 2P, we obtain
(T 2P MUy (x)) (x) = (I, 27 Uy (x)) (x) = (RPPUp) (x) = 8P up (x),

whence the conclusion follows from Lemma 5.3. O

5.5. Generalised Da Prato—Debussche trick

In this subsection, we address the issues discussed at the end of Section 5.3 in a way
which is stable under taking limits of models. We do so by finding an appropriate space of
modelled distributions and making a few additional assumptions on the regularity struc-
ture and models, which allow us to perform a version of the Da Prato—Debussche trick
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[DPDO02, DPDO3]. In contrast to Section 5.4, this method does not rely on the smooth-
ness of the underlying model and retains continuity of the fixed point with respect to the
model; we reconcile the two viewpoints in Proposition 5.22 below.

Consider t € £. As in Definition 2.12, we say that T € T°* of the form (3.5) is t-non-
vanishing for F if 9% ]—[}1:1 Dy, Ft[ # 0 and 7; is t;-non-vanishing forevery j =1, ..., n.
Once more, we note that if 7 is t-non-vanishing, then every subtree?! 7 of T with 07 = 0+
is also t-non-vanishing. Furthermore, we define

TH=1{r e 7~'fx : 7 is t-non-vanishing}, ~ F"" := Span 7"

Moreover let % C % denote the subspace of those functions taking values in T &
Dice, JeolT 1

Remark 5.8. ’TtF is in general not invariant under the action of M € SR on F € Q
defined in Section 3. For example, if Ft[ = 0, then E; ¢ 71F , but it is possible that
(MF),[t = Tf[ *El #0and E| € Ntex, so that E; € ’TtMF (this can occur naturally
when [ = (0, 0) € Dy, i.e., By is a “purely extended decoration” noise). However this
does not cause issues for proving our main theorem—while the notion of t-non-vanishing
is used to ensure that we can solve the fixed point problem associated to F, we never try
to solve a fixed point problem associated with M F'.

Lemmas5.9. Let t € £.. Then Fex g 97tF and T @ J1,0) [PTtF] are sectors of .
Moreover, for everyl € D¢, v € R, and U € %, the composition QS,FJ(U)E[ maps
A\PIT*a Il

Proof. Consider v € TF and write AL Folt] = Y, 7V @ @ with AL, defined

in [BHZ19]. To show that T & J1,0) [EZtF ] is a sector, it suffices to show that ti(l) €

) J.0) [OJtF ]. If ri(l) = X* for some k € N9t1_ this is clear. Otherwise, we nec-

essarily have r,.m = J,0)[T], where T € 7~1€X is a subtree of T with p; = @, (indeed,

note that the “driver” decorations of T and t necessarily match due to the projection onto
the positive trees in the definition of AY,). Since t € ’TtF by assumption, it follows that
7 € TF, and thus T @ F1.0)[T," 1. The argument to show that T @ F,” is a sector is
similar and simpler.

For the second claim, consider a tree T € T, written as (3.5), which appears with
a non-zero coefficient in the expansion of Ft[(U )Ey. By Lemma 3.19, it suffices to show
that t is t-non-vanishing.

We note that since U € % one has 1; € ’7?f foralli = 1,...,n, thus it suffices to

show that 3"(]_[};1 DU].)Ft[ # 0.If k = 0, this is a direct consequence of the fact that t
appears with a non-vanishing coefficient. Similarly, if £ # 0, we know that there must

21 As before, by a subtree, we mean that T™ is a tree whose node and edge sets are subsets of

—n

those of T;™ and whose decorations satisfy } = f(e) for all e € Ej, and mI(x) = mZ(x) and
m¥ (x) < m¥(x) forall x € Nj.
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be some o € NG, o # 0, such that D"‘(]_[}?:1 DOJ.)F,(I # 0. However, this means that
]_[;':1 Dy, Ft[ is not a constant and we get the desired result by applying Lemma 2.2. 0O

It follows that the natural space in which to solve the fixed point problem (5.6) is

U= U NU = @ DT ® I 0T ).
t€2+
In order to guarantee that this problem is well-posed we make the following assumption
which is natural in view of the discussion above.

Assumption 5.10. For every t € £, every T = Tfm € ﬁex which is t-non-vanishing,
and every subtree 7_1“_1 of T with 7_1“_1 #= Tfm and oT = 07, one has |7_1ﬁ"|Jr > —(|t|s A s0).

Remark 5.11. Since every tree in Te" with_a non-zero extended decoration came from
contracting a subforest of another tree in T “* with identically zero extended decora-
tions (see [BHZ19, Lem. 5.25]), an equlvalent version of Assumption 5.10 is to replace
IT;“‘|+ > —(Itls A s0) with IT{“I— > —(Itls A s0).

We will see below that Assumption 5.10 allows us to remove all the planted negative trees
in the expansion of the solution to (5.6) and solve for the remainder as a modelled distri-
bution taking values in a function-like sector; this procedure can be seen as performing
the Da Prato—Debussche trick [DPD03], at the level of modelled distributions.??

For t € £, define

F . F
T =Tn NTEE (onse)r  Tt— = SpanT_ ﬂJ< (ItlsAs0)?
T8 =TT, Iy = Span T,

We suppose for the remainder of the section that Assumption 5.10 holds.

Lemma 5.12. Lett € £,. Then Tt =t foreveryl' € G and v € T{_

Proof. It suffices to show that ATt = T ® 1 forevery 7 € 7't .Write ALt =3 r(l)
(2) ; then r(l) is a subtree of 7. Suppose rl.( ) i
we have |‘L’l-( )|+ > —(|t|s A 5p). On the other hand, since |t|+ < —(|t|s A 50) and AL,

is a strict subtree of . By Assumption 5.10,

preserves the | - | -degree, this would imply that |l'i(2) |+ < 0, which is impossible, hence
ALt =1t ® 1 as desired. O

Lemma 5.13. Lert € £,. Then T @ F(10) [97,(F 1and T & ‘3&_ are sectors of 7 of
respective regularities 0 and —(|t|s A s9) + k for some k > 0.

Proof. By definition of T, t +» we only need to show that 9:‘”‘6991{7 - and S/:exeaj(t,o) [97{F |
are sectors. We only show that the latter is a sector since the argument for the former is
identical.

22 While there is similarity to the trick of [DPDO3], our version of the trick plays a different and
less central role here: in general the abstract equation we arrive at for our remainder will involve
products that, viewed concretely, are still classically ill-defined.
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Lett € ’Tf . Writing AL, F0)[t] = > rl.(l) ® ri(z), it suffices to show that ri(l) €

Fex g J(t,o)[‘:/”tﬂ]. If rl.(l) = X* for some k € N?*! this is clear. Otherwise rl.“) =
Jt,0)[T] for some subtree T of v with gz = @;. In particular, T is t-non-vanishing. If

T = 7, then evidently 7 € J1,0[F",]. If T # t, then, by Assumption 5.10, |74 >
—(|t]s A s0), and so again tl.(l) € J.0) [E‘Tfﬂ as desired. ]

Lemma 5.14. Tf[t] is a constant for every t € £y and 1 € 71F_

Proof. Suppose that Y/ [7] is not constant for some t € £, and t € 7;F. Consider %,
from Definition 4.13 below and write ﬁr = Zj cjtj, where ¢; € R, 7; € T, and ©
is a strict subtree of 7; with o, = 01 It follows from Lemma 2.2 that 0; Tf [t] #£ 0

for every i € {0, ..., d}, and thus, by Corollary 4.15 below, T,(F[f,-t] # 0. Hence, for
some j, TtF [zj] # 0 and thus 7; is t-non-vanishing. It follows by Assumption 5.10 that
|T]+ > —(|t|s A s0), which concludes the proof. O

Let %, denote the space of functions from A \ P to @, e, (T @ J(£,0) [OJ,LF 1); note

that %, is a subspace of %. Let U € % denote the unique constant function for which,
forevery t € £4 and t € T,

- )Yl ifre T,

(U, T) = (5.10)

0 otherwise

(in particular, U takes values in ?If_).
Lemma 5.15. For any V € %y, if one defines U € % via Uy := Vy + J([,,O)[l}b] for
each b € £, then one has, for every t € £,

Q<—(tonso) Y, FIU)E = UL,
[6@{

Proof. Fixt e £, and [ € D¢. Suppose one has a tree T € 7%, written as (3.5), which
appears with a non-zero coefficient in the expansion of F,f(U )E|. Note that T € ’71F by
Lemma 5.9.

Suppose that |j(t,,p,)[fi]|+ > 0forsomei =1, ..., n.Let T be the strict subtree of T
formed by removing the branch f; ,,)[7;] from 7. Then, by Assumption 5.10, |T|; >
—(|t]s A s0), which in particular implies that || > —(|t|s A sp). Likewise, suppose
k # 0. Let 7 be the strict subtree of T formed by setting the polynomial decoration at the
root of t to zero. Then, by Assumption 5.10, |T|+ > —(|t|s A S¢), which again implies
|t]+ > —(|t|s A sp). Therefore, for every t € £, [ € D¢, and every t appearing in the
expansion of Ft[(U )E with |t]+ < —(|t|s A s0), T has no polynomial decoration at the
root or branches of non-negative | - | -degree. It follows that

Q< (Jt]sAs0) E F{U)E = Q<(t)ons0) E F{((F6,0)[Up] + (Vo, D) D)peg, ) Er
[eD¢ l[eDy¢
(5.11)
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Since the RHS of (5.11) does not depend on the coefficient in U of any tree of positive
order, we may assume without loss of generality that U is coherent. It then follows from
Lemma 3.21 that the LHS is precisely Us. O

In order to work “at stationarity” as described in Remark 2.25 we want to define, for each
te £yandrt € ’EF_ ‘P¢t as an appropriately continuous function of the underlying
model. This requires some work since the action of Py may not be local.

Throughout this section we have assumed that we have fixed differential operators
{Zi}teg, as at the beginning of Section 2.6 and then a truncation of the corresponding
Green’s functions as described at the beginning of Section 5.1. Using an appropriately
designed partition of unity, we assume that for each t € £ we have fixed a decomposition
R¢ = Z;’fzo Ry where for each t € £ and m € Z one has Ry, smooth and supported
on K, (where &,, was defined in (5.4)), and such that for each k € N¢*+! one has, for
some x > 0,

sup sup eX™ - |(D* Rym)(2)| < oo.
meN zeA

With these notations, one has the following straightforward fact.
Lemma 5.16. Forany Z € #y 1, t€ £4,and 7 € ’7'tF_

N
ré, = Nli_r)noo;Rw * (R%7) (5.12)

V4

converges in C*°(A). Moreover, Z — r{,

is a continuous map from A 1 into C*°(A).

Proof. Wefixte £y andt € 71F_ By Lemma 5.12, the structure group acts trivially
on 7, and so forany Z = (IT, ') € .# one has (R%7)(-) = I1,7(-) € CLTH where z € A
is arbitrary.

One immediately has the bounds

IR“Tlicle 8 SIZIge  and  [(RZ = Rty 8 S IZ; Zll g, (5.13)

uniform in the choice of compact set R C A, and Z, = M. The norms on the LHS’s
of (5.13) are those of (2.1). Below, all of our estimates are uniform in Z € 4. It is
straightforward to see that one has the bound

(RZD)(HI S WZllg,  sup  ID*F(2)l,

d+1
lkls<—It|4++1
uniformly in n € Z, and over all test functions f supported on £,. Therefore, for any
neZ, keNt and uniformly over z € K, one has the estimate

N N
STUD R+ RED)@I S Y eI Zlg,_,y + 1Z15,-; + 1 Z5, ;).
j=0 Jj=0
Clearly if Z € .#),1 the RHS above is absolutely convergent as one takes N — oo. This
establishes the convergence of (5.12) in C*°(A). The statement about continuity follows
by using the second bound of (5.13) as input for the same argument. O
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Remark 5.17. Here and in the rest of the section, we use Z as a superscript when we
want to stress the dependence of some object on the underlying model Z.
The following result is immediate from Lemmas 5.12 and 5.16.
Proposition 5.18. Let Z € 4y, t € £4, and T € 71F_ Then the constant function
z = J,0)[t] is an element of D*°. Moreover, there exists a smooth rTZ’t € C*°(A), which
we treat canonically as an element of D™ (T ), with the following properties.
(1) Setting B
Pét = Jolrl +rf € DT @ Fw0lT D,
the distribution fTZ’t = RZPtZt € CIT+Hlts (A) solves
b= Lft+ R

(2) The map Z +— fTZ’{ is continuous with respect to the metric on M\ o

A consequence of Proposition 5.18 is that, for any Z € .#). 1, we can define Ptz U ¢ € D™,
and thus PZU € % by setting (P?U)¢ := PZUy. Moreover, the map Z > PZ?U is a
continuous map from .#,1 to P, D™

Rather than seeking a solution U € % to (5.6), we instead treat U as a perturbation
of the stationary solution by writing

Ug=Vi+ P, Vte £, (5.14)
where Vi is function-like. More precisely, let us fix
yei=y tregt),  nei=n +ireg(l),
for some y, n € R, and define the space

@/I’n = UL N %0%7) = @ DYeIy (T g j(t0>[°=7f+])~
t€£+

For t € £4, let %: denote the space of all maps U : A\ P — Sﬂttex (so that U =
@t€£+ ), and consider the map Hy : % — % given by

H(V) := Qeyy, Y FL(V+PO)E - UL
[G@t
The following lemma makes precise the gain in regularity obtained by considering the
remainder V. For t € £, and | € ®, define the quantity ﬁ,“ as in (2.8) but with |[|5
replaced by || . Define further 7y ;= minep, 1.

Lemma 5.19. Let 0 < n < y and t € L. Then there exists k1 > 0 sufficiently small,
depending only on the rule R and the functions reg and ireg, such that Hy is a locally
Lipschitz map

q/r’i — 'Dyt_|t|5+’(ts7l+ﬁt(cjex D ETJ;)
Proof. Note that, forevery V € %,., H¢(V) is indeed a function from A\ P to J X 698T£F "
due to Lemma 5.15. Fix [ € © and consider a term F (X)X in the expansion (2.3) of Ft[
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Write U := V + PU. Since U; € D, it remains only to show that
Qeymitl, F(U)UYE| € DY tstrentiy (5.15)

Suppose first that F is not identically constant. Note that, by Lemma 3.18, ;¥ is a sector
of regularity reg(b) A 0. Note also that

P y+reg(b,p).ne—I1pls ; oy pcrex
9PU, eDreg(b,p)/\O (9 Tp ).

If reg(b, p) > 0, then the sector Z7JF* is function-like. Recall also that in this case
0<n<np—|pls <y +reg(b, p). It follows from [Hail4, Prop. 6.13] that

9., F(U) e D).
Writing

a _ p p y+reg(t, p),n+ireg(t, p)
U* = ( 1_)[ 9 Uy, 9 U € Dreg(t,p) ,
t,p)ea

it follows from [Hail4, Prop. 6.12] that

Ue ,DVJrZ(,Ea 1eg(0), 1+ cq reg(0) Aireg(o)
> ocq 1€2(0) ’

Finally, note that E| € Dloﬁfo. Combining everything, we obtain

o« - Y+l [|++Zuea reg(0),n+| [|++Zueu reg(o) Aireg(o)
U*E Q. F(U) e D|[|++Zoea ree(0) .

Since F obeys the rule R, we can find x¢ > 0 such that
reg(t) — [tls + ¢ < [Il4 + ) reg(o).
oen

By considering the regularity of the relevant sectors (and decreasing k¢ if necessary), we
see that B B
ngtﬂt\ﬁ F(U)Ua E[ = Q<Vt*\t\s+'<t [Ua E[Q<y F(U)],

which proves (5.15). B ~
Suppose now that F is identically constant. Then expanding (V + PU)* Ey, the term

(PU)*E/ is an element of D®. On the other hand, using that Vg € Dg+reg(b)’n+ireg(b),
we see that every other term is in DY T+ 0ca 1e8(0). 141t which again proves (5.15). O

In light of the above lemmas, it is natural to consider an analogue of Assumption 2.6.
Assumption 5.20. Assumption 2.6 holds with ny replaced by ny.

We now take y sufficiently large and n¢ = ireg(t), and write the fixed point problem for
the remainder V in the space % JZ " with initial condition v§ at time s > 0, as

Vi =PI H(V)1+ Gf, Vie £y, (5.16)

where 1° denotes the indicator function of the set {(z,x) € A : ¢t > s}. It follows
from Lemmas 5.4, 5.5, and 5.19, as well as Assumption 5.20, that the fixed point prob-
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lem (5.16) is well-posed and admits local solutions in the space % JZ T for any initial
condition (v(’j)tE ¢, € Cg, Moreover, since V; takes values in a function-like sector, the
formulation (5.16) allows us to restart the fixed point to obtain maximal solutions,> i.e.,
up to the blow-up time of RV.

Note that we restricted most of our discussion above to one fixed model Z. One can
of course extend all the results to obtain continuity properties of the fixed point with re-
spect to the model (the only extension which does not immediately follow from [Hail4] is
Lemma 5.19, for which one can use [HP15, Prop. 3.11]). We summarise the above discus-
sion along with the remaining necessary results from [Hail4] in the following theorem.

Theorem 5.21. Let y € R, and set yi := y + reg(t) and n¢ := ireg(t). Suppose that
Assumptions 5.10 and 5.20 hold, and that yi — |t|s > 0 and y¢, ny ¢ N forall t € £,.
Then the following statements hold.

(1) For any model Z = (I1, ") € .#p,1 and periodic initial data vo = (vé)tngr € Cireg,
the fixed point problem (5.16) is well-posed and admits a local in time solution VZ &
"

(2) RV € C™, and V is defined on the interval (0, T[RVD.

(3) The map (vo, Z) — R?VZ is continuous from C™8 x .y 1 into C™ when M1 is
equipped with the metric ||-; -||.

It remains to connect the remainder V with some abstract fixed point equation to which we
can apply Theorem 5.7. For simplicity, we will only do this in the case where Z € # 1
so that the reconstruction of all relevant modelled distributions are continuous functions.
Note that, in this case, one can canonically define PtZ 14 Uy, and that the distributions Sfrt
from Proposition 5.18 are in fact smooth functions. In the following result, we implicitly
restrict all modelled distributions to the domain (—oo, T'] x T< where T > 0 is such that
V7 blows up after time T.

Proposition 5.22. In the setting of Theorem 5.21, let Z € Mwo1, V0 € C"™e, and con-
sider the functions U% := VZ + PZU € %V and U’ = 1,U?. Forevery t € £,

set F
. Ty lr]
iyt =Y A= fr0(0,) € C(TY).
7 (T, 1)
teT_
Then
U{ = VE+PFL U+ Gl ', Vie g, (5.17)

—Z .
Furthermore, U solves the fixed point problem

—Z —Z7 _
U =P 14Qeptu, Y KOG+ G+ Gl ', Vieg,.  (518)
[eDy

In particular, [ falls under the scope of Theorem 5.7.

23 The fact that local solutions can be patched together in a consistent way follows from an argu-
ment identical to that for [Hail4, Prop. 7.11].
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Proof. To show (5.17) we show that ’PtZ]1+l~] + Gtﬁg’t = ]1+le7. It follows directly
from the definitions that the two sides agree on all non-polynomial trees, so it suffices to
show that their reconstructions coincide (see [Hail4, Prop. 3.29]). However, we see that
the reconstructions of both sides satisfy the PDE

oru = L + Rzljt

for all ¢+ > 0 with initial condition given by ug = ﬁg t_and thus must be equal.
We now check that UZ satisfies (5.18). We have

—Z ~ _
Ui = VE+PELL U+ Gail !

= PtZ]IJrI:QSVL*lfls(Z Ft[(VZ + 7720)8[> — Ut] —i—'PtZ]lJrUt
[E@(

+ G{v(t) + Gtﬁg’t

=P 14Qepmtu. Y FLOVZ+PEOE | + Gl + Guig
[E@t

It remains to observe that ]l+Ft[(VZ +PZU ) = ]l+Ft[ (UZ), which readily follows from
the identity (5.17). O

Appendix A. Additional proofs

A.l. Proof of Lemma 3.22

Let F € @ and M € fR. Suppose that fort € £, [ = ([ 0) € D¢and t € T one has
(M*By(, 1) #0.Leta € NO be such that o ¢ D(t,a U [) To conclude that MF € Q it
suffices, by Proposition 3.13, to show that D“TF[I] =0.

To this end, let us add an additional “driver” element Z and construct the spaces %
and 7/ in the identical manner to  and ¥ but using the set D:=DU {8} in place of @

Note that we can canonically identify 7" with a subspace of % . We also set TF (2] :=
forallb € £,.

Let us write @ as a multi-set « = {(t1, p1),..., (&, px)} for some k > 0 and
(tj, pj) € ©. Consider the element

[«

<

KA\v(tl’m) (é fA\v(tz’pz) ( .. (é KA\v(tnﬁpn) ‘E) . )) cev.
Note that in the case k = 0, one simply has 7 = 7. By (4.20) we have
DY{[t] = Dty py) - - - Dityp Y{ [0] = YL [E].

Write T as a sum of trees T = vaz (¢t with §; € V. Observe that due to the choice

YF[E] = 1, for every 7; with an edge whose two adjacent nodes carry the label E, one
has TF[#] = 0.
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Consider a tree 7; in which every edge has at most one adjacent node with label E.
We may identify 7; with an element 7; € V by mapping the label Z to 1. However, by
the assumption that the rule R is complete, that 0 ¢ D(t, o LU A[), and that (M*Ey, ) # 0,
we necessarily have J o)[7;] ¢ 7. Therefore, there exists a non-leaf node in F,0)[7;]
with label Eis) incoming edge t, and a multi-set of outgoing edges g € N° with o ¢

D(t, B U {E;}). Again by Proposition 3.13, we have DB F;;[ = 0, and thus Tf[f,-] =0,
which concludes the proof. O

A.2. Proof of Lemma 4.4

The key ingredient for establishing the lemma is the following multi-variable generalisa-
tion of the Faa di Bruno formula. In order to state this formula we first introduce some
more notation.

We fix some choice of a total order “<” on the set N¢*! with the property that 0 is
the minimal element. Then for each » € N and k € N¢*1\ {0} we define the set

. 0<q1 < <gqy,
I(r k) = , e (NI % (NO\ {0))" : .
r, k) {(q i) € (X O (o sy T
We also set I (k) := |_|°2, I(r, k). Additionally, for (g, m) € I(r, k) we use the short-
hands rg ;) = r and m := Z]r'=1 mj. Note that 1 (0, k) = @ except for the case k = 0
when I (k) = {(0, 0)} with r0,0) = 0.
We can now state the above mentioned Faa di Bruno formula.

Lemma A.l. Forany k € Nt and F € & one has

|: 1 ( 1 m;[(t,p)]
— (=%, ) ]D’”F (A.1)
. | (b ptg)) ’
GanertoLi<jzrg ™G PG

(t,p)e6

KF = k!

where m;[(t, p)] denotes the (t, p) component of m; € NO.

That the above formula really is a “Faa di Bruno” formula is partially obscured by our
notation. One should view the indeterminates {X(¢, p)}(t, p)eo as representing a family of
smooth functions from R4t to R, namely one fixes smooth functions {u¢(z)}¢cc, and
then the correspondence is given by Lt ) < 8P u¢(z) where 9, denotes the vector of
partial derivatives in the components of z.

Then one has, for F € &2, m € N°, and k € N¢+1,

F(X) «— F(@fu¢: (t, p) €0)),

. d
D" F(X) < ((tl;[em m)

FFX) < 35F((0Fu2) : (t, p) € 6)).

F((37ut(2) : (t, p) € 0)), (A2)
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We then compute 9% F by manipulation of Taylor series (seen as formal power series). We
first expand the 37 u into Taylor series in z, insert these Taylor series into the one for F in
the variables 8 u¢, and then read off the coefficient of z¥ from the resulting power series.

If one takes the correspondences of (A.2) for granted, then the proof of Lemma A.1 is
immediate; for completeness we give a careful proof below. A more combinatorial proof
of the formula can be found in [Ma09].

Proof of Lemma A.1. We first claim that it suffices to prove the identity (A.1) for the case
where the function F is actually a polynomial in the variables (X,),c@. To see this is the
case, first note that if k € N9t x = (x,)oc0 € R® and F, G € 2 with (D" F)(x) =
(D™G)(x) for every m € N with |m| < |k| then it follows that B F)(x) = (3¥G) (x).

Now suppose that the formula (A.1) holds whenever F € &2 is a polynomial of I
and we want to verify it for G € &2 and k € N?*! at a point x € R®. The desired claim
follows by applying the identity (A.1) to the polynomial F, given by

D"G(x) g
meN©
Im|<lk|
We turn to proving (A.1) for the polynomial F. In the remainder of this proof we
define z and w to be two vectors of mutually commuting indeterminates (zg, ..., Z4),
(wg, ..., wy) that will be the Variables of our formal power series. Given a formal power
series A(z, w) := Z‘,keNd“ Aj 7! wk we use the notation [A(z, w); z/wk] = Ajr. We

J
introduce an O-indexed family of power series

Zl]
Lt p) () == Z —!sx(t, ) (A.3)

qENd“

Then each polynomial F () can be associated to a power series
D" F(X) ,
FX@)= ) ——@X@—-D)". (A.4)
m!

meNO

For k € N9+! we define 8K F := k![F (X (z)); z]; by induction one sees that 3 F = 3XF.
For the base cases we clearly have 3¢ = 9¥ if |k| < 1. For the inductive step, observe that
forany j, k € Nd+1,

30" F = jIKN[F Xz + w)) w/2¥] = (j + 0 [F (X (2)): 2] = 9/ F,

where in the first equality we are using that F is a polynomial and in the second equality
we are using the binomial formula.

All that remains is showing that for k # 0 the coefficient k![ F (X (z)); z¥] is given by
the RHS of (A.1). When expanding the RHS of (A.4) the terms that come with a z¥ are
indexed by I (k).

Namely, one chooses an integer r > 0, and then a collection of powers 0 < q; <
.- < g, € N1 corresponding to the ¢’s that one will allow oneself to pick out in (A.3)
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when expanding (X (z) — X)™ for some m. Next, one chooses a tuple m,...,m, €
NO \ {0} where m; records from which (t, p) € O and with what multiplicity one is
drawing out powers of z%. To obtain an overall power of z€ one has the constraint
k = Z;:l |mjlg;. The corresponding m € N © in the first sum of (A.4) is given by
m = Z;zl mj. The corresponding coefficient of zK which is contributed is given by the
summand on the RHS of (A.1). O

Proof of Lemma 4.4. We prove the statement of the lemma by induction over the number
of internal nodes of 7. The base case, when 7 is a trivial tree, can be proven in the same
way as the inductive step so we immediately turn to proving the latter.

Suppose that 7 is of the form (3.5) with N edges and that the claim has been proved
for any 7 € V with fewer than N edges. Applying Lemma 3.6 for Q one finds that Q*t

is given by
1 T X P+4j mj[(t,p)] n
(t,P)[ ] <l_[ j(t » )[Q*Tw])-
i L mil p ¢! w-Pu
(G myel (k) M<j<rGm I J w=1

(t,p)e6

=
Sl

By applying ’f"tp [-] to the quantity above and applying the inductive hypothesis we see
that the RHS of (4.5) is given by

1 %(f,p-f—qj) m;j[(t,p)] n -
[l m,»[(tq)]!( g;! ) ><£T‘w[“”])

(l_i,rﬁ)el(k)<l§j§r@ﬁl)
n
’ <Dm (1_[ D(tvaw))Ft[)~ (A.S)
w=1

(t,p)e6
The desired result follows by applying Lemma A.1. O

A.3. Proof of Proposition 4.18

The proof of Proposition 4.18 relies on the next two lemmas. We prove them by invoking
a more general co-interaction property described in [BHZ19, Thm. 3.22].

Lemma A.2. On T, for (t, p) € 6,
M(13)(2)(4)(A_ ® Agx)m(t = =>{d® m(t p))A

Lemma A.3. On T, one has A;XT =({d® T )A foranyi € {0,...,d}.

Before proving these lemmas, we recall some notations and the definition of A . Let gex
be the free commutative algebra generated by I ®*. Then we set T = T */#, where ¥,

is the ideal of T X generated by {t € 7 : |t|— > 0}. The map Ay, : T - THXQ T
is given for T."° € T by

AGTM =" )" <>(A,nA+neA,o[NA,e[EA)

ACT ea,ng eA
® (RaT,[n—npla,0(A) +[ng —meala, e+ea), (A6)
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where:

e For C Cc Dand f : D — N, we denote by f [C the restriction of f to C.

e The first sum runs over all subgraphs A of T (A may be empty). The second sum runs
overallng : Ny — N9tland ey : 9(A, T) — N9t where 9(A, F) denotes the edges
in E7 \ E 4 that are adjacent to Ny.

e We write R4 T for the tree obtained by contracting the connected components of A.
This gives an action on the decorations in the sense that for f : Ny — N¢*! such that
A C T one has [fla(x) = Zx~Ay f(y) where x is an equivalence class of ~4 and
X ~4 y means that x and y are connected in A. Moreover, the map 0(A) is defined
on x by

o(A)(X) = D o)+ Y (te) —e(e)).

y~Ax ecEy

e For f: Ep — N9t we set for every x € N7, (1f)(x) = Y emtryyery J O

algebra for I °* endowed with this coproduct and the forest product [BHZ19, Prop. 5.35].
Any M, € R is described by an element £ of the character group € associated to this
Hopf algebra:

Then one can turn this map into a coproduct Ag, : T* — F* @ T * and obtain a Hopf

My = (£ ®id)A,,

where A, is the co-action defined in (A.6). Before stating the main co-interaction, we
need to recall the definition of another map A, given in [BHZ19]. Let FLfX denote the

linear span of Afx, the coloured trees (T, f")?’o such that 7! ({2}) = or and o(o7) = 0.
If we consider that a vertex x has the colour 1 when o(x) # 0 then we can use lighter
notations avoiding the notion of a coloured tree and consider that T € {0, 2}. Hence,
elements of ’f'f" are denoted by (T, 2)¢"° and those of 7% by T."° = (T, 0);"°. Then

themap Ay : T — T ® Ojfx is given for T,V € T by

1 /n
no __
AT = Z Z a(ﬂf\)(z‘\,m +7meq, 0[Na, e[Eq)

ACT ea,np
® Py(RaT,2,[n —nala, 0(A) +[na —meala, e+ ea),
where P, sets to zero the o decoration at the root. We define ”ﬁi" C ‘jfx as the subspace

of planted trees, i.e., trees having just one edge incident to the root and vanishing node
decoration at the root. In what follows, we use the co-interaction identity on J *:

MBOD (A~ & AT)A; = (id ® Ar)A,. (A7)
This identity is a consequence of the co-interaction given in [BHZ19, Thm. 3.22]:
MBDD (AL @ ADNA; = (iId ® Ay)A;. (A.8)

We apply (p®* ® id ® id) to (A.8) in order to obtain (A.7), where p* is the projection
onto the forest composed of trees with negative degree. The main idea of the following
proofs is to rewrite rA\v’("t, ) and ﬁk in terms of A, and some projections which behave well
with Ag,.
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Proof of Lemma A.2. For ﬁx}"t’ p) from Definition 4.11, we have the identity
&Zﬁt,p) = M(z)(l)(id ® Rz o p(t,p) o Hﬁi’()Az’

where

° M(z)(l)(jl ® 17) = (12 ® 11),
. 1'[75ix : I — P is the projection onto P,

® Pitp) ! 75_? — 75? is the projection onto planted trees with the root edge decorated by
(t, k) for some k < p,

o Ry : P — T acts by removing the edge incident to the root and the colour blue at
the root.

Then it is easy to show that the following identities hold:
(d ® Ro) gy = AgRa. (@ Pt p)Ag = Abiepy  on PE,
id ® Mpe) Agy = Ag Il e on T
(d® 7>+) ex expg ondy
Indeed, the previous projections are linked to the form of the tree at the root. The root is

coloured blue and therefore cannot be touched by A, . Then by using these identities, we
have

MDD (AL @ DAL,
= MBOD (A= @ AZ)MPD(id @ Ry 0 (e, ) o Hﬁix)AZ
=(@{d® M(z)(l))M(B)(Z)M)(AEX ® Agx)(id ® Ry o0 P(t.p) © Hﬁng)A2
= (i[d @ MPD)MIIDD (AL ® (id ® R 0 e, p) 0 Hﬁix)Agx)AZ
= ([d® MPD(Ed® Rz 0 pt, p) 0 1'[75?))/\/103)(2)(4)@; ® Ag) A2
= (i[d@ MPD(Ed ® Ry 0 p(i,p) 0 nﬁix))(id ® A2)Agy
=({dQ® fA\V)(kt,p))A;x' O
Proof of Lemma A.3. The map %:k from Definition 4.13 can be rewritten as
3= MO ® px,) A

where 71 ® 12) = 11 and py; : J X s X is the projection on the tree compose
here MM ( ) dpx, : I — T is the proj h posed
of one node coloured blue corresponding to X;. One has (id ® px;) Ay, = px; and by
using this identity it follows that
(id ® MP((d @ px )M VDD (AL ® AL A
= (d® M(l))M(13)(2)(4)(A€X ® (d® pxi)AEx)Az
= ([d @ MD) (A5 ®px,) A2 = AgMD(d ® px,) A2 = A ;.



940 Y. Bruned et al.

On the other hand, we obtain
(id® MD(d ® px,)(id ® A2)Ag, = ([d ® 1,)Ag,,
and the claim follows. O

Remark A.4. Lemmas A.2 and A.3 can be proven without the use of the strong co-
interaction obtained in [BHZ19, Thm. 3.22]. The difficult part of the proof is taking care
of the binomial coefficients and one can handle this by using the Chu—Vandermonde iden-
tity in a more elementary way than in the proof of [BHZ19, Thm. 3.22]. Lemma A.3, for
example, only needs the identity a(“}') = (a — b)(;) fora, b € N.

Proof of Proposition 4.18. Let £ € €% and set M, = (£ ® id)A, € R. Lemma A.3
implies that for any i € {0, ..., d},

Mt = (€ @idAGT; = (€ ®1)Ag =1 My,
from which (4.22) follows. Turning to (4.23), for 0 € © one has, by Lemma A.2,
ArMy = (L A% Ay,
= (( Qid @ iIMPIID (AT @ A )AF
=(lRId® id)((Z RId)A, @ U ® id)Agx)rA\V: = (M Q M)A,

Passing to the adjoint and using Corollary 4.17 concludes the proof. O

A.4. Proof of Proposition 4.21

Our proof follows the one given in [CLO1] for rooted trees without decorations on the
grafting operators. We first consider decorated variables x®, k € N?*! and decorated
brackets (), p). Let 7%*(n) be the vector space given by parenthesised product on these
variables indexed by {1, ..., n}, using the previous decorated brackets. For example,
a basis for F°*(2) is given by

k k k k
e &P N, (6 p) €0, ki e N

We set PL* = F*/(R) where F&* = (F*(n)),>1 and the equivalence relation R is
generated by the relations

fkl)x (k3)

(k2) (k3) (k1) o (k2)
2 : )(t1,p1) X3 ’ )(ta,pp) — (X ! (x, : X377) (ta, p2)) (11, p1)

(k) (k) (k3) (k) (k1) (k3)
- ((x2 ? X 1 )(fzﬁpz)XS ’ )(11,171) + (xz ? (xl I X3 } )(tlspl))(tZsPZ)'

r=((x

Let RI **(n) be the linear span of trees with edge decorations in © and having their nodes
labelled by {1, ..., n}. Moreover, they do not have drivers. For (t, p) € O, we define the
grafting operator A (¢ p) as a linear map from RT % (m) ® RIT *(n) into RT *(n + m)
by

T d(t,p) T = Z <k£> 01;’76 j(t,p_g)[‘lf]<l_[ joj- [‘Cj]) + OI;’ (1_[ joj [T f%(t,p) ‘L’j]),

¢ jel el
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where o];’ is the rooted tree composed of a single node labelled by r and decorated by k.
Note that the expression of this grafting operator is essentially identical to the one given
in Remark 4.12; we commit here an abuse of notation by identifying the two operators.

Recall the pre-Lie type identity (4.25). We define a morphism & : PL* — RI
for the concatenation w = (uv)(4, p) of two words u and v by setting

ki ki A
O ) = ol D (U)(rp) 1= D) Ay D),

The identity (4.25) proves that ®(r) = 0, so this is well-defined.

We want to construct an inverse W of ®. Let us fix a finite set / and write R *(I) for
the decorated trees of RI ** labelled with I. We consider ®; : PL*() — RI (),
the extension of ®. We want to define a map V; : RIT*() — PL*() such that
V;®; = id and ®;¥; = id. We proceed by induction on the cardinality || of /. The
initialisation with only one element in / is straightforward. Suppose that the map Wy is
defined for |I| < n and consider [ such that |[I| =n + 1. Let T € RT “*(I) be such that
the root of T is labelled by r € I. Using symbolic notation, T is of the form

N
T =& [ Jw.pnlml
i=1
We define the map W; by induction on N. If N = 1, observe that
T = i pltl = Z( 1)'“( )(r Attt 90, (A.9)

with the convention that the terms with k, — £ are zero when k, = 0. Then we set V;(T) =
(=Dl (k')(x, " ‘-IJI(r))(t p—0), Where we note that W;(t) is well-defined due to
our induction hypothesis on |I|. It is then immediate to verify that ®;¥;(T) = T. If
N > 2, observe that

T = Z( 1)'“4( )n A= o~ Hj(tl ]
_Z(—1)|€5< )Z P It Acp—o B [ Fwplul.
4

i#j

Note that intuitively, this represents an “ungrafting” of t; from the root of 7. Then we
define W, (T) by

kr
W, (T) =2{:(_1)|zs<e>(w,(n)w,( ]_[J(t, wlT ]))(t -
- Z(—l)'“< )Z‘VI( “Iyppln Acm-o 1] [ I, ,,,>[r,])
4

i#]

One can then verify that ®;W;(T) = T as desired. Since the tree T is invariant under
permutation of the T; = Jy,, pi[Ti], we need to check that the definition of W, (T') does
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not depend on the subtree we ungraft from the root of 7' (in the above, this was taken
as 71). We proceed by induction on N and we prove that the order of ungrafting t; and
7o does not matter in the definition of W;(7"). The proof follows in exactly the same
way as in [CLO1] but we have longer expressions because of the identity (A.9). We omit
the details but note that the relations R, the symmetries, and the pre-Lie identity (4.25)
provide all the necessary ingredients for the verification.

It remains to prove that ¥ ® = id. We show by induction on N that

(T Awpy T) = (W(THV(T)) ¢, p)-
If we consider a word w in PL then w = (uv)(y, ) and we get
Vo (w) =¥ (P(u) rA\v(t,p) D) = (YOW)VP(V))(t,p)-

We conclude by applying the induction hypothesis on u# and v. We obtain Proposition 4.21
by substituting the indexed nodes by the drivers Ef, [ € . O

A.5. Proof of Theorem 2.21

Given F € 6, we define F € Q as follows. For any if t € £, if [ € D¢ is not of the form
(0, 0) or ((b, 0), 0) for some b € £_ then we set Ftb := 0. We then set Ft(o’o) = I:“t0 and
F((6,0,0) — ﬁtb'

‘We now construct a corresponding rule RIfte & weset R(t) =0.Ift e £4 then
expanding for each b € £_ asin (2.3),

mgp
FEX) = Fjop(X)X0ee,
j=1
we set
R(t) := ( U {a LB U {(b,0)} : Z Zg&,bb L NO+
bef_
I<j<myp

Note that R is normal and subcritical with respect to reg. By [BHZ19, Prop. 5.20] one
can extend R to a complete rule R which is again subcritical with respect to reg. Finally,
it is straightforward to verify that R satisfies Assumption 3.12 and that F obeys R. We
define as in Section 3 and [BHZ19, Sec. 5] a regularity structure, space of models, and
renormalisation group corresponding to the rule R.

Let Z(@® be the random model obtained by taking the BPHZ lift of the noise

5(9,8) = (g:[(g’g)) eg_. Thanks to the assumptions of Theorem 2.21 we can apply [CH16,
Thm. 2.15] which states that there exists a random element Z,,,, of .#(, independent
of our choice of mollifier o, such that the random models Z2:¢) converge in probability
to Z,..., in the topology of .# as ¢ | 0.

By stationarity it is clear that the models Z[ff;’f), Z,, belong to .#p,1 almost surely

and moreover the convergence of statement of [CH16, Thm. 2.15] also implies that Z(€:*)
converges to Z,,,, in the topology of .# 1 as ¢ | 0.
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(0.8) ~
Therefore, by Proposition 5.18, the modelled distributions PZBSHZ U are well-defined
elements of %".
We define

_ (0.€) ©.6) ~ (0.6) (0.€)
Sy e(¢) :=RAmeP?nel and  SF (¢, ) = RA VA (y), (A.10)

where ¥ € C™€ and V*(vp) is the solution of the fixed point problem (5.16) started at
time s = 0 with initial data vy € C'°8,
We also define

—785

(0,8) _
Sp.e(C, W) :=R» U™ (Y — S, (0)(0, ),
__78)
where U 2" (vg) is defined as in (5.17). The identity (2.23) is then an immediate conse-
quence of (5.17) and the definitions we chose above. y
By Proposition 5.18, S, converges in probability, as ¢ | 0,t0 S™ := R Zwvz P Luvnz []

in the topology of C*&~. Theorem 5.21 implies that ngs converges in probability, as

& | 0, pointwise in its C™*¢ argument, and in the topology of C™™, to St := RZ"™" V Zenw,
This finishes the proof of the convergence of the various solution maps to a limit which
is independent of 0. What remains to be verified is that our definition of S, , given here

coincides with the earlier definition (1.3).
__ 78
By Proposition 5.22, U Zariz (vo) satisfies the fixed point problem (5.18)—when writ-

ten in differential form, the initial data is given by vy + ﬁg (w)’t. Also recall that by
©@#)
definition &y () = S (£)(0, ).
We fix initial data i € C'"€ and set ¢(@®) := 0.¢ (&, ¥). By combining the observa-

tions of the previous paragraph with Theorem 5.7 it follows that for every & > 0, $(@#) is
a local solution to the system of equations

o0 =G 1 Y MEPREVGENET |+ G, tegi. (Al
(f,o)e@t
Here M(@9 e R is defined via M©@? := (099 ® id)Ag, where €@ () =
E(I%¢ A%*.)(0) and T1(@# is the canonical lift of & % 0¢ defined in [BHZ19, Sec. 6.2]. In
particular M(©:#) is a deterministic element of PR such that M(©;®) Z(@:®) — 7z(@.),
We now compute M @5 F. Fix t € £. Forany M € 9 and (I, 0) € D¢ with 1 # 4,

by Assumption 2.15 we have M*E(A[ 0 = E(E 0) and consequently, by Definition 3.9,

(MF)\"® = F{"_ Also recall that always M*E .0y = Eg.0). It follows that

Loy : Al , £0
> MEIPIV@ONETT = 3 F@eNE + F§e)
(i,o)egt leg_
+ > TMED) 0@

0,0)e®D¢
070
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Again, by Assumption 2.15, we have

2

0,0)e®¢
0#£0

Y{ [(M(Q ,€)

TeT X
T tree

D YEr£1(0@®
O B.0l@@) = Y 2 )%'

It follows that the system (A.11) is the same as the system given in Theorem 2.21 if we

set Co,e[T{"] 1= 2 [7{"] for each t € £, and T{"

BPHZ

€ % _[F], where we are using the

natural 1dent1ﬁcat10n of Usee yt,_ [F] with the trees generating J °* (here we are using
the notation of [BHZ19]).

Appendix B. Symbolic index

]

In this appendix, we collect the most used symbols of the article, together with their
meaning and the page where they were first introduced.

Symbol  Meaning Page
o Grafting operator on 9B 914
Ao Grafting operator on ¥ 917
o Grafting operator on I ¥ 919
0 Polynomial raising operator on % 914
f l Polynomial raising operator on V 918
B Subset of B with restrictions on polynomial nodes 911
B Vector space spanned by B 911
cree— Space where distribution-like part of solutions takes values 889
crem Space in which function-like part of solutions takes values 839
cireg Space of possible initial conditions 889
Cnoise Space in which noises take values 888
9 Abstract gradient 907
DY-n Space of singular modelled distributions 923
D Products of derivatives of noises 900
D Set of abstract drivers including extended decorations 900
Dy Set of elements of ©® compatible with t € £ 900
D The subset {X¥Z : k e N¢t1 (e D} c T 920
eq Element in N4, a € A, defined by eq[b] := 1{a = b} 877
Gt Green’s function of 9; — % 883
A Dies, T 907
FH Dic e T 907
Ky Truncation of G¢ 921
A Differential operator associated with component t 883
£y Index set for the components of the system of SPDEs 879
£ Index set for the rough “drivers” in our system of SPDEs 879
A The underlying space-time [0, co) x T4 878
Moo Space of all smooth admissible models on .7 922
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Symbol  Meaning Page
My Closure of smooth admissible models 922
Ny All node-types in £ x NA+1 905
(0) Set indexing the jet of U 879
P Time 0 hyperplane 923
QAb(A) Set of all multi-subsets of A. Identified with N4 878
K Non-linear functions of the jet of U 880
Q Collection of non-linearities (F’ t[)te £, .lee_ufo) obeyingreg 882
@ Collection of non-linearities (F{)¢ce, (D, 905
Q Subset of all F € @ which obey R 905
0 Map from 5 to V which collapses polynomial decorations 911
Q<y Natural projection T — JZJ 906
reg Map £0U {0} - R 882
ireg Map £+ - R 882
R Reconstruction operator 924
R Rule used to construct a regularity structure 899
R¢ Smooth function such that G¢ = K¢ + R¢ 921
R Renormalisation group of .7 899
5 Space-time scaling 878
Se Scale transformation by ¢ around the origin 878
g Set of all possible trees (without extended decorations) 884
ﬁ[F ] Subset of .% which are t-non-vanishing for F 886
ﬁ(,_ [F] Subset of ﬁ‘[F ] with negative degree 886
T Regularity structure built from the rule R 899
T Trees with extended decorations generated by the rule R 899
<’)‘, Set of trees T € T with |7|4+ <y 906
gex Vector space spanned by 7% 899
9756’)‘/ Subspace of T ** spanned by 7ZJ, 906
gex Abstract Taylor polynomials in F¢* 907
GJ:teX Sector where Uy takes values 907
T Sector on which F o) is well-defined 907
w Functions from A \ P to #* 923
280 Direct sum of modelled distribution spaces 924
Vv Set of trees which contains 7 903
Vv Vector space spanned by V 904
X Commuting indeterminates representing the jet of U 907
TF Map into non-linearities Y : ) — 2%+ 885
TF Map into non-linearities Y : 8 — 2%+ 911
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