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Abstract. We count algebraic points of bounded height and degree on the graphs of certain func-
tions analytic on the unit disk, obtaining a bound which is polynomial in the degree and in the
logarithm of the multiplicative height. We combine this work with p-adic methods to obtain, for
each positive ", an upper bound of the form cD3n=4C"n on the number of irreducible factors of
P ın.X/� P ın.˛/ overK, whereK is a number field, P is a polynomial of degreeD � 2 overK,
P ın is the n-th iterate of P , ˛ is a point inK for which ¹P ın.˛/ W n 2 Nº is infinite and c depends
effectively on P; ˛; ŒK W Q� and ".
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1. Introduction

We will give improvements, in certain cases, of the Bombieri–Pila Theorem on rational
values of transcendental analytic functions. Our improvements apply to certain classes
of analytic functions on the disk, by which we shall always mean the open unit disk in
the complex plane. For z in the disk, we let �.z/ D 1=.1 � jzj/. We consider classes of
functions defined by growth conditions involving �. For our first result we take functions
decaying exponentially with respect to �. More precisely, we suppose that f is analytic
on the unit disk and that there is a subset S of the unit disk containing .0; 1/ such that, for
some positive real numbers a; b with b > 1, we have

jf .z/j �
a

b�.z/
for z 2 S .
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Theorem 1.1. Suppose that f is analytic on the unit disk with jf .z/j � 1 there and
that there are positive real numbers a; b with b > 1 such that jf .z/j < ab��.z/ for z
in S . There is a positive real constant ca;b , depending only on a; b and effectively com-
putable from them, with the following property. For d � 2 and H � e the number of
algebraic ˛ 2 S such that f .˛/ is algebraic and non-zero with ŒQ.˛; f .˛// WQ� � d and
H.˛/;H.f .˛// � H is at most

ca;bd
9.log d/2.logH/9:

Moreover if, for some 0 < r < 1, we only consider ˛ such that j˛j � r then the bound can
be improved to ca;b;rd4.logd/2.logH/4, where ca;b;r is effectively computable from a; b

and r .

Here H.˛/ is the multiplicative height of ˛. See for instance Chapter 3 of Wald-
schmidt’s book [36] for a discussion of heights. Note that the rapid decay of f rules out
the possibility that f is algebraic, unless f D 0, and indeed such a bound may fail for
algebraic functions.

There have been many results of this type since the fundamental work of Bombieri
and Pila [6]. Building on this work, Pila [24] proved a bound of the form c"H

" for a
transcendental analytic function f on Œ0; 1�. This bound is essentially optimal, as Surroca
[32, 33] and Bombieri and Pila [25] showed. Surroca also showed that, in the situation
of Pila’s result, a bound of the form c.logH/2 holds at some unbounded sequence of
heights (see also Gasbarri [14]). But to have bounds of this form holding at all heights we
must make further assumptions on f . One possibility is to assume that f satisfies some
nice form of differential equation. In this direction, see work by Pila [26, 27], Thomas
and the second author [17, 18], Binyamini and Novikov [5] and Comte and Miller [11].
In a different direction, Masser [21] proved a very precise zero estimate for the Riemann
zeta function and used it to show that a c.logH/2.log logH/�2 bound holds for the
restriction of the zeta function to .2; 3/. Besson [3] established a similar bound for the
restriction of the gamma function to a bounded interval (and also computed an explicit
constant for Masser’s result [2]). Independently, the first two authors [8] proved bounds
of the form c.logH/3C" for gamma on the interval .0;1/, and for suitable restrictions of
entire functions satisfying certain growth conditions, and further results for entire func-
tions satisfying fairly weak growth conditions in [9]. Related results for analytic functions
on the disk are proved in the recent thesis of Pierre Villemot [35].

We will prove a similar result to Theorem 1.1 for functions which grow exponentially
along S , but before discussing that we mention an application of Theorem 1.1 to arith-
metic dynamics. For this, suppose that P is a polynomial in one variable, of degree D at
least 2, with coefficients in a number field K. We write P ın for the n-th iterate of P , so
P ı.nC1/ D P ı P ın and P ı0.z/ D z. Fix some ˛ in K. For n � 1 consider the set

S˛;n D ¹ˇ W P
ın.ˇ/ D P ın.˛/º:

The field generated by this set is a Galois extension of K since it is the splitting field of a
polynomial. So we have a sequence of Galois extensionsKn DK.S˛;n/=K. For a generic
choice of P the size of the Galois group is expected to grow exponentially with Dn.
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Results of this kind are known in certain special cases. See for example the work of
Boston and Jones [7]. The general reasoning is that the Galois group of the splitting field
of P n.X/ � ˛ should have large image in the automorphism group of a D-ary tree with
n levels. In our situation one might expect the Galois group of Kn to have large image in
a D-ary tree of level n � 1 and so, for D D 2, to be of size roughly 22

n�1
. For ˛ lying in

a number field, this seems to be wide open in general.
For non-preperiodic ˛, it is expected that the solutions of P ın.X/ D ˛ should have

degree roughly Dn, or equivalently the polynomial P ın.X/ � ˛ should have a bounded
number of irreducible components. In contrast to the doubly-exponential growth of the
Galois group this should hold for all polynomials. For example, for P.X/ D XD such
a bound follows from the irreducibility of cyclotomic polynomials. Here there is also
progress for general polynomials, for example by Ingram [16, Corollary 3] and de
Marco et al. [12]. However, in both works ˛ has to satisfy certain p-adic conditions.

Applying Theorem 1.1 with a strategy of the third author from [28], and using p-adic
methods of Ingram and DeMarco et al. [12, 16], we prove a result for our equation
P ın.X/ D P ın.˛/ and all algebraic ˛. Moreover, our results are effective.

Theorem 1.2. Suppose that P , K and ˛ are as above. Let " > 0. Then there are c > 0,
depending only on P and ", and c0 > 0 depending only on P such that

ŒQ.ˇ/ W Q� � c
min¹1; OhP .˛/º

ŒK W Q�.1C h.˛//4C"
Dn=4�"n

for n � c0ŒK WQ�h.˛/ and some ˇ 2 S˛;n. Moreover, c and c0 are effectively computable.

Here h is the logarithmic height and OhP is the canonical dynamical height associated
with P . We note that the constants do not depend on K.

The main new ingredient in our proof of Theorem 1.2 lies in the following.

Theorem 1.3. GivenP as above, there is an effectively computableR>0 depending only
on P with the following property. For each " > 0 there exists an effectively computable
positive constant c" depending only on " and P such that if ˛ is algebraic with j˛j � R
then

ŒQ.ˇ/ W Q� � c".1C h.˛//
�1�"Dn=4�"n for some ˇ 2 S˛;n.

Note that since j˛j is large, ˛ cannot be preperiodic.
Although it might be desirable to have such a lower bound for the degree of each

element of S˛;n, this cannot hold as we could have for instance ˛ 2Q and ˇ D ˛. Instead
one could ask about ‘primitive’ solutions ˇ which do not satisfy P ım.ˇ/ D P ım.˛/ for
m < n. We do not prove a bound for these, but we are able to show that the proportion of
numbers in S˛;n of low degree decays exponentially. We fix R as in Theorem 1.3 and ˛
algebraic with j˛j � R. For ı > 0 let

pı;˛;n D
#¹ˇ 2 S˛;n W ŒQ.ˇ/ W Q� � Dınº

Dn
:

Then we have the following.
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Theorem 1.4. There exists an effectively computable positive constant c" depending only
on ", P and ı such that

pı;˛;n � c"D
.4ıC"�1/n.1C h.˛//4C":

Combining Theorem 1.4 with p-adic methods we get a non-trivial bound on the num-
ber of irreducible factors of P n.X/�P n.˛/whenever ˛ is algebraic and not preperiodic.

Theorem 1.5. Suppose that ˛ is algebraic and not preperiodic. There exist effectively
computable constants c1; c2 depending only on " and P such that the number r˛;n of
irreducible factors of P n.X/ � P n.˛/ over K is bounded by

r˛;n � c1
ŒK W Q�5.1C h.˛//4C"

min¹1; OhP .˛/º
D3n=4C"n for n � c2.1C h.˛//ŒK W Q�.

To prove Theorem 1.3 we use the theory of Böttcher maps in combination with the
counting result, Theorem 1.1. It will be clear from the proof that the same result holds for
any rational function with a superattracting fixed point at infinity of order D � 2. This
strategy of combining the Böttcher map with counting results also opens up the possi-
bility of applying the Pila–Zannier strategy (see for instance [37]) to certain problems in
arithmetic dynamics. We will pursue this elsewhere.

The proof of Theorem 1.1 develops the work of the first two authors in [8], but the
proof is more involved as there is less room for large disks on the unit disk. The methods
are quite flexible and by combining them with an idea from [9] we are able to give a
similar result for functions which grow exponentially with respect to �. We prove the
following.

Theorem 1.6. Suppose that f is analytic in the unit disk and that there are positive reals
a; b; c0 with b > 1 such that jf .z/j � �.z/c0�.z/ for jzj � 1=2 and jf .x/j � ab�.x/ for x
in .0; 1/. Then there is a positive real number c with the following property. For H � e
the number of rationals q in .0; 1/ such that f .q/ is also rational and both q and f .q/
have multiplicative height at most H is at most

c.logH/18:

Here, c depends only on a, b and c0 and can be computed from them.

In fact we give a more precise form for points of bounded degree, with polynomial
dependence on the degree, and with growth on a possibly larger set S containing .0; 1/.

In common with almost all counting results of Bombieri–Pila type, our proof requires
the construction of a polynomial vanishing at the relevant points and satisfying various
other properties. This construction is carried out in the next section. Sections 3 and 4 then
give the proofs of Theorems 1.1 and 1.6 respectively. In Section 5 we prove Theorems 1.3
and 1.4 and then in Section 6 we combine Theorem 1.3 with the p-adic methods men-
tioned above to prove Theorem 1.2. In a short final section we give some further examples
of functions to which our counting results apply.
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2. Polynomials for functions on the disk

Recall that for z in the unit disk we let �.z/D 1
1�jzj

. In this section we use Masser’s poly-
nomial construction [21, Proposition 2, p. 2039] to capture algebraic points of bounded
height and degree on algebraic curves. First we recall the height we will be using, so fix
an algebraic number ˛ with minimal polynomial P over the integers, and suppose that P
has positive leading coefficient, a say. The height of ˛ is defined to be

H.˛/ D
�
a
Y

max¹1; jzjº
�1=degP

with the product taken over the roots z of P . Below we will also be using H as a bound
on the heights of the points considered. This should not lead to confusion. Here is the
result of Masser’s that we need.

Proposition 2.1. For any integer d � 1 and realA> 0;Z > 0;M > 0;H � 1;T �
p
8d ,

let f1; f2 be analytic functions on an open set containing the closed disk of radius 2Z
around the origin and suppose jf1.z/j; jf2.z/j � M on this disk. Let Z be a finite set of
complex numbers and suppose that, for all z; z0 2 Z,

(a) jzj � Z,
(b) jz � z0j � 1=A,
(c) ŒQ.f1.z/; f2.z// W Q� � d and
(d) H.f1.z//;H.f2.z// � H .

If
.AZ/T > .4T /96d

2=T .M C 1/16dH 48d2 (1)

then there is a non-zero polynomial P of degree at most T such that P.f1.z/; f2.z//D 0
for all z in Z. Moreover, P can be taken to have integer coefficients of modulus at most
2.T C 1/2HT .

Proof. Without the ‘moreover’ statement, this is Proposition 2 on page 2039 of Masser’s
paper [21] (except that there T was assumed integral, but this plays no role in the proof).
The ‘moreover’ statement follows from Masser’s proof, see the discussion on page 1145
of [8].

We will need the following simple lemma as in [29].

Lemma 2.2. Let DR be a closed disk of radius R. Then DR can be covered by k closed
disks of radius r > 0, where

k � 4

�
1C

p
2

2

R

r

�2
:

We now suppose that f is analytic on the disk and that there is a c0 > 0 such that

jf .z/j � �.z/c0�.z/ for jzj � 1=2. (2)

Given positive reals a; b with a � b > 1, we let la;b D
loga
logb . For the relevance of this

number see Lemma 3.2.
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Lemma 2.3. Let d � 2 and H � ee . There is a constant c1 > 0 depending only on c0
and effectively computable from it with the following property. If a and b are positive
reals with a � be > 1 and a � e then there is a non-zero polynomial P of degree at most

T D c1l
3
a;b log la;b d4 log d .logH/3 log logH

with integer coefficients of modulus at most 2.T C 1/2HT such that if ˛ satisfies

.i/ j˛j � 1 �
1

2la;bd logH
;

.ii/ ŒQ.˛; f .˛// W Q� � d and H.˛/;H.f .˛// � H;

then P.˛; f .˛//D 0. Moreover, if jf j � c0 on the disk then we can choose c1 effectively
in terms of c0 such that T D c1l2a;bd

4.logH/3.

Proof. We write c for various positive constants, all effectively computable from c0. Let
D be the closed disk centred at 0 and of radius 1 � 1

2la;bd logH . By Lemma 2.2 we can

choose N disks of radius 1
32la;bd logH that cover D and such that

N < c.la;bd logH/2

with c absolute. Let a1; : : : ; aN be the centres of these disks. We may assume a1; : : : ; aN
2D . For n D 1; : : : ;N we define the translates f1;n.z/ D z C an; f2;n.z/ D f .z C an/.
We will apply Proposition 2.1 to each of these pairs of functions.

Let A D 16la;bd logH and Z D 2=A. Let Zn be the set of ˛ � an such that
(i) j˛ � anj � 1=.2A/,

(ii) ŒQ.˛; f .˛// W Q� � d and H.˛/;H.f .˛// � H .
We now apply Proposition 2.1 with Z D Zn and f1 D f1;n; f2 D f2;n. Clearly we have
requirements (c) and (d). And (a) and (b) are fine, by our choices of A;Z. For jzj � 2Z
we have

jf2;n.z/j � sup
²
jf .w/j W jwj � 1 �

1

4la;bd logH

³
:

So by (2) we can take
M D .la;bd logH/cla;bd logH : (3)

To ensure that (1) holds, we can take

T 0 D cla;b log la;b d2 log d logH log logH:

Then the proposition gives a non-zero polynomial Pn of degree at most T 0 with inte-
ger coefficients of modulus at most 2.T 0 C 1/2HT 0 such that Pn.f1;n.z/; f2;n.z// D 0
for z in Zn. Let P be the product of all these Pn. Then since N < c.la;bd logH/2 the
polynomial P has degree at most

T D cl3a;b log la;b d4 log d .logH/3 log logH
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and if ˛ satisfies (i) and (ii) in the statement of the lemma then P.˛; f .˛// D 0. To
complete the proof, we need to estimate the coefficients of P . To this end, we write

Pn.X; Y / D
X

iCj�T 0

a
.n/
i;j X

iY j ; P.X; Y / D
X

˛Cˇ�T

b˛;ˇX
˛Y ˇ :

Then for any ˛; ˇ with ˛ C ˇ � T we have

b˛;ˇ D
X

a
.1/

i.1/;j .1/
� � � a

.N/

i.N/;j .N/
(4)

with the summation taken over all sequences i .1/; j .1/; : : : ; i .N/; j .N/ such that

˛ D i .1/ C � � � C i .N/; ˇ D j .1/ C � � � C j .N/

and
i .n/ C j .n/ � T 0 for n � N .

For these n we certainly have i .n/; j .n/ � T 0 and so there are at most T 0 C 1 choices for
each of i .n/; j .n/ and then there are at most .T 0 C 1/2N summands in (4). Each of these
summands is a product of N integers each bounded in modulus by 2.T 0 C 1/2HT 0 and
so each summand is bounded by 2N .T 0 C 1/2NHT 0N and we can conclude that

jb˛;ˇ j � 2
N .T 0 C 1/4NHT 0N :

After perhaps rechoosing the constant in T , we have

2N .T 0 C 1/4NHT 0N
� 2.T C 1/2HT :

If we in fact have jf .z/j � c0 rather than just (2) then we proceed exactly as above,
but takeM Dmax¹1; c0º in place of (3) above. We then find that for (1) we can take T 0 D
cd2 logH and then the proof continues as above, and leads to T D cl2

a;b
d4.logH/3.

3. Functions on the disk with decay

Recall that for z in the unit disk, �.z/D 1
1�jzj

. Suppose that f is analytic on the disk and
that there are positive real a and b > 1 such that

jf .z/j �
a

b�.z/
for z in S � D, (5)

where .0; 1/ � S . We assume (as we clearly can) that a � be > 1 and a � e. Further we
assume that jf j � 1. In this setting, we prove the following.

Theorem 3.1. Let d � 2 and H � ee . There is an absolute effectively computable con-
stant c > 0 such that the number of algebraic ˛ 2 S such that f .˛/ is algebraic and
non-zero with ŒQ.˛; f .˛// W Q� � d and H.˛/;H.f .˛// � H is at most

cl6a;b.log la;b/3d9.log d/2.logH/9:
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This clearly implies Theorem 1.1 (apart from the ‘moreover’ part which we shall
deduce at the end of this section). We begin with a bound on the size of the ˛ in the
theorem. It is here that it is crucial that f .˛/ is not zero. Recall that la;b D

loga
logb .

Lemma 3.2. Let ˛ 2 S be algebraic and such that f .˛/ is algebraic and non-zero,
ŒQ.˛; f .˛// W Q� � d and H.˛/;H.f .˛// � H . Then

j˛j � 1 �
1

2la;bd logH
:

Proof. By a fundamental property of the height we have jˇj � H.ˇ/�d whenever ˇ ¤ 0
and ŒQ.ˇ/ W Q� � d . Thus

H�d � jf .˛/j � ab�1=.1�j˛j/

and so

�d logH � log a �
1

1 � j˛j
log b:

Hence

1 � j˛j � log b=.d logH C log a/ �
logb
loga

2d logH
:

As in the earlier work of the first two authors [8, 9] we use the following result to
count zeros of functions.

Proposition 3.3. Let r; R be real numbers with R > r > 0 and suppose g is analytic on
the disk ¹jzj � Rº and bounded in modulus by some M . If jg.0/j ¤ 0 then the number of
zeros of g in ¹jzj � rº is at most

1

log.R=r/
.logM � log jg.0/j/:

(For the proof see [19, Theorem 1.1, p. 340] or [34, p. 171].)
Let �.z/D 1Cz

1�z
; then ��1.z/D z�1

zC1
. We need some properties of this transformation

for the proof of the next theorem.
A Möbius transformation maps orthogonal circles to orthogonal circles. In particular,

since � maps the interval Œ�1; 1� to the real interval Œ0;C1�, it maps each circle of radius
0 < r < 1 centred at 0 to a circle Cr that intersects the real line orthogonally at the points
�.�r/ < 1; �.r/ > 1. Note that � sends the unit circle to the imaginary line. Denote by Ur
the closed disk that has Cr as its boundary and note that Cr 0 is contained in Ur for r 0 � r .
Thus Ur is the image of the disk of radius r centred at 0 under � . We need the following
to continue.

Lemma 3.4. Let 0 < r � r 0 < 1 and s � 1 be such that �.�r 0/ � �.�r/=s. Then Ur=s
is contained in Ur 0 .
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Proof. We note that Q�.z/ D �.z/=s is again a Möbius transformation that sends Œ�1; 1�
to Œ0;C1�. It is enough to show that Q� sends the circle of radius r around 0 into Ur 0 .
For this it is enough to note that the image under Q� of this circle intersects the real line
orthogonally at the points �.�r/=s � �.�r 0/ and �.r/=s � �.r 0/.

We can now prove Theorem 3.1. For this we assume jf .z/j � 1 on the unit disk. All
the constants can be effectively computed. We will write c for various positive constants.
Recall that d � 2 and H � ee . By Lemma 3.2 the ˛ we wish to count satisfy j˛j �
1 � 1=.2la;bd logH/. So we can apply Lemma 2.3 to find an absolute constant c1 > 0
such that there is a non-zero polynomial P.X; Y / of degree at most

T D c1l
2
a;bd

4.logH/3

with integer coefficients satisfying jP j � 2.T C 1/2HT (where jP j is the maximum
modulus of the coefficients of P ) and such that P.˛; f .˛// D 0 for all the ˛’s we are
counting. Fix such a P .

Note that for x > 1 we have �.��1.x// D 1
2
.x C 1/ and so

jf .��1.x//j �
a

b
1
2 .xC1/

for x > 1: (6)

Let R.X/ D P.X; 0/ and Q D P � R. We can assume that R is non-zero since if R
is the zero polynomial then P is divisible by Y and we can divide by Y until the cor-
responding R is non-zero, and this does not affect us since we are only counting ˛’s
for which f .˛/ ¤ 0. Note that Q is divisible by Y . We now seek a point x0 such that
jP.��1.x0/; f .�

�1.x0///j is not too small (and is, in particular, non-zero). We consider
Q and R separately, and first find a large interval on which jQ.��1.x/; f .��1.x///j is
very small. More precisely, we want an interval of length at least T C 1 on which

jQ.��1.x/; f .��1.x///j �
1

2.x C 1/T
: (7)

Since Y divides Q there is a polynomial Q0 of degree at most T and with jQ0j � jQj
such that Q D YQ0. We have

jQ0.��1.x/; f .��1.x///j �
X
jQ0j j��1.x/ji jf .��1.x//jj � .T C 1/2jQj

since j��1.x/j and jf .��1.x//j are both at most 1. Since Q D YQ0 we find that

jQ.��1.x/; f .��1.x///j � jf .��1.x//j.T C 1/2jQj �
a

b
1
2 .xC1/

.T C 1/2jQj

where we have used (6) for the second inequality. We know that jQj � jP j �
2.T C 1/2HT and so

log jQj � cT logH:

Combining the last two estimates shows that for (7) it suffices to have

log 2C T log.x C 1/C log aC 2 log.T C 1/C cT logH � 1
2
.log b/.x C 1/:
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For this it is sufficient to ensure that

l�1a;b.x C 1/ � max¹cT log.x C 1/; cT logH º:

So we can choose x around cla;bT logT logH=log logH and so we can take

Œcla;bT logT logH=log logH; 2cla;bT logT logH=log logH�

as our interval.
We now consider R. The function

.X C 1/bT cR.��1.X//

is a polynomial in X of degree at most T with integer coefficients (we write bT c for the
integer part of T ). Since our interval has length greater than T C 1 there is an integer m
inside it such that .mC 1/bT cR.��1.m// is not zero. As R has integer coefficients this
number is also an integer and we have

jR.��1.m//j �
1

.mC 1/T
:

But m is in the interval on which (7) holds and so we find that

jP.��1.m/; f .��1.m///j �
1

2.mC 1/T
: (8)

Now suppose that ˛ in S is algebraic and such that f .˛/ is also algebraic and non-zero,
and ŒQ.˛; f .˛// W Q� � d and H.˛/;H.f .˛// � H . By Lemma 3.2 we have

j˛j � 1 �
1

2la;bd logH
: (9)

We define the function

g.z/ D P.��1.m�.z//; f .��1.m�.z////:

Then ��1.�.˛/=m/ is a zero of g and we want to bound the absolute value of
��1.�.˛/=m/. To this end we find 0 � r < 1 such that r � j˛j and �.�r/ � �.�j˛j/=m.
By (9) and the fact that

m � 2cla;bT logT logH=log logH

it is sufficient to find an r such that

1 � r � c log logH=.l2a;bdT logT .logH/2/:

So we pick

r D 1 �
c log logH

l2
a;b
dT logT .logH/2
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and, by Lemma 3.4, j��1.�.˛/=m/j � r . Hence it suffices to count the zeros of g in a
disk of radius r . Then let

R D 1 �
1 � r

2
:

Now we can use some standard estimates to deduce that

R=r � exp
�

c log logH
l2
a;b
dT logT .logH/2

�
:

For example as exp.t/ � 1C 2t for 0 � t � 1 we deduce that

R=r D 1C
1 � r

2r
� 1C 2

1 � r

4

� exp
�
1 � r

4

�
D exp

�
c log logH

l2
a;b
dT logT .logH/2

�
:

Thus

1=log.R=r/ � cl2a;bdT logT .logH/2=log logH:

We also bound � log jg.0/j. From (8) it follows that

� log jg.0/j � c log la;b T logT:

Finally, we boundM Dmax¹jg.z/j W jzj � Rº. Recall that jP j � 2.T C 1/2HT and that,
by assumption, jf .z/j � 1 for all z in the disk. So

logM � log jP j C 2 log.T C 1/ � cT logH:

That implies

logM � log jg.0/j � c log la;b T logT logH=log logH:

Now with Proposition 3.3 we deduce that number N of ˛’s that we are counting satisfies

N � cl2a;b log la;b d.T logT /2.logH/3=.log logH/2

and so

N � cl6a;b.log la;b/3d9.log d/2.logH/9:

In an application that we give later, we only need to count points .˛; f .˛// for ˛ in a
compact subset of the disk. In this case, we can improve the bound.

To begin, we need only take T D cd2 logH , where c now depends on the compact
subset. We proceed as above, but take

r D 1 �
c log logH

la;bT logT logH

with c again depending on the compact set. We then find a final bound of

cla;b log la;b d4.log d/2.logH/4:
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4. Functions with growth

We now prove Theorem 1.6. Large parts of the proof are very similar to the previous proof
and we leave these parts for the reader. Suppose that f is analytic on the unit disk and
there are positive real numbers a, c0 and b > 1 such that (2) holds and

jf .x/j � ab�.x/ for x 2 S:

As before, S is a subset of the unit disk containing the interval .0; 1/ and la;b D
loga
logb .

We assume a � max¹be; eº. (In the case where this extra assumption is not satisfied, one
could obtain the conclusion of Theorem 1.6 by applying the following result to a function
obtained from f by scaling.)

Theorem 4.1. Let d � 2 and H � ee . There is a positive constant c effectively com-
putable from c0 such that the number of algebraic ˛ 2 S such that f .˛/ is algebraic with
ŒQ.˛; f .˛// W Q� � d and H.˛/;H.f .˛// � H is at most

cl17a;b.log la;b/9d18.log d/9.logH/17.log logH/6:

First we record the analogue in this setting of Lemma 3.2. The proof is very similar
and is left for the reader.

Lemma 4.2. Let ˛ 2 S be algebraic and such that f .˛/ is algebraic, ŒQ.˛; f .˛// W Q�
� d and H.˛/;H.f .˛// � H . Then

j˛j � 1 �
1

2la;bd logH
:

We can now start the proof of Theorem 4.1. We write c for various positive constants
which are effectively computable from c0. Applying Lemma 2.3 gives us a non-zero poly-
nomial P of degree at most

T D cl3a;b log la;b d4 log d .logH/3 log logH

with integer coefficients and with jP j � 2.T C 1/2HT such that

P.˛; f .˛// D 0

for the ˛’s we are interested in. Let � and ��1 be as in the previous proof. For real x > 1
we have �.��1.x// D 1

2
.x C 1/ and so

jf .��1.x//j � ab
1
2 .xC1/: (10)

Let L � T be the degree of P in Y , and write

P.X; Y / D

LX
iD0

Pi .X/Y
i

where P0; : : : ; PL are polynomials in X with integer coefficients satisfying jPi j � jP j.
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Let

P 0.X; Y / D

LX
iD0

PL�i .X/Y
i :

By (10), f .��1.x// is non-zero for x > 1 and so

P.��1.x/; f .��1.x/// D f .��1.x//LP 0
�
��1.x/;

1

f .��1.x//

�
: (11)

We will use this to find an x which is not too large and is such that P.��1.x/;f .��1.x///
is not too small, much as we did in the previous proof. Let R.X/ D P 0.X; 0/ .D PL.X//
andQ.X;Y /DP 0.X;Y /�R.X/. Note thatR.X/ is not the zero polynomial, by the def-
inition ofL. For now, suppose thatQ is not the zero polynomial either. Since Y dividesQ
we can argue exactly as we did after (7) to show thatˇ̌̌̌

Q

�
��1.x/;

1

f .��1.x//

�ˇ̌̌̌
�

1

2.x C 1/T
(12)

for x in the interval

Œcla;bT logT logH=log logH; 2cla;bT logT logH=log logH�:

We can then proceed as before to find an m in this interval such that

jR.��1.m//j �
1

.mC 1/T

so that ˇ̌̌̌
P 0
�
��1.m/;

1

f .��1.m//

�ˇ̌̌̌
�

1

2.mC 1/T
:

Then by (11) we also have

jP.��1.m/; f .��1.m///j �
1

2.mC 1/T
:

In fact, jP.��1.m/; f .��1.m///j is a bit larger than this, but we do not seem to be able to
exploit this. Anyway, we can now proceed as in the previous proof. We see that it suffices
to count the zeros of

g.z/ D P.��1.m�.z//; f .��1.m�.z////

in a disk of radius
r D 1 �

c log logH
l2
a;b
dT logT .logH/2

:

We estimate this as before, except that now the bound on M is larger as our f is now
growing. Let

R D 1 �
1 � r

2
D 1 �

c log logH
2l2
a;b
dT logT .logH/2

:
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Using reasoning from the previous section we get

1

log.R=r/
� cl2a;bdT logT .logH/2=log logH:

Before estimating M D max¹jg.z/j W jzj � Rº we first estimate

M 0 D max¹jf .��1.m�.z///j W jzj � Rº:

For jzj � R we have

�.��1.m�.z/// �
1

2
C
m.1CR/

2.1 �R/
� cl3a;b dT

2.logT /2.logH/3=.log logH/2

and so by (2) we have

M 0 � .l3a;bdT
2.logT /2.logH/3=.log logH/2/cl

3
a;b
dT 2.logT /2.logH/3=.log logH/2 ;

and as
M � .T C 1/2jP jM 0T

we have
logM � cl3a;b log la;b d log dT 3.logT /3.logH/3=log logH:

After estimating � log jg.0/j as in the previous proof, we use Proposition 3.3 to get a final
bound of

cl5a;b log la;b d2 log d T 4.logT /4.logH/5=.log logH/2

� cl17a;b.log la;b/9d18.log d/9.logH/17.log logH/6:

But what if Q is the zero polynomial? Then our original P has the form P.X; Y / D

PL.X/Y
L. The first factor has at most T zeros since it is a polynomial of degree at

most T . The second factor is non-zero at all the points we care about. So we end up with
a much better bound in this case. This completes the proof.

5. Dynamics over C

In this section we work in C and assume that we have fixed an embedding of Q in C. We
consider the dynamical system associated to a polynomial P 2 KŒX� of degree D � 2
whereK is a number field. In what follows we may and will assume that P is monic. This
is because we can make P monic by passing to a conjugate 
�1P.
X/ for 
 ¤ 0 lying
in an extension of degree at most D � 1 over a field of definition for P . The filled Julia
set of P is the set of z 2 C such that P ın.z/ ¹1. For each such polynomial P (in fact
over C) there exists a neighbourhood U1 of1 contained in the complement of the filled
Julia set and a bi-holomorphism

ˆP W U1 ' D.0; r/
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for some r > 0, where D.0; r/ is an open disk of radius r centred at 0, that satisfies

z 2 U1 implies P.z/ 2 U1;
ˆP .1/ D 0;

ˆP .P.z// D ˆP .z/
D :

This is a theorem of Böttcher [22, Theorem 6.7]. For example if P.z/ D zD then
ˆP D 1=z and we can pick U1 D ¹z W jzj > 1º. In fact if all critical points of P lie
in its filled Julia set then we can always take U1 to be the complement of the filled Julia
set of P and r D 1. In general we cannot continue ˆP as a holomorphic function to the
whole complement of the filled Julia set [22, p. 92]. We will assume that 0 is not contained
in U1.

In what follows we pick U1 such that ˆ�1P can be extended to D.0; r1=D/ and such
that r � e��=6. This choice can be made effectively and makes the computations more
transparent. For any ˛ 2 U1 we can now define the function

f �.�/ D
1

ˆ�1P .exp.2�i.� � i=24//ˆP .˛//

on ¹� W =.�/ > 0º. Since ˇ 2 S˛;n if and only if ˆP .ˇ/ D �ˆP .˛/ for a Dn-th root of
unity �, this f � has the property that

¹1=f �.k=Dn
C i=24/ W k D b�.Dn

� 1/=2c; : : : ; b.Dn
� 1/=2cº D S˛;n; (13)

with S˛;n as defined in the introduction, and further that

0 < jf �.�/j < c exp.�2�=.�// (14)

for some effective positive c depending only on P . We pull back f � to the unit disk via
�.z/ D i.1C z/=.1 � z/ and by (14) this pullback f D f � ı � and the set

S D ��1
�
¹� W =.�/ � 1=24; j<.�/j � 1=2º

�
satisfy the conditions of Theorem 1.1 (with effectively computable a; b). Recall that to
each polynomial (or even just rational) map P we can associate a canonical dynamical
height OhP W Q! Œ0;1/ defined by

OhP .z/ D lim
n!1

h.P ın.z//

Dn

with the property OhP .P.z// D D OhP .z/ and

j OhP .z/ � h.z/j � cP;h

for a constant cP;h depending (effectively) only onP . In particular OhP ¤ 0, and OhP .z/D 0
if and only if z is pre-periodic with respect to P [31, Theorems 3.20, 3.22].
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Proof of Theorems 1.3 and 1.4. Since OhP .ˇ/ D OhP .˛/ for ˇ 2 S˛;n, we deduce from the
above that

H.��1.k=Dn
C i=24//;H.f .��1.k=Dn

C i=24/// � cH.˛/D2n

for k 2 ¹b�.Dn � 1/=2c; : : : ; b.Dn � 1/=2cº and from Theorem 1.1 that

Dn
� c.1C h.˛//4n4.logD/4.1C log d/2d4

where d is a bound for the degree of f .k=DN C i=24/ over Q and c is effective. Theorem
1.3 now follows from (13).

Now pick a set Sı � ¹k=DN C i=24 W k D b�.Dn � 1/=2c; : : : ; b.Dn � 1/=2cº such
that f .��1.�// has degree at most Dın for � 2 Sı . Plugging this bound in Theorem 1.1
for our f we deduce Theorem 1.4.

Now we want to investigate how the constants involved behave if we vary P in a
family of polynomials.

Let V be a quasi-affine variety over a number field K with coordinate functions T D
.T1; : : : ; Tm/ on Am and let P 2KŒX�, where K D K.T /, of degree deg.P / D D � 2.
(Here we work with X instead of z to distinguish it from the complex variable.) For each
c 2 V.Q/ such that the coefficients of P are defined at c we can specialize to Pc 2 QŒX�
and associate the canonical dynamical height Ohc D OhPc to Pc. We define the Weil height
on V in the usual way:

ŒK W Q�hV .c/ D
X
v2MK

log max¹1; jt1jnvv ; : : : ; jtmj
nv
v º

for .t1; : : : ; tm/ D T .c/ where K is a number field containing t1; : : : ; tm, MK is the set of
places of K, suitably normalized such that jpjv D p�1 for a prime p satisfying v jp, and
nv is the local degree ŒKv W Qv�. We shrink V if necessary so that Pc is always defined
and degPc D degP for all c 2 V.Q/.

Lemma 5.1. For all c 2 V.Q/,

j Ohc � hj � ı1hV .c/C ı2

for ı1; ı2 effectively computable positive real constants depending only on P .

Proof. We set bP D a0XD C � � � C aD with a0; : : : ; aD; b 2 OK ŒT1; : : : ; Tm� where OK
is the ring of integers of K, a0; : : : ; aD; b are co-prime (in that they have no non-trivial
common divisor) and we setDV to be the maximum of the degrees of b;ai , i D 0; : : : ;D.
It is more convenient to work with QP D P.1=X/ D A=.bXD/ with A 2 OK ŒT;X�. Note
that .A; bXD/ D 1 in the ring K.T /ŒX� and that this holds for every specialization Pc
that we consider. By the theory of resultants there exist polynomials A0; B0; A1; B1 2
K.T /ŒX� of degree at most D � 1 in X such that

A0AC bX
DB0 D R; A1AC bX

DB1 D RX
2D�1
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for R 2K.T /. Here R is the resultant of A and bXD , as polynomials in X . It is the deter-
minant of a matrix formed by the coefficients of A; bXD as described in [20, Ch. 4, Sec-
tion 8]. In fact this matrix is the matrix representing the linear map .p; q/ 7! ApC bXDq

with respect to the canonical bases, where p; q range through the polynomials of degree
at most D � 1 in X and the target is the space of polynomials of degree at most 2D � 1.
Hence the two equalities follow from solving two appropriate linear equations. One can
check that in factA0;B0;A1;B1 2OK ŒT1; : : : ;Tm;X� of degree at mostDV .2D � 1/ in
T1; : : : ;Tm and thatR 2OK ŒT1; : : : ;Tm�. Now we can follow the proof in [15, Section 5.1]
but we repeat some of the arguments for the reader’s convenience. Let .t1; : : : ; tm/D T .c/
be the coordinates of the specialized point, r D R.c/ and x be an algebraic specialization
of X . At a non-archimedean place j � j we find that jr j and jrx2D�1j and therefore also
jr jmax¹1; jxj2D�1º are bounded above by

max¹1; jt1j; : : : ; jtmjºDV .2D�1/ max¹1; jxjºD�1 max¹jA.x; t1; : : : ; tm/j; jbxDjº:

At an archimedean place we get jr jmax¹1; jxj2D�1º bounded above by

Lmax¹1; jt1j; : : : ; jtmjºDV .2D�1/ max¹1; jxjºD�1 max¹jA.x; t1; : : : ; tm/j; jbxDjº

where L is the sum of the lengths of A0; B0; A1; B1 2 OK ŒX; T1; : : : ; Tm�. When we
take the product over all places the factor r cancels out and we obtain

Dh.x/ � DV .2D � 1/h.c/C h. QPc.x//C L:

The inequality h. QPc.x// �DV hV .c/CDh.x/CO.1/ with effectiveO.1/ follows from
straightforward estimates. Since h.1=x/ D h.x/ we obtain

jh.Pc.x// �Dh.x/j � DV .2D � 1/hV .c/C c

with c effective and depending only on P . Now we can use the telescope summing trick
to obtain

j Ohc � hj � ı1hV .c/C ı2

where ı1 D DV .2D � 1/=.D � 1/ and ı2 D c=.D � 1/.

Lemma 5.2. Let P 2 OŒX� be monic and of degree degP � 1 where O is the ring of
holomorphic functions on a compact domain B � Cn. For each c 2 B there exists a
Böttcher domain Uc around infinity for the specialized Pc 2 CŒX� and there is r > 0 such
that D.1; r/ D ¹z W jzj > rº � Uc for all c 2 B . Moreover, the Böttcher map gives rise
to a holomorphic map ˆ.z; c/ on D.1; r/ � B such that

ˆ.P.z; c/; c/ D ˆ.z; c/D :

Proof. For the proof we just have to follow the proof in [22, Theorem 6.7] and we repeat
some of the arguments. We can write

P D zD.1CO.1=jzj//
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and since the coefficients of P.z/ are uniformly bounded on B , the O.1=jzj/ term is
bounded uniformly for jzj > r > 0. We take Z such that z D exp.Z/ and set F.Z/ D
logP.exp.Z//. With the right lifting of F we get F.Z/ D DZ CO.exp.�<.Z/// and
we can choose � so large (and r so big) that jF.Z/ �DZj < 1 for <.Z/ > � . Now the
sequence of functions Lk D F ık.Z/=Dk converges uniformly on this domain to a func-
tion L that satisfies L ı F D DL. Moreover, it satisfies L.Z C 2�i/ D L.Z/ C 2�i .
Thus the function ˆ.z/ D exp.�L.log z// is well defined on D.1; r/ and satisfies
ˆ.P / D ˆD . (Note that jP.z/j > r for jzj > r .) Moreover, as the convergence is uni-
form in B the statement about holomorphy follows.

Theorem 5.3. Let V be a quasi-affine variety defined over a number field K and let P 2
K.V /ŒX� be a monic polynomial of degree D � 2. Further, let B � V.C/ be a compact
set with the property that all specializations Pc are defined and deg.Pc/ D deg.P / for
c2B . LetD.1; r/ be the associated Böttcher domain as in Lemma 5.2. Pick an algebraic
˛ 2 D.1; r/ and let

S˛;n;c D ¹ˇ W P
ın
c .ˇ/ D P ınc .˛/º:

For every " > 0 there exists a constant c" depending only on " and P .but not c or ˛/ such
that

ŒQ.ˇ/ W Q� � cDn=4�"n.1C hV .c/C h.˛//�1�" for some ˇ 2 S˛;n;c.

Moreover, we can bound the points of low degree in S˛;n;c. For every " > 0 and ı > 0

there exists a constant c" such that the number of points in S˛;n;c of degree at most Dın

divided by Dn is bounded above by

c"D
.4ıC"�1/n.1C hV .c/C h.˛//4C":

Proof. For the proof, given Lemma 5.1, we only have to make sure that the constant in
Theorem 1.1 can be chosen uniformly for c 2 B . From the construction of the Böttcher
map it follows that we only need a uniform bound on the coefficients of P , which we
have.

We note that if we have an effective bound for the length of Pc as c varies over B , all
the constants in Theorem 5.3 are effective.

6. General Galois bounds

We now prove Theorems 1.2 and 1.5. We recall the statement of Theorem 1.2.

Theorem 6.1. Suppose that K is a number field and P 2 KŒX� has degree D at least 2.
Let " > 0. Then there exist effectively computable c > 0, depending only on P and ", and
c0 > 0 depending only on P such that if ˛ 2 K and n � c0ŒK W Q�h.˛/ then

ŒQ.ˇ/ W Q� � c
min¹1; OhP .˛/º

ŒK W Q�.1C h.˛//4C"
Dn=4�"n for some ˇ 2 S˛;n.
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As before, we may assume P is monic. Now fix a number field K. In what follows,
given a prime p we write j � jv for the extension of a p-adic valuation on Q to K with the
standard normalization and Kv for the completion of K with respect to v. We write Cv
for the completion of the algebraic closure of Kv . And we let Dv.0; r/ and Dv.1; r/
denote the sets of points in Cv such that jzjv < r and jzjv > r , respectively. Suppose that

P.z/ D zD C a1z
D�1
C � � � C aD

is a polynomial over K. For primes p not dividing D we define

ıv D max
iD1;:::;D

¹1; jai jvº:

And for primes p that do divide D we set

ıv D
maxiD1;:::;D¹1; jai jvºp

1
p�1

jDjv
:

We will use the following result, due to De Marco et al. [12, Theorem 6.5] which extends
work of Ingram [16].

Theorem 6.2 (Ingram [16], De Marco et al. [12]). In the setting described above, there
exists an injective analytic function ˆv with domain Dv.1; ıv/ such that ˆv.P.z//
D ˆv.z/

D . Moreover, ˆv has the property that if z lies in a finite extension of Kv then
this extension also contains ˆv.z/.

Before we proceed with the proof we need more information about cyclotomic exten-
sions of p-adic fields. We have not found references for the following lemmas, although
they are well known, so we provide the reader with short proofs.

For a positive integer l we denote by �l a primitive l-th root of unity.

Lemma 6.3. If a prime p does not divide a positive integer D then for any b dividing a
power of D,

ŒQp.�b/ W Qp� � bD
�m for some m �

D

log 2
logp.

Proof. This is trivial whenD D 1 and so we assumeD � 2. By [23, Proposition 7.12] the
degree ŒQp.�b/ W Qp� is equal to the order of p in .Z=bZ/�. Let q be a prime dividing b.
If q is odd let e be the order of p in .Z=qZ/� while if q D 2 take e D 2. Letm be maximal
such that pe D 1 mod qm. Then qm � pe � 1 � pD and so m � D

log2 logp. Suppose qn

divides b for some n � m. We have pe D 1C kqm for an integer k with .k; q/D 1. Then
peq

n�m
D 1C kqn C X where X is divisible by qnC1 (which can be seen by induction

on n, noting that m > 1 when q D 2). Then the order of p in .Z=bZ/� is at least qn�m

and this remains true when n < m. The result follows.

Lemma 6.4. Let K D Qp.�b/ where the prime p does not divide b. Then

ŒK.�pk / WK� D pk�1.p � 1/:
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Proof. By [23, Proposition 7.12] the extension K is unramified over Qp . In particular
p stays prime in K . Hence we can apply the Eisenstein criterion to the cyclotomic poly-
nomial �pk in K just as in the proof of [23, Proposition 7.13].

Combining the previous lemmas we obtain the following.

Corollary 6.5. For a prime p and a positive integer b dividing a power of a positive
integer D,

ŒQp.�b/ W Qp� � bD
�m for some m �

D

log 2
logp.

Proof. We write bD pnp Qb where np; Qb are positive integers such that p does not divide Qb.
Since Qp.�b/ D Qp.� Qb; �pnp / we obtain the corollary from Lemmas 6.3 and 6.4.

Before we prove Theorem 6.1 we prove the p-adic version of the Galois bounds.
These turn out to have a stronger asymptotic than the complex ones but in general with a
worse dependence on the point ˛.

Theorem 6.6. Suppose that j˛jv > ıv for some v. Then

ŒQ.ˇ/ W Q� �
Dn�m

ŒK W Q�
for some m �

DŒK W Q�

log 2
h.˛/ and some ˇ 2 S˛;n.

Moreover, with the same m we have

#¹ˇ0 2 S˛;n W ŒK.ˇ0/ W Q� � dº � d2D2m:

Proof. For z 2 D.1; ıv/ we have jP ın.z/jv D jzjD
n

v . From this we can deduce that
jˇjv D j˛jv for ˇ 2 S˛;n. Moreover, the pre-images of a critical point of P lie outside of
D.1; ıv/ for all places v. Thus P ın.X/ � P ın.˛/ has non-vanishing discriminant and
so Dn distinct zeros. For each ˇ 2 S˛;n we have ˆv.ˇ/ D ˆv.˛/� for a Dn-th root �
of 1. Since ˆv is injective the function z 7! ˆv.z/=ˆv.˛/ induces a bijection between
S˛;n and the Dn-th roots of unity.

Now fix an integer b dividing Dn and let ˇ 2 S˛;n be such that ˆv.ˇ/=ˆv.˛/ is a
primitive b-th root �b of 1. First by the properties of ˆv ,

Kv.ˆv.ˇ/;ˆv.˛// � Kv.ˇ/:

So by our choice of ˇ we have �b 2 Kv.ˇ/ and so by Corollary 6.5 we have

ŒKv.ˇ/ W Qv� � bD
�m for some m �

D

log 2
logp. (15)

By our hypothesis on ˛, we have

j˛jv � p
1

ŒQp.˛/WQp� :

So
logp � ŒK W Q�h.˛/:
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Choosing b D Dn gives the first part of the statement as

ŒKv.ˇ/ W Qv� � ŒK.ˇ/ W Q� � ŒQ.ˇ/ W Q�ŒK W Q�:

For the second part we note that it follows from (15) and the fact that ˆv.z/=ˆv.˛/ is a
bijection between S˛;n and the Dn-th roots of unity that

#¹ˇ0 2 S˛;n W ŒK.ˇ0/ W Q� � dº

� #¹� 2 Q W � is a primitive b-th root of 1 for b � dDm
º:

Since the number of primitive b-th roots of unity is bounded by b we obtain the second
part of the statement.

From this point on we also allow v to be archimedean. For the archimedean places v
we set ıv to be the R from Theorem 1.3. In order to prove Theorem 6.1, we first observe
that the set of ˛ such that neither Theorem 1.3 nor Theorem 6.6 applies is a set of bounded
height. In the following result K is, as before, a number field over which P is defined.
However this time we do not require ˛ to lie inK. For any number field K , we denote by
MK the set of places on K normalized in the usual way.

Lemma 6.7. The set

¹˛ 2 Q W j˛jv � ıv for all v 2MK.˛/º

is a set of bounded height, with the bound depending only on P .

Proof. Let S D ¹v 2MK W ıv > 1º. Then

H.˛/ŒK.˛/WK� D
Y

w2MK.˛/

max¹1; j˛jnww º D
Y
v2S

Y
w2MK.˛/;wjv

max¹1; j˛jnww º

�

Y
v2S

Y
w2MK.˛/;wjv

ınww

where nw D ŒK.˛/w W Kw �. For each v 2MK we haveX
w2MK.˛/;wjv

nw � ŒK.˛/ W K�

and so
H.˛/ �

Y
v2S

ıv;

and the result follows.

Proof of Theorem 6.1. By Lemma 6.7 the set of ˛ 2Q such that j˛jv � ıv for all places v
has bounded height, say by a constant c1 (depending only onP ). Recall that j OhP � hj � c2
where c2 only depends on P . If h.˛/ > c1 and so j˛jv > ıv for some v, we can apply The-
orem 1.3 or 6.6 according to whether or not v is archimedean. If h.˛/� c1 and OhP .˛/ > 0
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then we pick the minimal positive integer k such that OhP .P ık.˛//DDk OhP .˛/ > c1C c2.
Since P ın.P ık.˛// D P ın.P ık.ˇ// for ˇ 2 S˛;n we have P ık.S˛;n/ � SP ık.˛/;n. For
positive integers m;m0; l and l 0 we find that SP ım.˛/;l \ SP ım0 .˛/;l 0 is non-empty if and
only if m D m0. It follows quickly that #S˛;n � Dn�1. As P ık is generically a Dk-to-1
map we have #P ık.S˛;n/ � Dn�k�1. We set d to be minimal such that ŒK.ˇ/ W Q� � d
for all ˇ 2 S˛;n. If jP k.˛/jv > ıv for some non-archimedean v we apply Theorem 6.6
and obtain

Dn�k�1
� d2D2m for some m �

DŒK W Q�

log 2
.c1 C 2c2/D. (16)

If there is no such non-archimedean v then jP ık.˛/jv > ıv for an archimedean v and we
can apply Theorem 1.4 to find that

Dn�k�1
� cd4C".1C h.˛//4C" for every " > 0, (17)

with some constant c depending only on " and P . Combining (16) and (17) we conclude
that we can find ˇ 2 S˛;n such that

ŒK.ˇ/ W Q� � c
Dn=4�"n min¹1; Oh.˛/º

.1C h.˛//4C"
for all n � c0ŒK W Q�h.˛/,

where c and c0 are constants with c depending onP and " and c0 depending only onP .

Before we prove Theorem 1.5 we need a preparatory lemma.

Lemma 6.8. For each � � 2 there exists a constant c� with the following property. Let
c � 1 and let d1; : : : ; dM be positive integers such that

PM
iD1 di D X andX

¹i Wdi�Rº

di � cR
� for all R > 0: (18)

Then M � c�cX1�1=� .

Proof. Fix M � 1. We are going to minimize X while preserving the condition on the
subsums. We define a sequence of integers aj ; j D 1; 2; : : : ; as follows. Let a1 D bcc
and for k � 2 let ak be maximal subject to the restriction

Pk
iD1 iai � ck

� . With our
fixedM , letm be maximal such that

Pm
iD1 ai �M and let nDM �

Pm
iD1 ai . We claim

that X0 D
Pm
iD1 iai C n.mC 1/ is the minimal value for X if M is fixed.

Suppose there are d1; : : : ; dM subject to (18) such that Xmin D
PM
iD1 di is minimal

and smaller than X0. Clearly we can assume that the di are non-decreasing.
We define bk D #¹i W di D kº and note that there exists K � m such that bK < aK .

Otherwise we would have Xmin � X0 and this would contradict our assumption that Xmin
is smaller than X0. We now suppose that K is minimal with the property bK < aK . We
can replace dI by dI � 1 for I D

PK
kD1 bk without violating (18), thus contradicting that

Xmin D
PM
iD1 di is minimal.
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So we have shown that X0 is the minimum value and will now estimate it from below.
Since ck��2 �� ak �� ck

��2 we find that M �� m
��1 and X0 �� cm

� . So X0 ��

cM �=.��1/ and we are done since for any X we have c�cX
1�1=�
0 � c�cX

1�1=� .

Proof of Theorem 1.5. As in the proof of Theorem 6.1 we choose k minimal such
that jP ık.˛/jv > ıv for some place v. Then Dk � 1= OhP .˛/. First suppose that v is
archimedean. With similar arguments to the above we deduce from Theorem 1.4 that

¹ˇ 2 S˛;n W ŒK.ˇ/ W Q� � dº � c
.1C h.˛//4C"

min¹1; OhP .˛/º
d4C"

and so

¹ˇ 2 S˛;n W ŒK.ˇ/ W K� � dº � c
ŒK W Q�5.1C h.˛//4C"

min¹1; OhP .˛/º
d4C" (19)

with the constant c depending only on P and ".
We apply Lemma 6.8 with the X there taken to be Dn and M D r˛;n. We choose

d1; : : : ; dr˛;n to be the degrees of the irreducible factors of P ın.z/ � P ın.˛/ over K and
set � D 4C ". By (19) condition (18) is fulfilled, and so Lemma 6.8 gives

r˛;n � c"
ŒK W Q�5.1C h.˛//4C"

min¹1; OhP .˛/º
D
3
4nC"n:

For v non-archimedean we get from Theorem 6.6 and Lemma 6.8

r˛;n � cŒK W Q�
2D2mDn=2 with m �

DŒK W Q�

log 2
h.˛/.

Combining these two inequalities yields the result.

7. Further examples

We conclude the paper by showing how Theorem 1.1 applies to various modular func-
tions. For instance, let

�.�/ D
.2
P1
nD0 q

1
4 .2nC1/

2
/4

.1C 2
P1
nD1 q

n2/4

be the modular �-function, where q D exp.�i�/. See for instance [10, Ch. 7, Section 7].
By [10, (8.1), p. 117], � is bounded on the half-plane =� � 1 and there is some c > 0

such that
0 < j�.�/j < ce��=� (20)

for � with sufficiently large imaginary part, and real part in Œ�1; 1� say. As in Section 5 we
construct a related function on the disk. In order to obtain a bounded function on the disk,
we do not work with the whole upper half-plane, but the half-plane given by =� > 1. The
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transformation z 7! 2i
1�z

takes the unit disk to this half-plane and so the function

��.z/ D �

�
2i

1 � z

�
is bounded on the unit disk. Let S be the union of the interval .0; 1/ with the inverse
image under the Möbius transformation above of the set S 0 of � with real part in Œ�1; 1�
and imaginary part large enough so that (20) holds. Bounds on the number of algebraic
points of bounded height and degree on the graph of the function �� and on the graph
of � restricted to =� > 1 are clearly equivalent, with suitable changes in constants. And
by (20) above the function �� satisfies the hypotheses of our Theorem 1.1. So we get a
bound

c0d9.log d/2.logH/9

for algebraic points of degree at most d and height at most H (with d � 2 and H � e)
on the graph of � restricted to the set S 0. Here c0 is absolute, and could in principle be
computed.

This is weak compared to Schneider’s theorem [1, Theorem 6.3, page 56], which
implies that �.�/will be transcendental when � is algebraic and not quadratic. But exactly
the same argument applies to the derivatives �0; �00 of �, and leads to results which appear
to be new, although they could perhaps also be obtained using Binyamini’s result in [4].
(For what is known about transcendence here see [13].)

Similarly, our result applies to the discriminant function

�.�/ D .2�/12q
Y
n�1

.1 � qn/24

where we now use q D exp.2�i�/ and to other cusp forms (see for instance [30, Theorem
8.1, p. 62 and Proposition 7.4, p. 59]). Indeed it applies to any modular form

P
n�0 cnq

n

with algebraic c0, by applying the above method to
P
n�1 cnq

n.
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