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Abstract. We study the Lagrangian flow associated to velocity fields arising from various models
of stochastic fluid mechanics. We prove that in many circumstances, these flows are chaotic, that
is, the top Lyapunov exponent is strictly positive (almost surely, all particle trajectories are simul-
taneously exponentially sensitive with respect to initial conditions). Our main results are for the
Navier–Stokes equations on T2 and the hyper-viscous regularized Navier–Stokes equations on T3

(at arbitrary fixed Reynolds number and hyper-viscosity parameters), subject to white-in-time,
H s-in-space stochastic forcing which is nondegenerate at high frequencies. Using these results,
we further make a mathematically rigorous study of “passive scalar turbulence”. To this end, we
study statistically stationary solutions to the passive scalar advection-diffusion advected by one of
these velocity fields and subjected to a white-in-time random source. We show that the chaotic
behavior of Lagrangian dynamics implies a type of anomalous dissipation in the limit of vanishing
diffusivity, which in turn, implies Yaglom’s law of scalar turbulence – the universal scaling law anal-
ogous to the Kolmogorov 4/5 law. Key features of our study are the use of tools from ergodic theory
and random dynamical systems in infinite dimensions, namely the Multiplicative Ergodic Theorem
and a version of Furstenberg’s Criterion, combined with hypoellipticity via Malliavin calculus and
approximate control arguments.
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1. Introduction and outline

In this paper, we study the stochastic flow of diffeomorphisms �t W Td ! Td , t � 0,
defined by the random ODE

d
dt
�t .x/ D ut .�

t .x//; �0.x/ D x: (1.1)

Here, the random velocity field ut W Td ! Rd at time t > 0 evolves according to one of
several stochastically-forced fluid mechanics models, for example, the 2D Navier–Stokes
at fixed (but arbitrary) inverse Reynolds number � > 0 on T2:

@tut C ut � rut D �rpt C ��ut CQ PWt ; r � ut D 0;

where pt denotes the pressure at time t and Q PWt is a white-in-time, colored-in-space
Gaussian process described more precisely below (Section 1.1.1).

It is expected (see for instance [35, 48]) that when ut evolves according to either the
Stokes equations (i.e., zero Reynolds number) or Navier–Stokes at arbitrary Reynolds
number, the corresponding Lagrangian flows will generically be chaotic in terms of sen-
sitivity with respect to initial conditions. This phenomenon is sometimes referred to as
Lagrangian chaos. The primary objective of the present paper is to verify this by proving
that the dynamical system defined via (1.1) possesses a strictly positive Lyapunov expo-
nent: that is, there exists a constant �C > 0, depending on the parameters of the relevant
Stokes or Navier–Stokes equation, such that for every x 2 Td and any initial vector field
in the support of the stationary measure � for the process .ut /, we have that

lim
t!1

1

t
log jDx�t j D �C > 0 holds with probability 1:

Here, Dx�t refers to the Jacobian matrix of �t W Td ! Td taken at x. This implies that
almost everywhere in Td and with probability 1, nearby particles are separated at an
exponentially fast rate by the Lagrangian flow �t .

The study of the statistical behavior of a Lagrangian particle in a random flow has
extensively been studied in the mathematics and physics literature, see for instance [35,
48, 49, 79, 81] and references therein. However, for velocities that are continuous in time
and solve physical fluid models (like Stokes or Navier–Stokes), there does not appear to
be any rigorous results proving Lagrangian chaos.

We further apply our Lagrangian chaos results to the “scalar turbulence” problem in
the Batchelor regime of a passive scalar advected by fluid at fixed Reynolds’ number
in the limit of vanishing molecular diffusivity (see, e.g., [11, 48, 107] and the references
therein for physics literature). This problem is both of intrinsic physical interest due to its
relevance in numerous applications [107] as well as of mathematical interest, as it seems
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to represent the simplest physical system in fluid mechanics that displays “turbulent”
behavior (see Section 1.2.2 for more precise discussion). In this manuscript, we prove
that statistically stationary solutions of the passive scalar advection-diffusion equation
(with random velocity fields given by the stochastic fluid models) obey the fundamental
universal scaling law predicted by Yaglom in 1949 [110] in the vanishing diffusivity limit.
Yaglom’s law is the passive scalar analogue of the Kolmogorov 4/5 law – or perhaps more
accurately, the closely related 4/3 law; see [55] and the references therein. See Section 1.2
below for rigorous statements.

We also mention the authors’ follow-up works [14–16] building off the results of this
manuscript. In summary, these establish a proof of Batchelor’s law for the power spec-
trum of a statistically stationary passive scalar in the Batchelor regime (for more details,
see Remark 1.21). In comparison with hydrodynamic turbulence, this is the Batchelor
regime analogue of the Kolmogorov �5=3 power law for the power spectral density of
a turbulent fluid. To our knowledge, the proof of Yaglom’s law in this manuscript and that
of Batchelor’s law in [16] are the first rigorous proof of any universal scaling or power
spectrum laws in fluid mechanics for velocities arising from the Stokes or Navier–Stokes
equations.

1.1. Setup and assumptions

1.1.1. Probabilistic framework. Let Td D Œ0; 2��d denote the period box. Following the
convention used in [44], we define the following real Fourier basis for functions on Td

by

ek.x/ D

´
sin.k � x/; k 2 ZdC;

cos.k � x/; k 2 Zd�;

where

ZdC D ¹.k1; k2; : : : ; kd / 2 Zd W kd > 0º [ ¹.k1; k2; : : : ; kd / 2 Zd W k1 > 0; kd D 0º

and Zd� D �ZdC. We set Zd0 WD Zd n ¹0; : : : ; 0º and define ¹kºk2Zd
0

a collection of full
rank d � .d � 1/matrices satisfying >

k
k D 0, >

k
k D Id, and �k D �k . Note that in

dimension d D 2, k is just a vector in R2 and is therefore given by k D ˙k?=jkj. In
dimension 3, the matrix k defines a pair of orthogonal vectors 1

k
; 2
k

that span the space
perpendicular to k.

Define

L2 D
²
u 2 L2.Td ;Rd / W

Z
Td
u dx D 0; divu D 0

³
to be the Hilbert space of square integrable, mean-zero, divergence-free vector fields
on Td and let Wt be a cylindrical Wiener process on L2 defined by

Wt D
X
k2Zd

0

ekkW
k
t ;

where ¹W k
t ºk2Zd0 are a family of independent .d � 1/-dimensional Wiener processes on

a common canonical filtered probability space .�;F ; .Ft /;P/. Note thatWt is divergence
free by the fact that >

k
k D 0.
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Let Q be a compact linear operator on L2 which is diagonalizable with respect to the
L2 basis ¹ekkºk2Zd

0
with singular values ¹qkºk2Zd

0
satisfying the coloring assumption

qk . jkj�˛ (1.2)

for an arbitrary, fixed ˛ > 5d
2

. Additionally, fix an arbitrary � > 0 (depending on ˛)
satisfying

d

2
C 2 < ˛ � 2.d � 1/ < � < ˛ �

d

2
(1.3)

and define the Hilbert space

H D
²
u 2 H � .Td ;Rd / W

Z
Td
u dx D 0; divu D 0

³
;

where H � .Td ;Rd / denotes the space of Sobolev regular vector-fields on Td (see Sec-
tion 1.3 for a precise meaning when � is not an integer). For the entirety of this paper,
we will consider a white-in-time stochastic forcing Q PWt , which takes the form for each
t > 0 and x 2 Td ,

Q PWt .x/ D
X
k2Zd

0

qkek.x/k PW
k
t :

Remark 1.1. The coloring assumption (1.2) and the upper bound on � in (1.3) ensure that
¹jkj�qkº is square summable over Zd0 and thereforeQWt belongs to H almost surely. See
Remark 2.13 for a discussion of the lower bound on � specified in (1.3).

We will also consider the following nondegeneracy condition on the low modes of the
forcing. Define K to be the set of k 2 Zd0 such that qk ¤ 0.

Assumption 1 (Low mode nondegeneracy). Assume k 2K if jkj1 D 1.

Above, for k D .ki /diD1 2 Zd we write jkj1 D maxi jki j. For several of the finite-
dimensional models discussed in this paper, Assumption 1 is actually stronger than
needed, i.e., the results we obtain hold with forcing on fewer modes. Sharper sufficient
conditions will be specified as we go along.

For the infinite-dimensional models, we will in addition invoke the following nonde-
generacy condition on all sufficiently high modes past some arbitrary finite cutoff.

Assumption 2 (High mode nondegeneracy). There exists an L > 0 such that

qk & jkj�˛ for jkj1 � L;

where ˛ 2 .5d
2
;1/ is as in the coloring assumption (1.2).

See Remark 1.4 for more discussion on Assumption 2.

1.1.2. Fluid mechanics models. We consider a variety of continuous-time finite-dimen-
sional and infinite-dimensional stochastic fluid mechanical models that govern the behav-
ior of the velocity ut . These models are listed below as Systems 1–4.

In what follows, we write HK � H for the subspace spanned by the Fourier modes
k 2K .
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System 1. We refer to the Stokes system in Td (d D 2; 3) as the following stochastic
PDE for initial u0 2 HK : ´

@tut D �rpt C�ut CQ PWt ;

divut D 0;
(1.4)

where Q satisfies Assumption 1 and K is finite.

The assumption that K be finite is both natural (since only a few modes are required
by Assumption 1), and expedient, since System 1 is effectively a finite-dimensional
Ornstein–Uhlenbeck process. However, the methods of this paper applied to Systems 3
and 4 easily extend to cover System 1 when K is infinite and Q satisfies Assumption 2.
For more details, see Remark 7.5.

System 2. We refer to the Galerkin–Navier–Stokes system in Td (d D 2; 3) as the fol-
lowing stochastic ODE for u0 2 HN :´

@tut C…N .ut � rut Crpt / D ��ut C…NQ PWt ;

divut D 0;

where Q satisfies Assumption 1; N � 3 is an arbitrary fixed integer; …N denotes the
projection to Fourier modes with j � j1 norm � N ; HN denotes the projection of H
under …N ; and � > 0 is fixed and arbitrary.

Remark 1.2. We emphasize that both Systems 1 and 2 are viewed as evolution equa-
tions on the finite-dimensional state spaces HK or HN and not on the larger infinite-
dimensional space H.

System 3. We refer to the 2D Navier–Stokes system as the following stochastic PDE for
u0 2 H on T2: ´

@tut C ut � rut D �rpt C ��ut CQ PWt ;

divut D 0;
where Q satisfies Assumptions 1 and 2. Here � > 0 is arbitrary and fixed.

System 4. We refer to the 3D hyper-viscous Navier–Stokes system as the following stoch-
astic PDE for u0 2 H on T3:´

@tut C ut � rut D �rpt � ��
2ut CQ PWt ;

divut D 0;

where Q satisfies Assumptions 1 and 2. Here � > 0 is arbitrary and fixed.

To unify notation across these systems, from now on we write OH for the relevant state
space of the .ut / process: specifically, for System 1 we set OH D HK ; for System 2 we set
OH D HN ; while for Systems 3 and 4 we set OH D H.

1.1.3. Well-posedness and stationary measures for Systems 1–4. The following summa-
rizes the well-posedness and ergodicity properties we use for the velocity field process
.ut / in all the cases considered above.
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Proposition 1.3. For each of Systems 1–4, the following holds for any T > 0:

(a) For all functions u 2 OH and with probability 1, there exists a unique mild solu-
tion .ut / 2 C.Œ0; T �I OH/ with u0 D u. As a function of the noise sample ! 2 �, the
solution ut is measurable, Ft -adapted, and belongs to Lp.�IC.Œ0; T �I OH// for all
p � 1. Lastly, .ut / itself is a Feller Markov process on OH.

(b) The Markov process .ut / admits a unique Borel stationary measure � in OH

See Section A.1 for more details regarding well-posedness as in (a). Existence and
uniqueness of the stationary measures as in part (b) can be derived from existing1 results
for each of Systems 1–4. For System 1, uniqueness is classical (it being effectively a finite-
dimensional Ornstein–Uhlenbeck process), while uniqueness of the stationary measure
for System 2 follows from [44, 99] (in 2D and 3D, respectively), Hörmander’s theo-
rem [67], and the Doob–Khasminskii theorem [38]. In the fully nondegenerate case
jqkj � jkj

�˛ for all k, uniqueness for System 3 follows from the classical work of Flandoli
and Maslowski [52]; the extension to the hyper-viscous 3D case as in System 4 is straight-
forward. Arguments in [100] can be adapted to cover both Systems 3 and 4 under Assump-
tion 2. We note also that it is not difficult to extend the work of [64] to cover both Sys-
tems 3 and 4 in the general case jqkj . jkj�˛ and satisfying the hypoellipticity conditions
of [44] in 2D and [99] in 3D.

With the .ut / process on H, we write �t for the stochastic flow of diffeomorphisms
on Td solving (1.1). Note that the flow �t is a well-defined diffeomorphism since the
velocity field ut belongs to H � , where � > 2C d

2
(so it is at least C 2 by Sobolev

embedding). This gives rise to an Ft -adapted, Feller Markov process .ut ; xt / on H � Td

defined by xt D �t .x0/, where x0 D x for fixed initial x 2 Td . We refer to .ut ; xt / as the
Lagrangian flow process or Lagrangian process. A simple check (see Lemma A.5) ver-
ifies that � � Leb is a stationary measure for the Lagrangian process, where Leb stands
for Lebesgue measure on Td . Note that ergodicity of � does not imply ergodicity of
� � Leb. Indeed, consider the example K D ¹.1; 0/º with the 2D Stokes equations (1.4):
in that case, � � Leb is not ergodic since the resulting flow is an x-dependent shear and
leaves all vertical (y-dependent) lines invariant. One of the purposes of Assumption 1 is
to rule out such degeneracies.

Remark 1.4. Our methods currently require some regularity properties that we do not
know how to verify without the strong Feller property of the Markov semigroup associated
to the .ut ; xt / process (see Definition 4.1). In particular, the asymptotically strong Feller
property [64, 65] is not enough for our purposes. It is for this reason that when treating
Systems 3 and 4, we must assume nondegeneracy of the forcing in the high modes as in
Assumption 2. As in [45, 52], a straightforward modification of the methods in this paper
can be made to prove the strong Feller property when, in Assumption 2, the power laws
in the lower and upper bound on jqkj differ by a small constant < 1.

1We note that uniqueness of the stationary measure as in (b) is also a consequence of the
arguments in this paper; see Corollary 2.16.
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Remark 1.5. Note that the forcing on the .ut ; xt / process is necessarily degenerate,
even if we had completely nondegenerate noise acting on the velocity. This is the main
technical challenge in proving the strong Feller property.

1.2. Statement and discussion of results

With the preliminaries now taken care of, we are situated to state our main results on
Lagrangian chaos. See Section 2 for a detailed outline of the proof.

Below, d D 2 or 3, and the vector field ut W Td ! Rd ; t > 0 evolves according to one
of Systems 1–4, while the Lagrangian flow �t W Td ! Td ; t > 0 is as in (1.1). Through-
out, OH denotes the relevant vector field space for the system in question, e.g., OH D HK

when working with System 1. As in Proposition 1.3, � denotes the stationary measure for
the .ut / process on OH for each of Systems 1, 2, 3 or 4.

Theorem 1.6 (Positive Lyapunov exponent). Let .ut / be governed by any of Systems 1–4.
Then, there exists a deterministic constant �C > 0 such that for every initial vector field
u0 2 supp� and x 2 Td , the following limit exists with probability one:

�C D lim
t!1

1

t
log jDx�t j > 0:

Indeed, as the following corollary states, with probability 1 the Lagrangian flow map
�t expands all vectors at the constant exponential rate �C > 0 with probability 1.

Corollary 1.7 (Norm growth of the flow map). Let �C > 0 be as in Theorem 1.6. For
any � 2 .0; �C/, .u0; x/ 2 supp� � Td , and any unit vector v 2 Rd , there is a (random)
constant ı D ı.u0; x; v; �/ such that ı > 0 almost-surely and for all t > 0,

jDx�
tvj � ıet.�

C��/ with probability 1.

Remark 1.8. Theorem 1.6 and Corollary 1.7 (and the results on scalar advection below)
make fundamental use of the probabilistic framework. Such results seem hopelessly out
of reach for deterministic models of fluid flows commonly observed in nature and many
other systems of interest. For a general discussion of the difficulties involved, see, e.g.,
[97, 111].

A reasonable model for understanding the difficulties involved is the Chirikov Stan-
dard map [32], a one-parameter family of deterministic, discrete-time, volume-preserving
mappings T2 ! T2 exhibiting the same stretching and folding expected to underly the
mixing mechanism of the Lagrangian flow [35]. Although anticipated to be true, it is
a decades-old open problem to rigorously verify, for any parameter value, that the stan-
dard map is chaotic in the sense of a positive Lyapunov exponent on a positive-volume
subset of phase space. Partly explaining the difficulties involved is the fact that very dif-
ferent asymptotic dynamical regimes coexist in phase space: for a topologically “large”
subset of parameters, the Standard map has
(1) an abundance of elliptic islands throughout phase space (inhibiting chaos) [43], and
(2) a positive Lyapunov exponent on a set of Hausdorff dimension 2 [61].



J. Bedrossian, A. Blumenthal, S. Punshon-Smith 1900

The situation is vastly different in the presence of even a small amount of noise: see [21]
for positive results confirming chaos for the Standard map subjected to small-amplitude
noise.

In this paper, we will apply a principle known as Furstenberg’s criterion from random
dynamical systems theory: this says, roughly speaking, that �C > 0 as in Theorem 1.6
if the probabilistic law of the gradient Dx�t is sufficiently nondegenerate. See Section 2
and Section 3 for more discussion.

Remark 1.9. For Systems 1–3, Theorem 1.6 and Corollary 1.7 hold for all initial u0 2 OH.
For the finite-dimensional System 1 (resp. System 2), the fact that supp� D HK (resp.
supp� D HN ) follows from hypoellipticity (see, e.g., [44, 99]) and geometric control
theory [2,66]. For 2D Navier–Stokes as in System 3, that supp� D H follows from [1,2].
It is likely that the same is true for 3D hyper-viscous Navier–Stokes as in System 4, but
as far as the authors are aware the appropriate controllability theorems do not appear in
the literature.

Remark 1.10. The techniques we use currently require well-posed SPDEs, hence the
hyper-viscous regularization in System 4. We have included this case to emphasize that
our infinite-dimensional methods are not restricted to two-dimensional flow – the treat-
ment of the 3D case (System 4) is only slightly harder than 2D (System 3). In fact, the
methods could extend to many settings in which one has an infinite-dimensional model
coupled to finitely-many degrees of freedom on a Riemannian manifold.

Remark 1.11. Theorem 1.6 makes two claims:
(1) the Lyapunov exponent �C exists and is constant over a large set of initial conditions

with probability 1, and
(2) that �C > 0 (a priori we only have �C � 0 by incompressibility).
The strong Feller property (and hence our need for nondegenerate noise in the high
modes) stems from the proof of (ii), while (i) only really requires the comparatively
weaker fact that the .ut ; xt / process has a unique stationary measure. Indeed, if this is
known, then existence and constancy of �C follows by the Furstenberg-Kesten Theorem
(Proposition 2.1).

Although the strong Feller property played an important role in early investigations
on uniqueness of stationary measures for infinite-dimensional Markov processes [52], it
is now well understood that uniqueness holds in settings where the strong Feller prop-
erty is unknown (and perhaps likely to be false – see, e.g., the discussion in [64]). A
relevant example is the very recent work [71], published after this work was completed,
which showed that .ut ; xt / has a unique stationary measure when .ut / is governed by
Navier–Stokes with a spatially smooth, almost-surely bounded noise, and so for this
model assertion (i) is known to hold. However, the degeneracy of the noise model con-
sidered is too restricting to establish the strong Feller property, and so it remains open
whether �C > 0 for the model in [71].

Remark 1.12. Although Lagrangian chaos as in Theorem 1.6 is only stated above for
Systems 1–4, the methods in this paper extend to the Lagrangian flow for a broad class of
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velocity field processes .ut /. To summarize the general conditions one actually needs, let
H be a space of divergence-free velocity fields which are spatially Sobolev2 with degree
˛ > 5d=2. For the proof to work, we need: (see (1.9) for definitions of auxiliary processes
vt ; At )
� The one-point process .ut ; xt /, projective process .ut ; xt ; vt /, and matrix process
.ut ; xt ; At / are all almost-surely globally well posed, Markovian3, and arise from
continuous random dynamical systems on (respectively) H � Td , H � PTd , and
H � Td � SLd .R/ (see Section 3 for more details).
� The one-point process is strong Feller and weakly irreducible.
� There exists a unique stationary measure for the projective process on H � PTd .
� The projective and matrix processes satisfy an approximate control condition; (prop-

erty (C’) in Definition 4.16).
Our proof uses some of the simple structure of Navier–Stokes on Td to verify these prop-
erties, but with some additional effort, we believe our methods should extend to a fairly
general class of strong Feller, incompressible fluid equations (with enough viscosity to
be energy subcritical or critical), such as stochastically forced Boussinesq, magneto-
hydrodynamics, Leray-˛ models, the surface quasi-geostrophic equations, etc. (all con-
sidered with enough stochastic forcing to be strong Feller).

As can be seen, approximate controllability plays a crucial role in this argument, and
hence future results will benefit greatly from low-mode controllability results, e.g., [1, 2,
92,105]; see [59] for a detailed review). We note however that due to the relatively simple
structure of Navier–Stokes on Td , the controllability statements needed in the proof of
Theorem 1.6 can be obtained “by hand” (Section 7).

Remark 1.13. For 2D Stokes as in System 1, we can prove all our results (above and
below) using only the weaker noise condition (see Remark 7.5)

¹.1; 0/; .0; 1/; .�1; 0/; .0;�1/º �K:

If these are the only modes, the velocity field is given by the very simple formula

u.t; x/ D Z1.t/

�
siny
0

�
CZ2.t/

�
cosy
0

�
CZ3.t/

�
0

sin x

�
CZ4.t/

�
0

cos x

�
;

where Zj ; 1 � j � 4 are independent Ornstein–Uhlenbeck processes (they do not need
to be i.i.d., though in that case the flow is statistically homogeneous in space).

We note that Theorem 1.6 and Corollary 1.7 for the finite-dimensional models in Sys-
tems 1 and 2 follow from adaptations of previously known criteria [12, 28] (see also [56]
and other citations given in Section 2.2) for positive exponents for random dynamical

2Although it would require more work, it is probably possible to lower the needed regularity to,
e.g., ˛ > d=2C 2.

3In fact, these processes themselves do not quite have to be Markov. For example, it suffices to
have another variableZt such that the system .ut ; Zt ; xt /, .ut ; Zt ; xt ; vt /, .ut ; Zt ; xt ; At / satisfy
the above conditions in a suitable manner. This is used in our more recent paper [15] to show that,
for each k, there are C t

k
C1x random velocities which display Lagrangian chaos.
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systems generated by SDE combined with by-now standard hypoellipticity arguments for
Galerkin truncations of Navier–Stokes [44, 99]. Nevertheless, we include them for the
following reasons: these results are physically interesting and absent from the literature
(to the best of our knowledge); they emphasize that Assumption 2 is not fundamental
for Lagrangian chaos; all the ingredients needed for their proof are already required for
our results on the infinite-dimensional model in System 3; and, although simpler to work
with, they are instructive for the proof in the infinite-dimensional case.

On the contrary, our results for the infinite-dimensional model in Systems 3–4 do not
follow from previously existing results, and require a considerable amount of additional
work. See Section 2 for an outline.

1.2.1. Scalar advection. Before considering scalar turbulence, consider first the simpler
problem of scalar advection without diffusivity

@tft C ut � rft D 0; (1.5)

with .ut / given by one of System 1–4. Here the initial datum f0 W Td ! R is inH 1 withR
f0 dx D 0. By the same methods as in Proposition 1.3, the coupled system of .ut ; ft /

has a P-a.s. unique, Ft -adapted mild solution that defines a Feller Markov process on
H �H 1. At times we will call .ut ; ft / the scalar process. Using Theorem 1.6 and some
additional work, for the .ut ; ft / process we prove the following exponential growth of
gradients with probability 1 below in Theorem 1.14. Theorem 1.14 is of intrinsic interest
and is also the most crucial part of the proof of Theorem 1.16 below.

Theorem 1.14 (Exponential gradient growth without diffusivity). Consider (1.5) with
.ut / given by any of Systems 1–4. Then there exists a constant � > 0, depending on the
system, with the following property. For any � 2 .0; �/, any fixed initial f0 2 H 1 n ¹0º

with
R
f0 dx D 0; and for every fixed initial u0 2 supp�, there exists an almost-surely

strictly positive random constant ı D ı.u0; f0; �/ > 0 such that for all t � 0 and for
p 2 Œ1;1�,

krftkLp � ıe
.���/t with probability 1:

When d D 2, � WD �C as in Theorem 1.6.

Remark 1.15. Recently the question of mixing of scalars, i.e., decay rates in H�1 or
mixing defined by Bressan in [26], has generated a lot of interest: see, e.g., [3, 4, 46, 70,
89, 104] and the references therein. This refinement will be addressed in future work.

1.2.2. Scalar turbulence in the Batchelor regime. Next, we are interested in studying van-
ishing diffusivity limits of the stationary measures associated to the following problem:

@tgt C ut � rgt D ��gt C QQ
PQWt ;

with ut given by one of System 1–4. Here, the initial datum is g0 2 H 1 and has zero
mean. The (mean-zero in space) random source QQ PQWt is of the form

QQ PQWt D
X
k2Zd

0

Qqkek.x/
PQWk.t/;
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where ¹ QWkº are an additional family of independent one-dimensional canonical Wiener
processes also taken on the same filtered probability space .�;F ; .Ft /;P/ and assumed
independent of ¹Wkº. Define

N" WD
1

2

X
k2Zd

0

j Qqkj
2
2 .0;1/:

For simplicity we additionally require at leastX
k2Zd

0

jkj2j Qqkj
2 <1

(though it is likely this condition could be dropped). Note that the random source can be
very smooth and degenerate, e.g., compactly supported in frequency. Under these condi-
tions there is a P-a.s. unique, global-in-time, Ft -adapted solution .ut ; gt / which defines
a Feller Markov process on H �H 1. Moreover, the Krylov–Bogoliubov procedure proves
the existence of stationary measures ¹ N��º�>0 supported on H �H 1 (note that all such
measures satisfy N��.A �H 1/ D �.A/; see Section 8 for more detail). By Itô’s lemma,
one verifies that statistically stationary solutions g� to (1.2.2) satisfy the balance relation

�Ekrg�k2
L2
D N": (1.6)

As above, we are only considering g which satisfy
R
g dx D 0 (which is conserved due

to the mean-zero assumption on QQ).
The problem (1.2.2) is an idealized model for “scalar turbulence” in the Batchelor

regime (see, e.g., [10,11,35,48,107]), which corresponds to the case when the velocity u
is much smoother (in space) than the scalar. Passive scalar turbulence has been the subject
of much research in the physics community both because of its intrinsic importance to
physical applications and its potential to provide a place to develop analytic methods
for understanding other turbulent systems [107]. In Batchelor’s original paper [11], he
considered a random straining flow as an idealized model for the small scale behavior of
a passive scalar. Batchelor used this model to predict the power spectrum of the scalar,
now known as Batchelor’s law (see Remark 1.21 for more details). Later, the Kraichnan
model was introduced in [80], wherein the velocity field is taken to be a white-in-time
Gaussian field with a prescribed correlation function in space. Hence, the random ODE
(1.1) is replaced by an SDE with multiplicative noise and the scalar equation (1.5) is
replaced with a stochastic transport equation in Stratonovich form. There is an extensive
literature on this model in physics; see, e.g., [35, 36, 107] and the references therein. For
the Kraichnan model, Theorem 1.6 is proved in [13] using random dynamical systems
theory developed in [12].

The questions one is interested in answering about systems such as (1.2.2) are (A) can
we develop analytical theories for predicting statistical properties of small scales in the
limit � ! 0? and (B) to what extent are these statistics universal, that is, which properties
are independent of detailed information of the system? The predictions for (A) often come
in the form of quantities such as structure functions, for example

E.ı`g�/p � Cpj`j�p ; `D . j`j . `I ;
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where
ı`g.x/ WD g.x C `/ � g.x/;

(where the meaning of � is left informal for now) for a range of scales .`D; `I / known
as the inertial range (here `D is for dissipative and `I is for integral) assumed to satisfy
lim�!0 `D.�/ D 0 and `I much smaller than the length-scales of the large scale forcing in
the system (but independent of �). For (B), the corresponding question is then to answer:
For which p are the quantities �p; Cp and/or `D universal? The first predictions of this
general type were due to Kolmogorov [76–78] in 1941, who studied the 3D Navier–Stokes
equations as � ! 0. One of the cornerstones of the theory is that in 3D Navier–Stokes,
the kinetic energy, a conserved quantity for � D 0, is transferred to higher and higher fre-
quencies as � ! 0 (called a direct cascade [55]), where it is then dissipated by viscosity
so that the dissipation rate is non-vanishing as � ! 0. This property is called anomalous
dissipation. In statistically stationary solutions, the flux of kinetic energy through the iner-
tial range is predicted to be constant (as a function of ` and asymptotically, as a function
of �), resulting in the celebrated prediction now known as the Kolmogorov 4/5 law:

E
�
ı`u �

`

j`j

�3
� �

4

5
"j`j; ` 2 .`D; `I /;

where " is the net input of energy per unit time and volume (see [17,55] and the references
therein for more discussions). Indeed, the quantity appearing on the left-hand side can be
related to the energy flux through scale `. The 4/5 law is equivalent to the similar 4/3 law:

E
�
jı`uj

2ı`u �
`

j`j

�
� �

4

3
"j`j; ` 2 .`D; `I /:

As they are equivalent we will not distinguish these laws and simply refer to the pair
together as the “4/5 law”. The 4/5 law is very well matched by experiments, is considered
the only exact law of 3D turbulence, and is almost completely universal4. See [55] for
a detailed introduction to turbulence in the 3D Navier–Stokes equations.

Since Kolmogorov’s work, analogous (to varying degrees) “turbulent” dynamics have
been studied in a variety of physical systems, such as 2D Navier–Stokes turbulence [22],
the many varied regimes of magneto-hydrodynamic turbulence [20], wave turbulence in
dispersive equations [91, 113], and passive scalar turbulence [48, 107]. The anomalous
dissipation of a quantity that is conserved in the limit of zero dissipative effects is one of
the defining characteristics of such turbulent systems. Accordingly, in all such examples,
the flux of these conserved quantities through the inertial range converges to a constant,
and so for each anomalously dissipated conservation law one expects a universal scaling
law analogous to the 4/5 law. In 1949, Yaglom [110] found this law for the “enstrophy”
flux5 of the passive scalar

E
�
jı`g

�
j
2ı`u �

`

j`j

�
� �

4

d
N"j`j; ` 2 .`D; `I /:

4Both the constant and the exponent are universal; it is not clear whether `D is universal.
5For simplicity, we will refer to the L2 density kgk2 as the “enstrophy” in analogy with the

vorticity form of the 2D Navier–Stokes equations.
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This is the law we confirm for (1.2.2) (in a spherically averaged sense); see Theorem 1.16
below for the rigorous meaning of � in this statement.

In [17], it is proved that the Kolmogorov 4/5 law follows for statistically stationary
solutions of the 3D Navier–Stokes using that lim�!0 �Eku�k2

L2
D 0. This property is

referred to therein as “weak anomalous dissipation”6, and is a natural form of anoma-
lous dissipation for statistically stationary solutions (see [17] for more discussion). In this
work, we use Theorem 1.14 to prove the analogous statement here ((1.7) below) by adapt-
ing arguments from [17]; see Section 8 for details. Then Yaglom’s law, as stated in (1.8),
follows from a straightforward variation of the argument in [17]. The limit (1.7) cannot
hold if solutions to (1.2.2) remain concentrated in low frequencies in the limit � ! 0;
indeed, in this case it is easy to check that �Ekg�k2

L2
& 1 (see also Remark 1.18 below).

For (1.7) to hold, the fluid needs to induce a direct cascade of enstrophy to successively
smaller scales where it is more efficiently dissipated by the ��g� term, resulting in a
much-enhanced dissipation rate. It is Theorem 1.14 that ultimately implies the Lagrangian
flow-map creates the requisite small scales everywhere in the domain with probability 1.
See also the earlier work using norm growth in the inviscid passive scalar problem to
obtain “enhanced dissipation” effects for � > 0 models [33, 114] and the recent related
work [34].

We remark that the idea that Lagrangian chaos and scalar turbulence scaling laws
should be intimately related has long been expected by the physics community; see, e.g.,
[6, 7, 107, 112] and the references therein for more information.

Theorem 1.16 (Scalar turbulence in the Batchelor regime). Let ¹u; g�º�>0 be a sequence
of statistically stationary solutions to (1.2.2) with .ut / given by any of Systems 1–4. Then:

(i) the Weak Anomalous Dissipation property holds:

lim
�!0

�Ekg�k2
L2
D 0: (1.7)

(ii) Yaglom’s law holds over a suitable inertial range: that is, for all � > 0 small, there
exists an `D.�/ > 0 with lim�!0 `D.�/ D 0 such that

lim
`I!0

lim sup
�!0

sup
`2Œ`D ;`I �

ˇ̌̌̌
1

`
E
«

Td

«
Sd�1

jı`ng
�
j
2ı`nu � n dS.n/ dx C

4

d
N"

ˇ̌̌̌
D 0: (1.8)

Here n denotes a unit vector in Sd�1 and
ª

denotes the average, i.e.,«
Td
� dx D

1

.2�/d

«
Td
� dx and

«
Sd�1

� dS.n/ D
1

!d�1

«
Td
� dx;

where !d�1 denotes the surface area of the Sd�1 (2� in 2D and 4� in 3D).

Remark 1.17. Note that by time stationarity, (1.8) is the same as asserting the expected
value of arbitrary length time averages follow Yaglom’s law. Further, as in [17], if one

6We remark that this property is equivalent to the assertion that the Taylor microscale goes to
zero as Reynolds number goes to infinity; see [17] for details.
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assumes Q and QQ are spatially homogeneous, then there exists spatially homogeneous
statistically stationary solutions to the system .ut ; gt / and one can remove the x average
from (1.8), that is, (1.8) holds a.e. in x (existence of spatially homogeneous statistical sta-
tionary solutions is classical in this case; see, e.g., [86, Corollary 3.3.4], but the statements
in Theorem 1.16 were not previously known).

Remark 1.18. Note that by the balance (1.6), the weak anomalous dissipation property
(1.7), and Sobolev interpolation, there holds lim�!0 �Ekg�k2H D 0 for all  2 .0; 1/
and lim�!0 �Ekg�k2H D C1 for all  > 1.

Remark 1.19. There exist a number of works providing sufficient conditions to deduce
turbulence scaling laws and related results, see for example [17, 18, 51] in the stochastic
case and [31,42,47,93] in deterministic cases. See the references therein for earlier work
in the physics literature. However, no works prior to Theorem 1.16 have provided a proof
of such laws without sufficient conditions that remain unverified as of writing. This is nat-
ural, as Yaglom’s law in this relatively simple, fixed Reynolds number, Batchelor regime
is likely to be by far the simplest assertion (to prove) of all statements in statistical theories
of turbulence in fluid mechanics.

Remark 1.20. The proof of Theorem 1.16 is based on first replacing

f �.t; x/ D
p
�g.t; x/

so that f � now solves a passive scalar equation with fluctuation-dissipation-type scaling:
@tf

�
t C ut � rf

�
t D ��f

�
t C
p
� QQd QWt and studying the � ! 0 limit. This fluctuation-

dissipation-type scaling is long-understood to be important in many contexts in PDEs and
has been studied numerous times; see, e.g., [17, 53, 69, 83–86, 106].

Remark 1.21. Building off the results in this manuscript in a series of follow-up works
[14, 15] culminating in [16], we have proved Batchelor’s prediction on the cumulative
power spectrum of the passive scalar in the same setting as [11]. This assertion amounts
to: there exist N0; C0 both independent of � such that for all N0 < N < ��1=2, there
holds

1

C0
logN <

X
jkj�N

Ej Og.k/j2 � C0 logN:

Note that Yaglom’s law only requires Theorem 1.6, and roughly speaking, the correspond-
ing fact that chaotic Lagrangian flow pushes at least some of the L2 mass of a passive
scalar from large to small scales (Theorem 1.14). In comparison, Batchelor’s prediction
for the power spectrum is more refined, and requires that all large-scale L2 mass be
“evacuated” to higher frequencies. This additional statement does not follow just from
Theorem 1.6, instead requiring the arguments in the authors’ follow-up works [14–16]
(all completed after this work).

1.3. A guide to notation

We include here for the convenience of the reader a guide to commonly used notation in
the paper.
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� We use the notation f . g if there exists a constant C > 0 such that f � Cg, where
C is independent of the parameters of interest. Sometimes we use the notation

f .a;b;c;::: g

to emphasize the dependence of the implicit constant on the parameters, for example,
C D C.a; b; c; : : : /. We denote f � g if f . g and g . f .
� Throughout, Rd is endowed with the standard Euclidean inner product . � ; � / and

corresponding norm j � j. We continue to write j � j for the corresponding matrix norm.
We use jkjp to denote the `p norms.
� When the domain of the Lp space is omitted, it is always understood to be Td :

kf kLp D kf kLp.Td /:

We use the notations EX D
R
�
X.!/P.d!/ and kXkLp.�/ D .EjX jp/

1
p . We use the

notation
kf k2H s D

X
k2Zd

jkj2sj Of .k/j2

(denoting Of .k/ D 1

.2�/d=2

R
Td e

�ik�xf .x/dx the usual complex Fourier transform).
� If M is a Riemannian manifold, we write LebM for the Lebesgue volume on M . For

short, we write Leb for the normalized Lebesgue measure on Td .
� For d � 1, we write Md�d .R/ for the space of real d � d matrices, and SLd .R/ for

the subgroup of matrices of determinant 1.
� We write P d�1 D P.Rd / for the real projective space of Rd , i.e., the manifold of

equivalence classes of vectors in Rd n ¹0º up to scaling. When it is clear from context,
we will abuse notation and intentionally confuse an element v 2 P d�1 with a unit
vector representative v 2 Rd , and vice versa. Likewise Sd�1 denotes the unit sphere
in Rd .
� Given a matrixB 2Md�d .R/, we use the same symbolB W P d�1 ! P d�1 to denote

the corresponding map on projective space. If � is a probability measure on P d�1, we
write B�� WD � ı B�1 for the pushforward of � by B .
� We denote L2 the Hilbert space of square integrable, divergence-free, mean zero

functions.
� For � 2 .˛ � 2.d � 1/; ˛ � d

2
/ fixed, we write H for the subspace ofH � divergence-

free, mean-zero vector fields on Td ; d D 2 or 3. Given N � 1 as in System 2, we
write HN � H for the span of all Fourier modes k with jkj1 � N . Given K � Zd

as in Assumption 1, we write HK � H for the span of all Fourier modes in K .
� Given the vector field process .ut / on OH governed by Systems 1, 2, 3 or 4, we

write .ut ; xt / for the Lagrangian process on OH � Td as defined by xt D �t .x0/,
�t as in (1.1), where OH is the appropriate space of vector fields as above. We write
‚t! W

OH�Td ! OH�Td , t � 0, for the corresponding RDS as defined in Section 2.1.
We write .ut ; xt ; vt / for the projective process on OH � Td � P d�1 as defined in Sec-
tion 2.5, and .ut ; xt ; At / for the matrix process on OH � Td � SLd .R/ as defined
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in Section 2.3. These processes are governed by .ut / as in Systems 1–4 and the
random ODE

@txt D ut .xt /; (1.9a)
@tvt D …vtDut .xt /vt ; (1.9b)

@t Lvt D �… LvtDut .xt /
>
Lvt ; (1.9c)

@tAt D Dut .xt /At ; (1.9d)

where …v D Id�v ˝ v is the orthogonal projection from Rd onto the tangent space
of Sd�1 (viewing v as a unit vector in Rd ).
� We denote by B.u; u/ D .I Cr.��/�1r� /.u � ru/ the Euler nonlinearity in both

2D and 3D. We similarly denote A D ���C ��2 in 3D and A D ��� in 2D.
� In Section 6, we will frequently denotewt D .ut ; xt ; vt ; zt / 2 H �M the augmented

projective process with zt being a standard Wiener process on R2d . Here, M is the
finite-dimensional manifold M D Td � P d�1 �R2d . We will also denote w�t the �
cut-off version (sometimes dropping the � when we do not care to distinguish between
the cut-off and non-cut-off versions.)
� We denote TvM the tangent space of M at .x; v; z/ (suppressing the dependence on
.x; z/ since they are flat. For a given direction in h 2 H � Tv we write Dwth for the
derivative of the process with respect to the initial data in the direction h.
� In Section 6, for a fixed T > 0, write �T D C.Œ0; T �IH�"�R2d / for the path space

for the noise driving the process wt , where " > 0 is such that QH�" � H. Corre-
spondingly, we denote Dg the direction Malliavin derivative in a “Cameron–Martin”
direction g 2 L2.Œ0; T �IL2 �R2d /. More generally, we denote by D the Malliavin
derivative operator, and for a separable Hilbert space H , we write W 1;2.�T IH / for
the associated domain of H -valued Malliavin differentiable random variables with
norm

kXk2W 1;2.�T IH/
D EkXk2H C EkDXk2

L2.Œ0;T �IL2�R2d /˝H
:

The adjoint operator D� (the Skorokhod integral) is denoted byZ T

0

hg; ıWt iL2 D D�g

for each g 2W 1;2.�T IL
2.Œ0; T �IL2 �R2d //.

2. Outline of the proofs

Let us now give a somewhat detailed outline for the proofs of the main results of this
paper, starting with Theorem 1.6.

The basic structure of the proof can be summarized in two main points:
(1) The Multiplicative Ergodic Theorem and a variant of Furstenberg’s criterion show

that, given suitable ergodic properties of the dynamics, the Lyapunov exponent is
strictly positive unless there is a certain almost surely invariant structure in the motion
of xt D �t .x0/ and the gradient Dx0�

t .
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(2) Hypoellipticity and approximate controllability arguments show that (A) the dynam-
ics satisfy suitable ergodic properties and that (B) a rich range of motions of xt and
Dx0�

t are realized. This will rule out the invariant structure and allow us to deduce
a positive Lyapunov exponent as in Theorem 1.6.

As we will see below, both are significantly harder in the infinite-dimensional case
(Systems 3–4).

2.1. The RDS framework and the Multiplicative Ergodic Theorem

Theorem 1.6 makes two assertions:
(i) that the limit defining the Lyapunov exponent �C exists and is constant almost

surely, and
(ii) that this exponent satisfies �C > 0.
Let us first outline how to prove assertion (i) using tools from random dynamical systems
theory.

To start, we must formulate the Lagrangian process .ut ; xt / as a stochastic flow or
random dynamical system (RDS) on OH � Td (here, OH is as in the beginning of Sec-
tion 1.2). That is, given a random noise path ! 2 � and a fixed initial .u0; x0/ 2 OH � Td ,
the assignment .u0; x0/ 7! .ut ; xt / is realized as

.ut ; xt / D ‚
t
!.u0; x0/;

where ‚t! W OH � Td ! OH � Td is a continuous mapping depending measurably on the
noise parameter ! (see Section 3.1.1 for details). In our setting, ‚t! is of the form

‚t!.u; x/ D .U
t
!.u/; �

t
!;u.x//;

where Ut
! W
OH! OH is the time-t mapping associated to the equation governing .ut / (any

of Systems 1–4), i.e., the map sending u0 7! ut , and �t!;u D �
t W Td ! Td is the time-t

Lagrangian flow map associated to the noise parameter ! and the initial vector field u 2 OH
as in (1.1), i.e., the diffeomorphism on Td sending x0 7! xt . In the context of RDS,
the matrix-valued mapping � � OH � Td !Md�d .R/ sending .!; u; x/ 7! Dx�

t
!;u for

fixed t > 0 is an object known as a linear cocycle over the RDS ‚t! .
For more background on random dynamics and a precise enumeration of the assump-

tions involved, see Sections 3.1 and 3.2, where the relevant theory and assumptions are
spelled out for an abstract RDS T acting on a metric space Z and a linear cocycle A

over T . Throughout Section 3 we intend to apply this with T replaced by the Lagrangian
flow ‚ acting on Z D OH � Td with A replaced by the gradient cocycle Dx�t . It is
straightforward to verify the assumptions made in Sections 3.1–3.2 for ‚ and Dx�t ;
this is carried out in the Appendix (Section A.1).

A fundamental result pertaining to linear cocycles is the Multiplicative Ergodic The-
orem, stated in full in Section 3.2.2 as Theorem 3.13. For the purposes of this discussion,
we state below the following consequence, often referred to as the Furstenberg–Kesten
Theorem [57].
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Proposition 2.1. The limit

�C.!; u; x/ WD lim
t!1

1

t
log jDx�t!;uj

exists for P-a.e. ! and � � Leb-a.e. .u; x/ 2 OH � Td , where � is the stationary measure
for the .ut / process as in Proposition 1.3. Moreover, if � � Leb is an ergodic stationary
measure (Definition 3.9) for the Lagrangian process .ut ; xt /, then the limiting value �C

does not depend on .!; u; x/.

Ergodicity of � � Leb as a stationary measure for the Lagrangian process .ut ; xt / is
a necessary ingredient for Theorem 1.6. See Section 2.7 below for a discussion of the
ergodic properties of the .ut ; xt / process.

Remark 2.2. Note that in Theorem 1.6, the Lyapunov exponent �C is asserted to exist
with probability 1 at every initial .u; x/ 2 supp� � Td , as opposed to � � Leb-almost
every .u; x/ as in Proposition 2.1. The strong Feller property (Definition 4.1) for the
.ut ; xt / process allows us to pass between these formulations: see Lemma 4.2 (b) in
Section 4.

2.2. Determining positive Lyapunov exponents: Furstenberg’s criterion

An entirely separate matter is to verify that �C as in Proposition 2.1 is strictly positive.
This problem is notoriously difficult (see Remark 1.8 above). Aiding us, however, is the
fact that the cocycle .!; u; x/ 7! Dx�

t
!;u is subjected to some noise. For such cocycles,

a powerful tool known as Furstenberg’s criterion implies �C > 0 under suitable non-
degeneracy conditions described in detail below. The criterion was originally obtained
in [57] for IID products of matrices, and extended in scope by various authors in the ensu-
ing years: see, e.g., [9,12,60,62,88], and also the citations of Chapter 1 of [25] for a more
complete bibliography.

Ignoring for now the requisite quantifiers and other details, the relevant version of
Furstenberg’s criterion can be stated as follows. Proposition 2.3 below is a version of the
criterion given in [88], and will be stated in full as Theorem 3.18 in Section 3.3. Below,
P d�1 D P.Rd / denotes the manifold of one-dimensional subspaces of Rd .

Proposition 2.3 (Informal Furstenberg criterion). Assume � � Leb is an ergodic station-
ary measure for the Lagrangian process .ut ; xt /. If �C D 0, then to each .� � Leb/-gen-
eric .u; x/, there is associated a deterministic (i.e., !-independent) probability measure
�u;x on P d�1 with the property that

.Dx�
t
!;u/��u;x D �‚t!.u;x/ (2.1)

for all t > 0 and P � � � Leb-almost all .!; u; x/ 2 � �H � Td .

To prove �C > 0, then, it suffices to obtain a contradiction from the conclusions of
Proposition 2.3.

Conceptually, the measures �u;x should be thought of as deterministic “configura-
tions” of vectors on Rd , and relation (2.1) says that this .u; x/-dependent family .�u;x/
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of deterministic “configurations” is left invariant by the Jacobian matrices Dx�t!;u with
probability 1. As such, relation (2.1) has the connotation of a degeneracy in the proba-
bilistic law of the matrices Dx�t!;u with ! distributed as P.

2.3. Ruling out Furstenberg’s criterion: Finite-dimensional models

Let us show how one can rule out (2.1) in Furstenberg’s criterion. To start, we recall the
fact that given a fixed pair of probability measures �; �0 on P d�1, the set of matrices
M 2 SLd .R/ for which M�� D �0 has empty interior (Lemma 3.19). Thus, (2.1) can be
ruled out if we check that for a positive measure set of .u; x/; .u0; x0/ 2 OH � Td , the
support of the probabilistic law of the process At WD Dx0�

t
!;u0

conditioned on the event
.u0; x0/ D .u; x/, .ut ; xt / D .u0; x0/ has a nonempty interior in SLd .R/ (e.g., when the
conditional law is absolutely continuous).

For the finite-dimensional models in Systems 1 and 2, we can compute this conditional
law explicitly. The matrix-valued process At WD Dx�t!;u is a component of the Markov
process .ut ; xt ; At / generated by the .ut / together with (1.1) and

@tAt D Dut .xt /At (2.2)

on the finite-dimensional manifold M WD OH � Td � SLd .R/.
Under suitable nondegeneracy conditions on the SDE governing .ut ; xt ; At /, for

instance, Hörmander’s condition as described in Section 2.7, the law Qt ..u; x; Id/; � /
of .ut ; xt ; At / conditioned on .u0; x0; A0/ D .u; x; Id/ admits an everywhere-positive
smooth density

� D �.u;x/ W OH � Td
� SLd .R/! .0;1/

for all initial .u; x/ 2 OH � Td . It follows that for any pair .u; x/; .u0; x0/ 2 OH � Td and
any t > 0, the probabilistic law of At conditioned on .u0; x0/D .u; x/; .ut ; xt /D .u0; x0/
admits a smooth, everywhere-positive density O� D O�.u;x/;.u0;x0/, given for M 2 SLd .R/
by

O�.M/ D
�.u0; x0;M/R

SLd .R/
�.u0; x0;M 0/ dLebSLd .R/.M

0/
:

We conclude that (2.1) is impossible, hence �C > 0, when Hörmander’s condition for
the matrix process .ut ; xt ; At / is satisfied. See Proposition 2.10 in Section 2.7 below for
a precise statement of Hörmander’s condition, and see condition (C) in Section 3.3.2 for
a more detailed version of this argument.

We note that the technique of using Hörmander’s condition for the matrix process
.ut ; xt ; At / to rule out Furstenberg’s criterion is well known; see, e.g., [12, 28].

2.4. Furstenberg’s criterion: Infinite-dimensional models

For the infinite-dimensional models, Systems 3–4, we are not aware of any means by
which one can prove a positive density for the conditional law of At D Dx�t!;u as was
possible for the finite-dimensional models.
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Instead, we are able to prove a certain “approximate controllability” statement, which
we describe below. To articulate this, we define the projective process .ut ; xt ; vt / on
H � Td � P d�1, where .vt / is defined for initial v0 by setting vt to be the projective
representative of Dx0�

t
!;u0

v0. Equivalently, .vt / is generated by .ut /, (1.1) and

@tvt D …vtDu.xt /vt : (2.3)

Here,…vt denotes the projection onto the orthogonal complement of (a unit vector repre-
sentative of) vt .

Proposition 2.4. Consider the Markov processes .ut ; xt ; vt / and .ut ; xt ; At / generated
by either of System 3 or 4, together with (1.1), (2.2), and (2.3). Then, for any x; x0 2 Td

and t > 0, we have the following:

(a) For any ";M > 0, we have that

P..ut ; xt / 2 B".0/ � B".x0/; jAt j > M j u0 D 0; x0 D x; A0 D Id/ > 0:

(b) For any " > 0, v 2 P d�1 and open V � P d�1, we have

P..ut ; xt / 2 B".0/ � B".x0/; vt 2 V j u0 D 0; x0 D x; v0 D v/ > 0:

Condition (a) says, roughly, that gradient norms can be made arbitrarily large while
“approximately conditioning” on the time 0 and time t values of the Lagrangian process,
while condition (b) says that we can rotate vectors arbitrarily in projective space. We see
that this is weaker than obtaining information on the conditional law, but is clearly closely
related. Our proof of Proposition 2.4 for Systems 3 and 4 is very physically intuitive; see
Section 2.7 for more discussion.

Furstenberg’s criterion as in Proposition 2.3 cannot be applied directly to the “softer”
nondegeneracy condition in Proposition 2.4. Possible issues include (1) that the family of
measures ¹�u;xº.u;x/2H�Td in Proposition 2.3 might, a priori, be discontinuous in space,
and (2) that the individual measures �u;x could be quite pathological, e.g., singular con-
tinuous w.r.t. Lebesgue on P d�1. To address this, we obtain the following classification
of all possible demeanors of the measure family �u;x .

Proposition 2.5. Assume � � Leb is an ergodic stationary measure for the Lagrangian
process .ut ; xt /, and moreover, assume that the Lagrangian process .ut ; xt / satisfies the
strong Feller property (Definition 4.1). If �C D 0, then one of the following alternatives
holds:

(a) There is a continuously-varying family ¹h � ; � iu;xº.u;x/2H�Td of inner products on Rd

such that

hDx�
t
!;uv;Dx�

t
!;uwi‚t!.u;x/ D hv;wiu;x with probability 1

for all v;w 2 Rd ; t > 0 and .u; x/ 2 H � Td .

(b) There are p � 1 families ¹Ei
.u;x/
º.u;x/2H�Td , 1 � i � p, of proper linear subspaces

of Rd such that

(i) .u; x/ 7! Ei
.u;x/

is locally continuous up to relabeling (see Theorem 4.7 (b) for
details),
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(ii) for all .u; x/ 2 H � Td and 1 � i � p,

Dx�
t
!;u.E

i
u;x/ D E

�.i/

‚t!.u;x/
with probability 1.

Here, � D �!;u;x is a permutation of ¹1; : : : ; pº.

Note that the Strong Feller property of the Lagrangian process is explicitly required;
see Remark 2.6 below for more discussion. We discuss proving the strong Feller property
in Section 2.7 below. Roughly speaking, Proposition 2.5 follows from the strong Feller
property as well as certain rigid geometric properties of SLd .R/ (Lemma 4.6) imposed
by the condition of leaving a projective measure invariant (in the sense of Furstenberg’s
criterion as in Proposition 2.3).

Proposition 2.5 is the analogue of Theorem 6.8 in Baxendale’s paper [12], a similar
classification-type theorem for the derivative cocycle of an SDE on a finite-dimensional
manifold. The analogue we obtain (stated as Theorem 4.7 and proved in Section 4.2) is
considerably more general and applies to linear cocycles over continuous-time RDS on
possibly infinite-dimensional Polish spaces. Our more general setting entails numerous
complications not addressed in [12]; see Remark 4.15 for a more thorough discussion
of these.

Alternatives (a)–(b) in Proposition 2.5 can now be ruled out by straightforward con-
tinuity arguments and approximate controllability as in Proposition 2.4; see Section 4.3
for more details. Once this has been carried out, the proof of Theorem 1.6 for Systems 3
and 4 is complete.

Remark 2.6. As far as the authors are aware, the strong Feller property of the Lagrangian
process .ut ; xt / is required for Proposition 2.5. Specifically, the strong Feller property is
used to verify that the “configurations” appearing in alternatives (a), (b) of Proposition 2.5
are continuously-varying in an appropriate sense. We emphasize that this continuity is
critical to the argument for ruling out (a), (b) using the approximate controllability condi-
tion in Proposition 2.4.

In particular, this is precisely the step we are not able to execute for 2D Navier–
Stokes with “truly hypoelliptic” forcing (that is, forcing only a handful of low modes as
in Assumption 1 and forgoing forcing all sufficiently high modes as in Assumption 2). In
this regime, the strong Feller property is likely to be false for Systems 3–4 (see [64]).

2.5. Expansion in all directions: Proof of Corollary 1.7

For both the finite and infinite-dimensional systems considered in this paper, Corollary 1.7
does not follow immediately from Theorem 1.6. Indeed, a priori it is possible that given
.u; x/ 2 OH � Td , there are some v 2 Rd for which lim supt!1

1
t

log jDx�t!;uvj < �
C

holds with probability 1.
We can rule this out using the ergodic theory of the projective process .ut ; xt ; vt /

as in equation (2.3) above. There is a well-known correspondence between the station-
ary probability measures � on OH � Td � P d�1 and the asymptotic exponential growth
rates limt!1

1
t

log jDx�t!;uvj realized “with probability 1” as v varies in Rd n ¹0º. The
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correspondence is given by the so-called Random Multiplicative Ergodic Theorem (see
[73, Theorem III.1.2]). We will not state the full result here, except to note the following
relevant consequence.

Proposition 2.7. Assume that there is a unique stationary measure � for the projec-
tive process .ut ; xt ; vt /. Then, for .� � Leb/-almost every .u; x/ 2 OH � Td and every
v 2 Rd n ¹0º, we have that

lim
t!1

1

t
log jDx�t!;uvj D �

C with probability 1.

Proposition 2.7 is formulated in a more general way as Proposition 3.16 in Sec-
tion 3.2.3, to which we refer the reader for more details. The expansion estimate appearing
in Corollary 1.7 now follows from a straightforward argument.

Added to our growing list of ingredients is uniqueness of the stationary measure � for
the projective process, to which we refer the reader to Section 2.7 for more information.

2.6. Gradient growth: Proof of Theorem 1.14

Given an initial u0 D u 2 OH, an initial scalar f0 D f 2 H 1;
R
f dx D 0, and a noise

parameter ! 2 �, the corresponding solution .ft / for the passive advection equation (1.5)
is given by

ft .x/ D f ı .�
t
!;u/

�1.x/:

By incompressibility, we have (recall �> is standard shorthand for the inverse trans-
pose)

krftkL1 D

Z
jrft .x/j dx D

Z
j.Dx�

t
!;u/

�>
rf0.x/j dx:

The object .Dx�t!;u/
�> defines a cocycle over the RDS ‚t! on OH � Td in the same

manner as Dx�t!;u. To complete the proof of Theorem 1.14, it suffices to obtain the
following analogue of Corollary 1.7 for this new cocycle.

Proposition 2.8. There is a constant � > 0 with the following property. For any � > 0,
�� �, � � Leb-almost every .u; x/ 2 OH � Td , and every unit vector v 2 Rd , there is
a (random) constant Oı D Oı!.u; x; v; �/ (i.e., depending on the noise parameter ! 2 �)
such that with probability 1, Oı > 0 and

j.Dx�
t
!;u/

�>vj � Oıet.���/:

When d D 2, we have � D �C.

Setting v D rf0.x/=jrf0.x/j and integrating over ¹x 2 Td W rf0 ¤ 0º, we obtain
Theorem 1.14 for p D 1. The estimate for the remaining Lp spaces follows from

krftkL1 . krftkLp

for all p 2 Œ1;1�.
To prove Proposition 2.8, we will prove Theorem 1.6 and Corollary 1.7 with the

.�>/-cocycle .Dx�t /�> replacing the usual Dx�t . Let us summarize briefly how this
will be done. For Theorem 1.6 we have the following.
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Proposition 2.9. The following statements hold:

(a) For � � Leb-almost every .u; x/ 2 OH � Td , the growth rate

L�C.!; u; x/ D lim
t!1

1

t
log j.Dx�t!;u/

�>
j

exists with probability 1. Moreover, if � � Leb is the unique (hence ergodic) station-
ary measure for the .ut ; xt / process, then L�C is independent of !; u; x.

(b) Let �C be as in Proposition 2.1. Then �C > 0 iff L�C > 0. Indeed, �C D L�C if d D 2.

Item (a) is merely a repetition of Proposition 2.1 for the .�>/-cocycle and is a con-
sequence of the Multiplicative Ergodic Theorem; see Theorem 3.13 for details. As in
Theorem 1.6, passing between “almost every” and “every” is done using the Strong Feller
property; see Remark 2.2. Item (b) is a consequence of a general relationship between the
Lyapunov exponents of Dx�t and .Dx�t /�>; see Section 3.2.5 for details. In particular,
note that the relation �C D L�C is exclusive to d D 2; the authors are unaware of any
reason to expect it to hold in dimension d D 3.

Having shown (Theorem 1.6) that �C > 0, we conclude L�C > 0. To prove the ana-
logue of Corollary 1.7 for the .�>/-cocycle will require, as in Proposition 2.7, for us
to study the so-called .�>/-projective process .ut ; xt ; Lvt / on OH � Td � P d�1, defined
for initial Lv0 2 P d�1 by setting Lvt to be the projective representative of .Dx�t!;u/

�> Lv0.
Equivalently, the . Lvt / process is governed by .ut /, (1.1), and

@t Lvt D �… Lvt .Dut .xt //
>
Lvt :

Repeating Proposition 2.7 verbatim withDx�t replaced by .Dx�t /�>, we see that Propo-
sition 2.8 follows immediately from the existence of a unique (hence ergodic) stationary
measure L� for the .�>/-projective process .ut ; xt ; Lvt /.

2.7. Hypoellipticity

The previous discussion of the proofs of Theorems 1.6 and 1.14 requires a number of
ingredients pertaining to the properties of the various stochastic processes (Lagrangian,
projective, .�>/-projective, and matrix) mentioned so far. Specifically, we need:
(a) Uniqueness of the stationary measure for the

(i) Lagrangian,
(ii) projective,
(iii) .�>/-projective processes.

(b) For the infinite-dimensional Systems 3–4, the Strong Feller property (Definition 4.1)
for the Lagrangian process .ut ; xt /.

(c) For the matrix process .ut ; xt ; At / and projective process .ut ; xt ; vt /, either:
(i) Hörmander’s condition for the SDE defining .ut ; xt ; At / for the finite-dimen-

sional Systems 1–2, or
(ii) approximate controllability condition in Proposition 2.4 for the infinite-dimen-

sional Systems 3–4.
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Let us recall briefly where each of these is used. First, ingredient (a) (i) was used to deduce
the almost-sure constancy of the exponential growth rates �C; L�C as in Proposition 2.1
and Proposition 2.9 (a), respectively. Meanwhile, (a) (ii) was used to deduce almost sure
growth for .Dx�t /v in Corollary 1.7 (see Proposition 2.7); analogously, (a) (iii) was used
to deduce growth of the .Dx�t /�>v in Proposition 2.8. On the other hand, (b) is used to
justify the refinement of Furstenberg’s criterion (Proposition 2.5) used for Systems 3–4.
For the finite-dimensional Systems 1, 2, ingredient (c) (i) was used to rule out Fursten-
berg’s criterion (Proposition 2.3); see the discussion in Section 2.3. Lastly, ingredient
(c) (ii) was used to rule out the refinement of Furstenberg’s criterion in Proposition 2.5 for
Systems 3–4.

All of items (a)–(c) require us to understand how the noise in the low modes of ut
spread to the degrees of freedom associated with the Lagrangian flow. Note the additional
degrees of freedom .xt ; vt ; Lvt ; At / solve a series of random ODEs (collected below in
equation (1.9)). Since these unknowns are not directly forced by any noise, the corre-
sponding SDEs are degenerate and we need to depend on hypoellipticity to show (a)–(c).

2.7.1. Finite dimensions: Systems 1 and 2. Let us discuss how the ingredients for the
finite-dimensional Systems 1 and 2 are obtained. For these models, all relevant stochas-
tic processes as above are given by an SDE on a finite-dimensional manifold. Provided
that one can show the algebra formed by taking successive Lie brackets of vector fields
associated to the drift and the noise directions ek ik span the tangent space at every point,
a condition known as Hörmander’s condition (see Definition 5.1 for a precise definition
and Remark 2.11 for a conceptual discussion), we may apply Hörmander’s Theorem (see
[67,68] and the discussions in [37,63]) to deduce that the Markov transition kernels for the
Lagrangian, projective, .�>/-projective and matrix processes have a smooth positive den-
sity. Assumption 1 ultimately ensures that Hörmander’s condition is satisfied. Specifically
we prove the following proposition in Section 5:

Proposition 2.10. Assume .ut / is governed by either of the finite-dimensional Systems 1
or 2. For each of

(i) the Lagrangian process .ut ; xt /,

(ii) the projective process .ut ; xt ; vt /,

(iii) the matrix process .ut ; xt ; At /, and

(iv) the .�>/-projective process .ut ; xt ; Lvt /,

the SDE governing the relevant process satisfies Hörmander’s condition.

By standard arguments (see, e.g., [38]), uniqueness of the stationary measures then
follows for the Lagrangian, projective and .�>/-projective processes [37], thereby fulfill-
ing ingredients (a) (i)–(iii) above as well as (b). Likewise (c) (i) is immediately satisfied
for the matrix process.

Remark 2.11. Physically, one may view Hörmander’s condition as an infinitesimal con-
trollability statement. When it is satisfied for the .ut ; xt ; vt ; At / process, one can infinites-
imally move each component of this process independently of the others using special
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choices of noise paths. Hence, all possible infinitesimal deformations of the flow map are
realized with nonzero probability.

2.7.2. Infinite dimensions: Systems 3–4. In infinite dimensions, Hörmander’s condition
is not applicable and so we must work harder to verify ingredients (a) (i)–(iii). There have
been a number of works proving uniqueness of the stationary measure for the Navier–
Stokes equations under degenerate and nondegenerate noise (for instance [50,52,64,65]).
A standard approach is to apply the Doob–Khasminskii Theorem [41, 72], the fact that
distinct ergodic stationary measures for strong Feller processes (Definition 4.1) have dis-
joint supports, and then to check that there exists a point which belongs to the support of
every invariant measure (a.k.a. weak irreducibility). Following this strategy, in Section 6
we prove the strong Feller property for the Lagrangian, projective and .�>/-projective
processes.

Proposition 2.12 (Strong Feller). For Systems 3–4, the Markov semigroups associated
with the Lagrangian process .ut ; xt / and the projective processes .ut ; xt ; vt /, .ut ; xt ; Lvt /
are all strong Feller in H � Td � P d�1.

Remark 2.13. This proposition is where we need the lower bound � > ˛ � 2.d � 1/ as
in (1.3).

Remark 2.14. If the noise is suitably nondegenerate, then the strong Feller property
for the Navier–Stokes equations can be proved by the Bismut–Elworthy–Li formula
(see for instance [52] and [29]). However, if the noise is too degenerate, then it is not
known whether the strong Feller property even holds. Indeed, to get around this difficulty,
Hairer and Mattingly [64, 65] introduced a weaker notion, the asymptotic strong Feller
property, which when combined with weak irreducibility, gives a generalization of the
Doob–Khasminskii Theorem, still giving uniqueness of the stationary measure. While the
asymptotic strong Feller property is clearly good enough obtain ingredients (a) (i)–(iii), it
does not appear to be enough to prove the refinement of Furstenberg’s criterion (Propo-
sition 2.5), which requires that .ut ; xt / be strong Feller (ingredient (b)). It is precisely
this strong Feller requirement for Furstenberg’s criterion that dictates our nondegeneracy
Assumption 2.

To conclude uniqueness of the stationary measures as in (a) (i)–(iii), it suffices to prove
the following weak irreducibility properties, proved in Section 7 below.

Proposition 2.15. For Systems 3–4, we have the following:

(1) The support of any stationary measure for the Lagrangian process .ut ; xt / on H�Td

must contain the set ¹0º�Td .

(2) The support of any stationary measure for the projective processes .ut ; xt ; vt / and
.ut ; xt ; Lvt / on H � Td � P d�1 must contain ¹0º � Td � P d�1.

Uniqueness of the stationary measures now follow.

Corollary 2.16. The processes .ut /; .ut ; xt /; .ut ; xt ; vt / and .ut ; xt ; Lvt / all have unique
stationary measures.
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Additionally, it remains to address ingredient (c) (ii), the approximate controllability
condition in Proposition 2.4. Once Propositions 2.15 and 2.4 are completed, the proof of
Theorem 1.6 for Systems 3-4 is complete.

2.7.3. Strong Feller. Our proof of Proposition 2.12 is inspired by methods of Eckmann
and Hairer [45]. In [45], the authors prove strong Feller for the complex Ginzburg–Landau
equations with forcing that satisfies Assumption 2, using a cut-off technique and a high-
low frequency splitting. This cut-off approach has since been extended to Markov selec-
tions of the 3D Navier–Stokes equations in [100]. Similar results to [100] were proved
in [5] using the infinite-dimensional Kolmogorov equation. Our proof of strong Feller
is closer to [45] and [100], but differs in our choice of the cut-off process, the use of
non-adapted controls, estimates on Skorokhod integrals, and an interpolation inequality
introduced in [65] used to circumvent some technicalities with applying Norris’s Lemma
in L2.Œ0; 1�/.

Similarly to [45,52,100], it does not seem possible to obtain an estimate on the deriva-
tive of the Markov semigroup of the projective process .ut ; xt ; vt /. The strategy is to show
that such an estimate is available for a “cut-off” or “regularized” process. In our setting,
we will find it convenient to augment the projective process .ut ; xt ; vt / by a Brownian
motion .zt / on R2d (likewise for the .�>/ projective process). The augmented process
wt D .ut ; xt ; vt ; zt / solves an abstract evolution equation

@twt D F.wt / � Awt CQ PWt

on H �M, where M is a smooth finite-dimensional manifold. Let OPt be the Markov
semigroup associated to wt , then our goal is to find a regularized process w�t such that
P..wt /t2Œ0;T � ¤ .w

�
t /t2Œ0;T �/ is vanishingly small as �!1 but for which one can obtain

a derivative estimate on the associated semigroup OP �t .

Remark 2.17. It is important to note that our choice of cut-off process w�t is different
from that used in [45] and [100] and uses the augmentation by zt to introduce new sources
of noise while avoiding technical difficulties with multiplicative white noise (see Section 6
for more details on the cut-off process).

Our main effort is then to prove that the cut-off semigroup OP �t satisfies the following
gradient estimate (Proposition 6.1):

jD OP
�
t �.w/hj .� t�a�.1C kwk

b�
H /k�kL1khkH�TvM (2.4)

for all bounded measurable � on H �M, h 2 H � TvM, and sufficiently small t , and
a� and b� are certain positive constants. We show in the proof of Proposition 2.12 in
Section 6 this estimate on OP �t implies that OPt is strong Feller, albeit without an estimate
on the derivative.

The fundamental tool for proving (2.4) is Malliavin calculus. This involves taking
derivatives of the solution with respect to the noise. Well-posedness of the cutoff pro-
cess implies that for each � and initial data w 2 H �M, the solution w�t at time t > 0
is a continuous function of the noise path W 2 C.RC;H�"/, where " > 0 is such that
Q.H�"/ � H. Specifically, we have the Itô map W jŒ0;t� 7! w

�
t ŒW jŒ0;t�� is a continuous



Lagrangian chaos and scalar advection in stochastic fluid mechanics 1919

mapping from C.Œ0; t �;H�"/ to H �M for each t > 0. In fact, it is straightforward to
show that W jŒ0;t� 7! w

�
t ŒW jŒ0;t�� is actually Fréchet differentiable over the Banach space

C.Œ0; t �IH�"/ (see for instance [65, Proposition 4.1]). Indeed, for any process g D .gt /
(not necessarily adapted to Ft ) that belongs almost surely to L2.RC;L2/, the Malliavin
derivative Dgw

�
t of w�t in the direction of g, defined by

Dgw
�
t D

d
dh
w
�
t ŒW C hG�

ˇ̌
hD0

; G D

Z �
0

gs ds; (2.5)

exists for each t > 0. We will often refer to g as a control. A key feature of the Malliavin
derivative is the celebrated Malliavin integration by parts formula, which states that for
each � 2 C 1

b
.H �M/ and a suitably regular g (see Proposition 6.4 for the precise condi-

tions) one has the identity

E.D�.w�t /Dgw
�
t / D EDg�.w

�
t / D E

�
�.w

�
t /

Z t

0

hgs; ıWsiL2

�
; (2.6)

where the stochastic integral
R t
0
hgs; ıWsiL2 above denotes the Skorokhod integral (see,

e.g., [95, Definition 1.3.1] or [37, Section 11.3]). If g is adapted to the filtration Ft , then
the Skorokhod integral coincides with the usual Itô integral. Formula (2.6) can be used to
obtain smoothing estimates on the semigroup OP �t . Indeed, if for every h 2 H � TvM, one
could find a “nice enough” control g such that Dgw

�
t D Dw

�
t h, where Dw�t h denotes

the direction derivative of w�t in the direction h with respect to the initial data, then an
estimate on D OP �t follows from (2.6) as long as one can bound the Skorokhod integral
term (see (2.8) below for more details). However, in our setting we are unable to find such
a control g due to subtleties in infinite dimensions. Instead we opt to find a control g such
that for each fixed 0 < T < 1, we have

Dgw
�
T D Dw

�
T hC rT ; (2.7)

where rT is a remainder which will be small when T is small, and consequently the Sko-
rokhod integral Ej

R t
0
hgs; ıWsij will be singular as T approaches 0 (see Lemma 6.5 for

the exact estimates). The (non-adapted) control g is chosen with an elaboration of the
high-low splitting used in [45]. At high frequencies it is chosen such that the contribu-
tion to the Malliavin integration by parts formula reduces to the Bismut–Elworthy–Li
formula, while at lower frequencies, the control is set by inverting a finite-dimensional
approximation of the Malliavin matrix (the partial Malliavin matrix) while attempting to
minimize the amount by which the low frequency control perturbs the higher frequen-
cies. The invertibility of the partial Malliavin matrix can be deduced from the fact that the
projective process associated to finite-dimensional approximations of the Navier–Stokes
equations satisfy Hörmander’s condition (shown in Section 5).

The fact that we can have a remainder in (2.7) and can still prove a smoothing esti-
mate depends heavily on the precise dependence of the bounds on rT and the Skorokhod
integral. The key idea, inspired by [45] and [29] involves using the semigroup property
and the integration by parts formula (2.6) to write

D OP
�
2T �.w/h D E

�
D OP

�
T �.w

�
T /Dw

�
T h
�

D E
�
OP
�
T �.w

�
T /

Z T

0

hgt ; ıW.t/iL2

�
� E

�
D OP

�
T �.w

�
T /rT

�
:

(2.8)
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Using the estimates on rT and the Skorokhod integral, one can close estimates on D OP �t �
for sufficiently short times. The details of this argument can be found in the proof of
Proposition 6.1.

2.7.4. Weak irreducibility and approximate control. Let us first discuss Proposition 2.15.
For simplicity, here we only discuss the 2D case, System 3. Weak irreducibility for .ut / is
a consequence of the energy/enstrophy dissipation (see Section 7 and, e.g., [44]), which
shows that 0 is in the support of all stationary measures for the .ut / processes. Using
a stability argument and the positivity of the Wiener measures, the main content of the
irreducibility in Proposition 2.15 is the study of the control problem

@tut D �B.ut ; ut / � Aut CQg.t/; (2.9)

where g 2 C1.RC;L2/ is a smooth control,

A D ��;

B.u; u/ D .I Cr.��/�1r � /.u � ru/:

Here, xt ; vt ; Lvt and At are implicitly controlled through .ut /. First, we prove that for all
.x; v/; .x0; v0/ 2 Td � P d�1, there exist smooth controls g such that

.u0; x0; v0/ D .0; x; v/; .u1; x1; v1/ D .0; x
0; v0/

(and analogously for the .ut ; xt ; Lvt / process). We note that it suffices to control near
ut � 0 precisely because 0 is in the support of the stationary measure �. To solve this
control problem we use that the following flows are exact solutions (for arbitrary a; b) of
the steady Euler equation B.u; u/ D 0 as well as eigenfunctions of A:

u.y1; y2/ D

�
cos.y2 � b/

0

�
;

�
0

cos.y1 � a/

�
;

�
sin.y2 � b/
� sin.y1 � a/

�
: (2.10)

The first two are shear flows whereas the last flow is a cellular flow with separatrices
aligned along the diagonals. The first two flows are used to move the particle xt whereas
the latter flow is used to move vt without moving the particle. Once these flows can
be formed, it is not difficult to verify the necessary controllability of system (2.9); see
Lemma 7.1 for details. Note that Assumption 1 is slightly stronger than what is necessary
to form the flows (2.10), which is why, for example, Remark 1.13 holds (see Lemma 7.1
and Remark 7.5). Similarly, for the case of Systems 3 and 4, one can prove Theorem 1.6
(and all of the other main results) using only Assumption 2; see Remark 7.6.

The nondegeneracy of the .ut ; xt ; vt / and .ut ; xt ; Lvt / processes needed to prove
Proposition 2.15 and condition (b) in Proposition 2.4 then follow from the controllability
and suitable stability estimates (see Section 7 for details). In order to satisfy condition (a)
in Proposition 2.4, we also need to demonstrate arbitrarily large growth of At in the
.ut ; xt ; At / process (under similar constraints as for the projective control statements).
This is done by applying the cellular flow as above, but shifted so that the hyperbolic fixed
point causes exponential growth ofAt without moving the particle xt ; see Proposition 7.4
for details.
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2.8. Proof of Yaglom’s Law (1.8) as in Theorem 1.16 (ii)

Next, we summarize the proof of Theorem 1.16 (see Section 8 for details). First, we prove
the limit (1.7). This result follows from a straightforward adaptation of the compactness
method of [17], originally applied to passive scalars with deterministic, constant-in-time
velocity fields. The first step is to renormalize f �t D

p
�gt to obtain

@tf
�
t C ut � rf

�
t D ��f

�
t C
p
� QQ PQWt : (2.11)

The balance (1.6) then becomes, for statistically stationary solutions,

Ekrf �k2
L2
D N": (2.12)

Denote by ¹ N��º�>0 a sequence of stationary measures to (2.11) supported on OH �H 1.
Equality (2.12) is sufficient to obtain tightness of ¹ N��º�>0 to pass to the limit and deduce
the existence of a stationary measure N�0 of the problem (2.11) with � D 0 supported
on OH �H 1. Theorem 1.14 is then applied to prove by contradiction that necessarily
N�0 D � � ı0, where ı0 denotes the Dirac delta centered at zero and � is the station-
ary measure for .ut /. The limit (1.7) then follows from additional moment bounds in L2;
see Section 8 for more details.

In order to prove (1.8) we in turn adapt the method of [17] . One of the basic identities
used in [17] is a version of the classical Kármán–Horvath–Monin relation [40, 55, 90]
which is a refinement of the L2 energy balance. Here, we apply a similar identity, now
a refinement of the L2 balance for gt (see Proposition 8.4 below). This identity implies
a differential equation (in weak form) for the quantity (see (8.5)),

ND.`/ D E
«

Td

«
Sd�1

ı`nu � njı`ngj
2 dS.n/ dx:

Solving the ODE (8.5) in terms of the source and dissipation, we apply (1.7) to show that
the effect of the diffusivity on the balance vanishes over an appropriate range of scales
Œ`D.�/; `I � satisfying lim�!0 `D.�/ D 0. This then yields (1.8).

3. Random dynamical systems preliminaries

In this section we will present necessary background from random dynamical systems
theory. This section is mostly an exposition of material drawn from various sources in the
dynamics literature. General references include the books of Arnold [8], Kifer [73], and
Kuksin and Shirikyan [86].

The plan for Section 3 is as follows. We begin in Section 3.1 with some essen-
tial ergodic-theoretical background: the definition and standard axioms we use for ran-
dom dynamical systems (RDS) and some elementary results. Section 3.2 introduces the
notion of linear cocycle over a given RDS and formulates the Multiplicative Ergodic
Theorem (MET), allowing us to define the Lyapunov exponent �C appearing in Theo-
rem 1.6. In Section 3.3 we turn our attention to the problem of how to prove �C > 0
using Furstenberg’s criterion (Theorem 3.18).
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3.1. Elements of ergodic theory of random dynamical systems

3.1.1. Basic setup for random dynamics. Let .�;F ;P/ be a probability space and let
.� t / be a measure-preserving semiflow on �, i.e., � W Œ0;1/ ��! �; .t; !/ 7! � t! is
a measurable mapping satisfying
(i) �0! � ! for all ! 2 �,
(ii) � t ı � s D � tCs for all s; t � 0, and
(iii) P ı .� t /�1 D P for all t � 0.
At times (which we will specify), it will be useful to assume that � has some topological
structure. If so, we will assume additionally that � is a Borel subset of a Polish space,
and F is the set of Borel subsets of �.

Let .Z; d/ be a separable, complete metric space. A random dynamical system or RDS
on Z is an assignment to each ! 2 � of a mapping T! W Œ0;1/ �Z ! Z satisfying the
following basic properties:
(i) (Measurability) The mapping T W Œ0;1/ �� �Z ! Z, .t; !; z/ 7! T t

! z, is mea-
surable with respect to Bor.Œ0;1//˝ F ˝ Bor.Z/ and Bor.Z/.

(ii) (Cocycle property) For all ! 2 �, we have T 0
! D IdZ (the identity mapping onZ),

and for s; t � 0, we have T sCt
! D T t

�s!
ı T s

! .
(iii) (Continuity) For all elements ! 2 �, the mapping T! W Œ0;1/ �Z ! Z belongs

to Cu;b.Œ0;1/ �Z;Z/.
Here, for metric spaces V;W , the space Cu;b.V;W / � C.V;W / is defined as follows:

Definition 3.1. We define7 Cu;b.V;W / to be the space of continuous maps F W V ! W

for which the following holds for each bounded U � V :
(a) The restriction F jU is uniformly continuous.
(b) the image F.U / is a bounded subset of W .
We endow Cu;b.V;W /with the topology of uniform convergence on bounded sets (abbre-
viated UCBS). It is a simple exercise to check that if .Fn/n is a sequence in Cu;b.V;W /
converging to some F W V ! W in the UCBS mode, then F 2 Cu;b.V;W / holds. More-
over, it is a simple exercise to check in this setting that Cu;b.V;W / is metrizable.

Note that automatically, condition (iii) implies that T t
! 2 Cu;b.Z;Z/ for all t � 0,

! 2 �. Indeed, by condition (iii), for any ! 2 �, T > 0 and bounded U � Z, the fam-
ily ¹T t

! jU W U ! Zºt2Œ0;T � is equicontinuous since T! W Œ0; T � � U ! Z is uniformly
continuous.

Definition 3.2. We refer to T satisfying (i)–(iii) above as a continuous RDS on Z.

In addition to (i)–(iii) above, we will almost always assume that the RDS T satisfies
the following independent increments assumption.

7We use the slightly nonstandard topology Cu;b.Z;Z/ to accommodate for the situation when
Z is not locally compact. The regularity of Cu;b-topology is used in several places, especially in
Section 4, and so will be assumed from this point on.
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(H1) For all s; t > 0, we have that T t
! is independent of T s

� t!
. That is, the � -subalgebra

�.T t
� / � F generated by the Cu;b.Z;Z/-valued random variable ! 7! T t

! is inde-
pendent of the � -subalgebra �.T s

� t �
/ generated by ! 7! T s

� t!
.

Example 3.3. Let n � 1 and let Y0; Y1; : : : ; Ym be smooth, globally Lipschitz vector
fields on Rn. Let W 1

t ; : : : ; W
m
t be independent standard Brownian motions. Then the

stochastic differential equation

dXt D Y0.Xt / dt C
mX
iD1

Yi .Xt /dW i
t

defines a random dynamical system on Z D Rn, where � D C0.Œ0;1/;R/˝m is the
k-fold product of Canonical Spaces equipped with the k-fold product Borel � -algebra
and Wiener measure P, and � t W �! � is the shift of increments by t � 0, written
� t!.s/ WD !.t C s/ � !.t/. The resulting RDS satisfies the measurability and continuity
conditions (i)–(iii). The independent increments condition (H1) follows from the inde-
pendence of the Brownian increments W i

sCt �W
i
t and W j

t for all s; t > 0 and each
1 � i; j � k. See, e.g., [8, 87] for more details.

3.1.2. Markov chain formulation and stationary measures. For fixed z 2 Z, consider the
stochastic process .zt /t�0 given by zt D T t

! z0; z0 WD z.

Lemma 3.4. Let T be a continuous RDS as in Section 3.1.1 satisfying the independent
increments condition (H1). Then, the process .zt /t�0 as above is Markovian.

For a proof of Lemma 3.4, see, e.g., Kuksin and Shirikyan [86], where the Markov
property is proved under a somewhat weaker hypothesis than (H1).

For t > 0; z 2 Z and K 2 Bor.Z/, we define the Markov kernel

Pt .z;K/ WD P.zt 2 K j z0 D z/:

The Markov kernel Pt .z;K/ has a natural action on any bounded measurable observable
h W Z ! R

Pth.z/ WD

Z
h.z0/Pt .z; dz0/:

The Markov property of .zt / implies the semigroup relation PsCt D Pt ı Ps . We refer to
the operators .Pt /t>0 as the Markov semigroup associated to .zt /.

The proof of the following proposition is straightforward and omitted for brevity.

Proposition 3.5. Assume the setting of Lemma 3.4.

(a) The semigroup .Pt / has the Feller property, i.e., for any t � 0 and any h W Z ! R
be continuous and bounded, we have that Pth is defined and is a continuous function
Z ! R.

(b) The semigroup .Pt / has the following C 0-continuity property: for any bounded
h 2 Cu;b.Z;R/, we have that

(1) Pth 2 Cu;b.Z;R/, with kPthkL1 � khkL1 , for all t > 0,

(2) the mapping t 7! Pth; t � 0 is continuous in the topology on Cu;b.Z;R/.
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We regard the (formal) dual .Pt /� of the operator Pt as acting on the space of finite
signed Borel measures on Z. Given a finite signed Borel � on Z, .Pt /�� is defined for
Borel A � Z by

.Pt /
��.A/ D

Z
Pt .z; A/ d�.z/:

If � is a Borel probability onZ for which .Pt /�� D � for all t � 0, we call � stationary.
The following lemma is a consequence of a standard Krylov–Bogoliubov argument.

Recall that a collection � of Borel probabilities on a Polish space X is called tight if for
all " > 0 there is some compact subset K D K" � X such that for all � 2 � , we have
�.K"/ � 1 � ".

Lemma 3.6. Assume the setting of Lemma 3.4. Then the Markov semigroup .Pt / admits
at least one stationary measure � in either of the following circumstances:

(a) The space Z is compact.

(b) There exists a Borel probability �0 for which the sequence ¹.Pt /��0ºt�0 is tight.

Note that (a) implies (b).

3.1.3. Skew product formulation and invariant measures. The material in Section 3.1.3
is mostly taken from [73, Chapter I].

The Markov chain formulation given above is useful in that it identifies “time-invar-
iant” statistics on Z for the RDS, namely, its stationary measures. On the other hand, the
Markov kernel loses some structure of the RDS, in the sense that the same Markov kernel
can arise from qualitatively different RDS. See, e.g., [73, Example I.1.1] for an extreme
example of this.

The following skew product formulation, unlike the Markov chain, encodes the entire
RDS.

Definition 3.7. The skew product associated to the above random dynamics is the map-
ping � W Œ0;1/ �� �Z ! � �Z given by

�.t; !; z/ D � t .!; z/ D .� t!; T t
! z/:

We regard � as a single “deterministic”, measurable semiflow on the augmented space
� �Z. In particular, this provides us a connection between “standard” ergodic theory,
i.e., the theory of invariant measures for individual mappings of a measurable space,
and our present setting of random dynamical systems. The following lemma makes this
connection explicit.

Recall that a probability measure � on � �Z is invariant for the semiflow � if
� ı .� t /�1 D � for all t � 0.

Lemma 3.8 ([73, Lemma I.2.3]). Assume T is a continuous RDS as in Section 3.1.1
satisfying (H1) and generating the Markov semigroup .Pt / as in Lemma 3.4. Let � be
a Borel probability measure on Z. Then the following are equivalent:

(a) The measure P � � is invariant for the skew product .� t /.

(b) The measure � is stationary for the Markov semigroup .Pt /.
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A similar correspondence exists between the ergodic stationary measures of the semi-
group .Pt / and the ergodic invariant measures of the skew product .� t /.

Recall the following standard definition from ergodic theory (see, for example, [109]):
a .� t /-invariant measure � is ergodic if, for any bounded measurable h W � �Z ! R for
which h ı � t D h holds �-almost-surely for all t � 0, we have that h is constant �-almost
surely. For stationary measures � of the Markov semigroup .Pt /, we use the following
definitions:

Definition 3.9 ([73, p. 19]). Let h W Z ! R be bounded and Borel measurable. Given
a stationary �, we say that � is .Pt ; �/-invariant if Pt� D � holds �-almost surely for
all t � 0. We say that a set K � Z is .Pt ; �/ invariant if its characteristic function �K is
.Pt ; �/-invariant in the above sense.

We call a stationary measure � ergodic if the only .Pt ; �/-invariant functions are
�-almost-surely constant.

Proposition 3.10 ([73, Theorem I.2.1]). Assume the setting of Lemma 3.8. Let � be a sta-
tionary measure for .Pt /, noting that P � � is an invariant measure for .� t / by Lemma
3.8. Then the following are equivalent:

(a) The invariant measure P � � is ergodic for the skew product .� t /.

(b) The stationary measure � is ergodic for the Markov semigroup .Pt /.

3.2. Linear cocycles over RDS and the Multiplicative Ergodic Theorem

We start by defining and motivating the concept of a linear cocycle over a random dynam-
ical system in Section 3.2.1. Next, in Section 3.2.2 we state precisely the Multiplicative
Ergodic Theorem (Theorem 3.13). The remainder of Section 3.2 is devoted to establishing
useful corollaries and refinements of Theorem 3.13.

3.2.1. Basic setting: Linear cocycles over RDS. Fix a positive integer d . Roughly speak-
ing, a linear cocycle over a given “base” dynamical system is a composition of time-
dependent d � d -matrices driven by the dynamics on the base. More precisely, in our
setting we have the following definition.

Definition 3.11. Let T be a continuous RDS as in Section 3.1.1, referred to below as the
base RDS, and let .� t / be its associated skew product as in Section 3.1.3. A d -dimensional
linear cocycle A over the base RDS T is a mapping A W�!Cu;b.Œ0;1/�Z;Md�d .R//
with the following properties:
(i) The evaluation mapping � � Œ0;1/ �Z !Md�d .R/ sending .!; t; z/ 7! At

!;z

is F ˝ Bor.Œ0;1//˝ Bor.Z/-measurable.
(ii) The mapping A satisfies the cocycle property: for any z 2 Z;! 2 � we have

A0
!;z D IdRd , the d � d identity matrix, and for s; t � 0 we have

AsCt
!;z D As

� t .!;z/ ıAt
!;z : (3.1)

To motivate this definition, consider the following example.
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Example 3.12. Let Z be a Riemannian manifold and assume that for each element
! 2 �, T t

! W Z ! Z is a C 1 mapping on Z (e.g., the RDS defined in Example 3.3).
The cocycle At

!;z WD DzT
t
! ; z 2 Z; t � 0, is often referred to as the derivative cocycle

for T . The cocycle property (3.1) is a manifestation of the Chain Rule from standard cal-
culus and the cocycle property (ii) in Section 3.1 for the RDS T . For more information,
see, e.g., [8, 73].

3.2.2. The Multiplicative Ergodic Theorem (MET). It is of natural interest, in the setting
described above, to study the asymptotic exponential growth rate

lim
t!1

1

t
log jAt

!;zvj ; (3.2)

at z 2 Z; v 2 Rd . When it exists, the quantity in (3.2) is the Lyapunov exponent at z in
the direction v. For systems such as those in Example 3.12, the existence and positivity
of the limit (3.2) implies that the orbit of z is sensitive with respect to initial conditions,
a possible symptom of an asymptotically chaotic regime for T .

However, there is a priori no guarantee that the limits (3.2) even exist in the first
place. As it turns out, the most successful approach to the problem of the existence of the
limits (3.2) is through ergodic theory: the limits (3.2) exist for all v 2 Rd , P-almost all
! 2 �, and for points z 2 Z generic with respect to stationary measures for the RDS T ,
modulo a condition ensuring jAt

!;zj does not get too large too fast as t !1 for “most”
.!; z/ 2 � �Z. This is the content of the MET, which we will now state precisely.

Let � be a stationary measure for the RDS T satisfying the independent increments
condition (H1). Let A be a linear cocycle as above. Throughout, we will assume the
following integrability condition for the cocycle A.
(H2) The triple .T ;A; �/ has the property that At

!;z is an invertible matrix for all ! 2 �,
t 2 Œ0;1/, z 2 Z, and8

E
Z �

sup
0�t�1

logC jAt
!;zj

�
d�.z/; E

Z �
sup
0�t�1

logC j.At
!;z/

�1
j

�
d�.z/ <1: (3.3)

These conditions are standard for the derivative cocycles of stochastic flows generated by
SDE; see, e.g., [74].

Theorem 3.13 (Multiplicative Ergodic Theorem; Theorem 3.4.1 in [8]). Let T be a con-
tinuous RDS as in Section 3.1.1 satisfying condition (H1). Let � be an ergodic stationary
measure associated to T and assume that A is a linear cocycle over T for which the
integrability condition (H2) holds. Then there exist r distinct deterministic real numbers

�1 > � � � > �r ;

r 2 ¹1; : : : ; dº, a .� t /-invariant9 set � � � �Z of full P � �-measure, and for each

8Here, logC.a/ WD max¹0; log aº for a > 0:
9That is, T t .�/ � � with probability 1 for all t � 0.



Lagrangian chaos and scalar advection in stochastic fluid mechanics 1927

.!; z/ 2 � , a flag of subspaces

Rd DW F1 � F2.!; z/ � � � � � Fr .!; z/ � FrC1 WD ¹0º;

with dimFi �mi for constantsmi 2 ¹1; : : : ; dº; 1� i � r , for which the following holds.
For any 1 � i � r and v 2 Fi .!; z/ n FiC1.!; z/, we have

lim
t!1

1

t
log jAt

!;zvj D �i : (3.4)

Moreover, the assignment .!; z/ 7! Fi .!; z/ varies measurably.10

Note that automatically, for any .!; z/ 2 � and t > 0 we have that

At
!;zFi .!; z/ D Fi .�

t .!; z//

for each i D 1; : : : ; r . For instance, at i D 2, the forward growth rates of v and As
!;zv as

in (3.4) must coincide for any s > 0, hence As
!;z must map F2.!; z/ to F2.� s.!; z//. A

similar argument applies for i > 2; see, e.g., [108] for more details.
The MET as above is originally due to Oseledets [96]; since then many proofs of

the MET have been recorded, each providing a different perspective on this seminal
result. One perspective useful to us in this study is that given by the proof-technique of
Ragunathan [98] and Ruelle [101, 102]. For future use, we record the following interme-
diate step in this proof.

Below, for a d � d -matrix A and for 1 � i � d , we write �i .A/ for the i -th singular
value of A.

Lemma 3.14. Let �i and .!; z/ 7! Fi .!; z/; 1 � i � r be as in Theorem 3.13.

(i) For any 1 � i � d , the limits

�i D lim
t!1

1

t
log �i .At

!;z/

exist and are constant for P � �-almost every .!; z/ 2 � �Z. Moreover, the
Lyapunov exponents �i ; 1 � i � r are precisely the distinct values among the �i ,
1 � i � d .

(ii) For P � �-almost every .!; z/ 2 � �Z, the limit

ƒ!;z WD lim
t!1

1

t
log
�
.At

!;z/
>At

!;z

�
exists. The matrix ƒ!;z is symmetric with distinct eigenvalues �i ; 1 � i � r and
corresponding eigenspaces E1.!; z/; : : : ; Er .!; z/. Moreover, for each 1 � i � r
we have

Fi .!; z/ D

rM
jDi

Ej .!; z/:

10We view the codomain of this mapping as the Grassmannian manifold Gr.Rd / of subspaces
of Rd equipped with its corresponding Borel � -algebra.
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Lemma 3.14 (i) is often proved using the Kingman Subadditive Ergodic Theorem [75].
Item (ii) follows from item (i) and a linear algebra argument; see [98,101] for more details.

Note that from Lemma 3.14 (i), we have that �1 D �C and �r D ��, where

�C D lim
t!1

1

t
log jAt

!;zj; �� D lim
t!1
�
1

t
log j.At

!;z/
�1
j; (3.5)

since for any invertible matrix A 2Md�d .R/ we have �1.A/ D jAj, �d .A/ D jA�1j�1.
In particular, r > 1 (i.e., there exist at least two distinct Lyapunov exponents) if and only
if �C > ��. Of course, the problem of verifying that �C > �� for concrete systems is
often extremely challenging: this is precisely the subject of Sections 3.3 and 4.

For the remainder of Section 3.2 we will continue our discussion of linear cocycles
and the MET by introducing several auxiliary processes associated to a linear cocycle A,
namely, the projective process (Section 3.2.3) and matrix processes (Section 3.2.4), as
well as the .�>/-cocycle LA associated to A (Section 3.2.5).

3.2.3. Projective RDS associated to the cocycle A. Let us write P d�1 for the projective
space associated to Rd . The action of an invertible matrixA 2Md�d .R/ on Rd descends
to a well-defined action A W P d�1 ! P d�1.

With this understanding, we can think of the cocycle A as giving rise to an RDS on
the product Z � P d�1, i.e., that given for ! 2 � by

.t; z; v/ 7! .T t
! z;A

t
!;zv/; .z; v/ 2 Z � P d�1; t 2 Œ0;1/:

We refer to the RDS onZ � P d�1 as the projective RDS or projective process. As one can
easily check, this is a continuous RDS in the sense of Section 3.1.1 withZ � P d�1 replac-
ing Z. Correspondingly, we will assume in what follows that the following independent
increments condition, analogous to (H1), is satisfied:
(H3) For all s; t > 0, we have that the Cu;b.Z;Z/ � Cu;b.Z;Md�d .R//-valued random

variables .T t
� ;A

t
� ;� / and .T s

� t �
;As

� t � ;�
/ on .�;F ;P/ are independent.

Assumption (H3) ensures (Lemma 3.4) that associated to the RDS on Z � P d�1 is
a Markov process .zt ; vt /t�0 on Z � P d�1 with transition kernel

OPt ..z; v/;K/ D P..zt ; vt / 2 K j .z0; v0/ D .z; v//
D P¹.T t

! z;A
t
!;zv/ 2 Kº

defined for .z; v/ 2 Z � P d�1; K � Z � P d�1 Borel. In addition, we can consider the
associated skew product semiflow O� t W � �Z � P d�1 ! � �Z � P d�1, t 2 Œ0;1/, as
in Section 3.1.3.

We now turn our attention to the relationship between the ergodic theory of the projec-
tive process and the MET. It is not hard to see that any stationary measure � for . OPt /must
project to some .Pt /-stationary measure � on the Z-factor. Conversely, by Lemma 3.6
we have the following.

Lemma 3.15. Given a stationary measure � for .Pt /, there exists at least one stationary
measure � for the projective semigroup . OPt / such that �.A � P d�1/ D �.A/.
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If � as above is the unique stationary measure with marginal �, then we obtain the
following refinement of the MET.

Proposition 3.16. Assume that there is only one stationary measure � for the projective
RDS projecting to � on the Z-factor. Then we have the following: for �-almost every
z 2 Z and any v 2 Rd n ¹0º, we have

lim
t!1

1

t
log jAt

!;zvj D �1

with P-probability 1.

Note that Proposition 3.16 is actually a corollary of the more general Random Mul-
tiplicative Ergodic Theorem, discovered independently by Kifer ([73, Theorem III.1.2])
and Carverhill ([27]), describing the situation when several stationary measures � project
to a single stationary �. Since we do not use this more general formulation here, we omit
it and refer the interested reader to the references above for more information.

3.2.4. Matrix RDS associated to the cocycle A. The cocycle A also gives rise to an
RDS on the product space Z �Md�d .R/; for ! 2 �, the time-t mapping applied to
.z; B/ 2 Z �Md�d .R/ is given by

.z; B/ 7! .T n
! z;A

n
!;zB/:

Like before, this RDS on Z �Md�d .R/ falls into the framework given in Section 3.1.1
with Z �Md�d .R/ replacing Z.

Similarly, under the independent increments hypothesis (H3) we can associate to this
RDS a Markov process .zt ; At / on Z �Md�d .R/ with transition kernel Qt ..z; A/;K/.
Note that if the matrix A 2Md�d .R/ is invertible and K D K1 �K2, where K1 � Z,
K2 �Md�d .R/, then

Qt ..z; A/;K/ D Qt ..z; Id/;K1 � .K2A�1//;

where Id D IdRd . Thus, frequently we are only interested in the Markov kernel .Qt /

evaluated at .z; Id/.

3.2.5. The MET for the .�>/-cocycle LA. In this paper we will also need to consider what
we call the .�>/-cocycle LA, defined for z 2 Z;! 2 �; t � 0 by

LAt
!;z D .A

t
!;z/

�>:

Here, “.�>/” refers to the inverse-transpose of a .d � d/-matrix. As one can easily check,
LA is a linear cocycle over the RDS T ; when (H2) and (H3) for the original cocycle A are

assumed, the same hold for the .�>/-cocycle LA. Therefore the MET (Theorem 3.13) and
all the aforementioned material applies, yielding Lyapunov exponents L�1 > � � � > L� Lr and
associated subspaces LF2.!; z/; : : : ; LF Lr .!; z/.

These objects can be directly represented in terms of the exponents and subspaces of
the original cocycle A.
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Proposition 3.17 ([8, Theorem 5.1.1]). We have Lr D r , and for each 1 � i � r , we have
L�i D ��r�.i�1/; (3.6)

LFi .!; z/ D
�
Fr�.i�1/C1.!; z/

�? for almost all .!; z/ 2 � �Z: (3.7)

Proof. This follows on applying Lemma 3.14 to the cocycle LA and noting that

log
�
. LAt

!;z/
> LAt

!;z

�
D � log

�
.At

!;z/
>At

!;z

�
holds for all .!; z/ 2 � �Z and t � 0.

Under assumption (H3), the cocycle LA induces the .�>/-projective process .zt ; Lvt /
on Z � P d�1 defined for fixed initial z0 2 Z; Lv0 2 P d�1 by setting Lvt to be the projec-
tive representative of LAt

!;z0
Lv0. Then all the material from Section 3.2.3 applies with LA

replacing A and .zt ; Lvt / replacing .zt ; vt /.
In particular, the conclusions of Proposition 3.16 hold with LA replacing A when the

stationary measure for .zt ; Lvt / projecting to � on the Z factor is unique.

3.3. The MET in the random setting: Furstenberg’s criterion

Furstenberg’s criterion was originally discovered by Furstenberg in his seminal 1968
paper, Noncommuting random products [56]. It has since been refined and extended over
the subsequent years by a variety of authors; see Section 2.2 for some citations.

In Section 3.3.1 we will state Furstenberg’s criterion precisely in the setup of Sec-
tions 3.1 and 3.2. In Section 3.3.2 we provide a condition for checking Furstenberg’s
criterion which is most useful when T and A are generated by finite-dimensional SDE.
In Section 4 we will consider conditions for checking Furstenberg’s criterion which are
amenable to the situation when the phase space for T is more general and, possibly,
infinite-dimensional.

For the remainder of Section 3 we assume the setting of Sections 3.1 and 3.2. Specif-
ically, T is a continuous RDS on the metric space Z as in Section 3.1.1 satisfying (H1)
and admitting an ergodic stationary measure �, while the cocycle A over T satisfies the
conditions of Section 3.2.1 as well as the integrability condition (H2) and the independent
increments condition (H3).

3.3.1. Furstenberg’s criterion in the RDS setting. Furstenberg’s criterion revolves around
a central theme: if �C D �� as above, then there is a deterministic, i.e., !-independent,
structure preserved by the cocycle A with probability one. Below, given an invertible
matrix M and a probability measure � on P d�1, we write M�� D � ıM�1 for the
pushforward of � by M . Here and throughout, we abuse notation and think of invertible
matrices M as mappings P d�1 ! P d�1.

Theorem 3.18. If �C D ��, then for each z 2 Z there a is Borel measure �z on P d�1

such that (i) the assignment z 7! �z is measurable11 and (ii) for each t 2 Œ0;1/ and

11To wit, for any Borel K � P d�1, the function z 7! �z.K/ is Borel measurable. Equivalently,
z 7! �z is Borel measurable in the weak� topology on finite Borel measures on P d�1.



Lagrangian chaos and scalar advection in stochastic fluid mechanics 1931

.P � �/-almost all .!; z/ 2 � �Z (perhaps depending on t ), we have that

.At
!;z/��z D �T t!z

: (3.8)

Theorem 3.18 as above is a consequence of [88, Proposition 2 and Theorem 3]. Deduc-
ing the version given above requires passing from the discrete-time setting of [88] to our
present continuous-time setting, and is the reason why the .P � �/-almost sure set may
depend on t . Further details are left to the reader.

Note that automatically, if �C D ��, then the measure � on Z � P d�1 defined by

d�.z; v/ D d�.z/d�z.v/; .z; v/ 2 Z � P d�1;

is a stationary measure for the Markov semigroup . OP t / associated to the projective RDS
on Z � P d�1.

We conclude that �C > �� if, from the conclusions of Theorem 3.18, we can derive
a contradiction. Our goal in the remainder of Section 3 is to identify criteria for the cocycle
A under which a contradiction can be derived.

Before continuing, let us establish some useful vocabulary. Any measurable fam-
ily .�z/ of probability measures on P d�1 will be referred to as a family of fiber mea-
sures, while for z 2 Z the individual measure �z will be called the fiber measure at z.
If the family of fiber measures .�z/ satisfies (3.8) for all t � 0 and P � �-almost every
.!; z/ 2 � �Z (the almost-sure set perhaps depending on t ), we call .�z/ an invariant
fiber measure family.

3.3.2. Nondegeneracy of conditional laws. For simplicity, and since our primary appli-
cation in this paper falls in this special case, let us restrict our attention to the case when
A is an SLd .R/ cocycle. That is, det At

!;z � 1 for all t � 0; z 2 Z;! 2 �.
Our starting point is the following observation.

Lemma 3.19. Let �; �0 be Borel probability measures on P d�1. Then the set

¹A 2 SLd .R/ W A�� D �0º � SLd .R/

has empty interior.

The proof is straightforward and is omitted.
In relation to condition (3.8), Lemma 3.19 says that if for some t0 > 0 we can some-

how fix both z and the image z0 D T
t0
! z, then the set of matrices mapping the measure

� D �z to �0 D �z0 is “small” in the topological sense.
We can make sense of this using regular conditional probabilities. Let us consider the

measure Qt0..z; Id/; � / on Z �Md�d .R/ and disintegrate it according to the value zt0
attained by the .zt / process, conditioned on z0 D z. To wit, fix t0 > 0; for Pt0.z; � /-gen-
eric z0 2 Z, we intend to define the regular conditional probability

Q
t0
z;z0.K/ WD P.At0

!;z 2 K j T
t0
! z D z

0/; K 2 Bor.SLd .R//:

This is justified rigorously below.

Lemma 3.20 ([30]). Assume A is an SLd .R/ cocycle and that � is a Borel subset of
a Polish space equipped with the � -algebra F of Borel subsets of �. Fix z 2 Z. Then
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there is a mapping Z � Bor.SLd .R// 7! Œ0; 1�, .z0; K/ 7! Q
t0
z;z0.K/, with the following

properties:

(1) For each K 2 Bor.SLd .R//, the mapping z0 7! Q
t0
z;z0.K/ is Borel measurable.

(2) For Pt0.z; � /-almost all z0 2 Z, the set function Qt0
z;z0. � / W Bor.SLd .R//! Œ0; 1� is

a Borel probability measure on SLd .R/.
(3) For any bounded measurable function h W Z � SLd .R/! R, we have thatZ

h.z0; A0/Q
t0
z;z0.dA

0/Pt0.z; dz
0/ D

Z
h.z0; A0/Qt0..z; Id/; d.z

0; A0//:

Definition 3.21. Let A be an SLd .R/-cocycle and assume .�;F / is as in Lemma 3.20.
We say that A satisfies condition (C) if there is a t0 > 0 and a set S � Z of positive
�-measure with the following property: for each z 2 S , there is a Pt0.z; � /-positive mea-
sure set Sz � Z such that Qt0

z;z0. � / is defined and is absolutely continuous with respect
to Lebesgue measure on SLd .R/.

Note that if (C) holds and z 2 S; z0 2 Sz , then the support of Qt0
z;z0. � / has nonempty

interior in SLd .R/. Therefore by Theorem 3.18 and Lemma 3.19 we conclude the follow-
ing.

Corollary 3.22. If the SLd .R/-cocycle A satisfies condition (C), then �C > ��. In par-
ticular, �1 > 0.

Proof. By Theorem 3.18, �C > ��. Since A is an SLd .R/ cocycle, it follows from basic
linear algebra that

1 D det.At
!;z/ D

dY
iD1

�i .A
t
!;z/

for all z 2 Z;! 2 �; t � 0. Thus from Lemma 3.14 we have that
Pd
iD1 �i D 0, .�i / as

in Lemma 3.14 (i). Since �1 D �C D �1; �r D �� D �d , we conclude from �C > ��

that �1 > 0 and �d < 0.

Condition (C) holds for a large class of systems for which the process .zt ; At / is
governed by a finite-dimensional SDE on Z � SLd .R/; see Section 2.7. We note that
condition (C) is a straightforward adaptation of a condition given in [27] for the Lyapunov
exponent of a divergence-free SDE be positive.

4. Positive Lyapunov exponents for cocycles over infinite-dimensional RDS

For stochastic processes on infinite-dimensional spaces there is no corresponding ana-
logue of Hörmander’s Theorem. As a result it is frequently quite difficult in applications
to verify the condition (C) (Definition 3.21).

Thankfully, condition (C) is far from necessary to rule out the criterion in Theo-
rem 3.18. In this section we prove a sufficient condition, weaker than (C), which is better
suited for infinite-dimensional RDS. To the best of our knowledge, this result appears to
be new. The proof is carried out in several steps.
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First, in Section 4.1 we will establish the continuous dependence of an invariant fiber
measure family .�z/ on the base point z under the assumption that the Markov semi-
group Pt associated to the RDS T has the strong Feller property (Definition 4.1 below).
Leveraging this continuity result, in Section 4.2 we will take advantage of algebraic prop-
erties of SLd .R/ to obtain a classification (Theorem 4.7) for the family .�z/ under the
assumption that �C D �� as in Furstenberg’s criterion (Theorem 3.18). Finally, in Sec-
tion 4.3 we will state a weakening (C’) (Definition 4.16) ruling out each alternative in the
classification we obtain.

For the entirety of Section 4, we assume the setting given at the beginning of Sec-
tion 3.3.

4.1. From measurable to topological

The goal of Section 4.1 is to turn the measurable information contained in Theorem 3.18,
namely, that the invariant measure family .�z/ satisfies (3.8) for .P � �/-almost all .!; z/,
into topological information concerning “all” !, in a suitable sense, and all z in a closed
set. This will be accomplished in two phases: First, the family .�z/ will be replaced with
a �-almost sure version . N�z/z2supp� which is weak� continuous as z varies in supp�
(Proposition 4.3). Second, the P � �-almost sure relation (3.8) for the family .�z/ will
be turned into a corresponding relation among the family . N�z/ for all z 2 supp� and
“P-almost-all” replaced by “all”, in a sense to be made precise (Lemma 4.4).

The material in Section 4.1 is analogous to [12, Proposition 6.3 and Lemma 6.5].
For a summary of the differences between the latter and our results in this setting, see
Remark 4.15 below.

Going forward, we will require an additional regularity assumption on the Markov
semigroup .Pt / associated to the RDS T , which we now spell out here.

Definition 4.1. We say that the Markov semigroup .Pt / has the strong Feller property if
for all bounded, measurable h W Z ! R, and for all t > 0, the function Pth W Z ! R is
bounded and continuous.

At times it will be helpful to use the following well-known result regarding strong
Feller semigroups.

Lemma 4.2. Assume Z is a Polish space.

(a) If the Markov semigroup .Pt / on Z has the strong Feller property, then it is auto-
matically ultra Feller, i.e., for all t > 0 the mapping z 7! Pt .z; � / is continuous in
the total variation distance12 k � ktv on the space of finite signed measures on Z.

(b) Let � be a stationary measure for .Pt / and let K � Z be a Borel set of full �
measure. Then Pt .z;K/ D 1 for all t > 0 and z 2 supp�.

12Given two finite signed measures �1 and �2 on the same measurable space .X;F/, the total
variation distance is defined by k�1 � �2ktv D supK2F j�1.K/ � �2.K/j.
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Proof. Item (a) is proved in [103].
For (b), one checks that for all t � 0, the set ¹z 2 Z W Pt .z;K/ D 1º is dense in

supp�. Item (b) now follows from continuity in total variation as in (a).

With these preparations out of the way, we can now state precisely the first step in our
program, a continuity result for the invariant measure family .�z/z2Z .

Proposition 4.3. Assume .Pt / is strong Feller, and let .�z/ be an invariant fiber measure
family on Z as in Section 3.3.1. Then, there exists an invariant fiber measure family . N�z/,
defined for z 2 supp� � Z, with the following properties:

(a) The family . N�z/ is a �-almost sure version of the original family .�z/, that is, for
�-almost every z 2 supp�, we have �z D N�z .

(b) The family . N�z/ is continuously varying in the weak� topology on P d�1.

That is, by Proposition 4.3 we can replace the possibly discontinuous invariant mea-
sure family .�z/ with a continuously-varying invariant measure family . N�z/ defined at
each z 2 supp�, at the expense of modifying .�z/ on a set of �-measure zero. So as not
to interrupt the flow of ideas, Proposition 4.3 is proved at the end of Section 4.1.

Let us now describe the second step in our program, namely, turning the P � �-almost
sure relation (3.8) into an analogous relation holding “surely” – roughly speaking, holding
for all .!; z/ 2 � � supp� and for all t � 0, in a sense we make precise below.

To begin, some notation: let us write

C D Cu;b.Z;Z/ � Cu;b.Z;Md�d .R//

equipped with the product topology, where the Cu;b spaces are as in Definition 3.1.
Elements of C are written .T; A/, where

T W Z ! Z; z 7! T z 2 Z

and
A W Z !Md�d .R/; z 7! Az 2Md�d .R/:

Given t � 0, let us write �t for the topological support of the C -valued random variable
.T t
! ;A

t
!/ where ! is distributed as P. We set

� D
[
t�0

�t

for the closure of the union of the �t in C .

Lemma 4.4. Assume the setting, notation and conclusions of Proposition 4.3. Then, for
any z 2 supp� and .T; A/ 2 � , we have that T z 2 supp�, and

Az N�z D N�T z : (4.1)

Relation (4.1) for all .T; A/ 2 � is analogous to the “measure-theoretical” relation
(3.8); in contrast to the latter, (4.1) holds identically for all .T; A/ in the closed sub-
set � � C . For this reason we regard (4.1) as a “topological” statement, as opposed to
a measure-theoretic one.
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We now turn to the proofs of Proposition 4.3 and Lemma 4.4.

Proof of Proposition 4.3. Fix a continuous function g W P d�1 ! R. Define G W Z ! R
by

G.z/ D

Z
g.v/ d�z.v/:

We begin by making the following claim.

Claim 4.5. There is a full �-measure subset QZ � supp� with the following property.
Let G W Z ! R be as above. Then Gj QZ has the property that for any Cauchy sequence
¹zmºm�1 � QZ, we have that the sequence ¹G.zm/ºm�1 is Cauchy.

Assuming the claim, let us define the family . N�z/. To start, for z 2 QZ we set N�z WD �z .
Note that this ensures . N�z/ is a version of .�z/ as in item (a) above.

Next, for z 2 supp� n QZ, we define N�z as follows. Since QZ is dense in supp�, we can
find a sequence ¹zmºm�1 � QZ converging to z. We now define N�z to be any weak� limit
of the N�zm (at least one exists by Prokhorov’s Theorem since P d�1 is compact [19]).

Indeed, the weak� limit limm!1 N�zm actually exists: to see this, fix any g WP d�1!R
continuous and observe that the sequence ¹G.zm/ D

R
g.v/ d N�zm.v/ºm�1 is Cauchy by

the Claim; this implies weak� convergence. Moreover, this same argument implies that the
definition of N�z ; z 2 supp� n QZ is independent of the approximating sequence ¹zmºm�1
in QZ.

To show continuity as in item (b), fix a continuous g W P d�1 ! R; we will check that
NG.z/ WD

R
g.u/d N�z.u/ is a continuous real-valued function. For this, fix z 2 supp� and

let ¹zmºm�1 � supp� be a sequence converging to z. For each m, fix Lzm 2 QZ such that
d. Lzm; zm/ < 1=m and jG. Lzm/ � NG.z/j < 1=m. Then

j NG.zm/ � NG.z/j � j NG.zm/ �G. Lzm/j C jG. Lzm/ � NG.z/j �
1

m
C jG. Lzm/ � NG.z/j:

The claim and our definition of N�z imply that the second right-hand-side-term goes to
zero. This completes the proof of continuity as in item (b). It remains to prove the claim.

Proof of Claim 4.5. It is straightforward to construct a full �-measure subset QZ � supp�
with the property that for all z 2 QZ and rational t , we have with probability 1 that T t

! z 2
QZ

and that (3.8) holds. For such z 2 QZ, on integrating the left- and right-hand sides of (3.8)
with respect to dP.!/, we obtain thatZ

. OPtg/.z; v/ d N�z.v/ D PtG.z/;

where OPt denotes the Markov semigroup associated to the projective process as defined
in Section 3.2.3.

Now, fix a Cauchy sequence ¹zmºm�1 � QZ converging to some z 2 Z. Fix " > 0
and fix a neighborhood U of z; without loss, ¹zmºm�1 � U . Since OPtg! g uniformly
on bounded subsets of Z � P d�1 (Proposition 3.5 (b)), we have OPtg! g uniformly on
U � P d�1. Fix t D t" for which j OPsg � gj < " on all of U � P d�1 for all s 2 Œ0; t"�.
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Fix a rational t� 2 Œ0; t"�. Given integers m;m0 � 1, we estimate (note that the func-
tion G.z/ D

R
g.v/ d�z.v/ is measurable and bounded from above):

jG.zm/ �G.zm
0

/j D

ˇ̌̌̌ Z
g.v/ d�zm.v/ �

Z
g.v/ d�zm0 .v/

ˇ̌̌̌
�

Z
jg.u/ � Pt�g.v/j d�zm.v/

C

ˇ̌̌̌ Z
Pt�g.v/ d�zm.v/ �

Z
Pt�g.v/ d�zm0 .v/

ˇ̌̌̌
C

Z
jg.v/ � Pt�g.v/j d�zm0 .v/

� 2"C jPt�G.z
m/ � Pt�G.z

m0/j:

Now, Pt�G is a continuous function by the strong Feller property, and so ¹Pt�G.z
m/ºm�1

is a Cauchy sequence. The Cauchy property for ¹G.zm/ºm�1 now follows.

Proof of Lemma 4.4. We begin by verifying that T z 2 supp� for any z 2 supp� and
.T; A/ 2 � . To start, observe that since supp� has full �-measure, we have from sta-
tionarity that Pt .z; supp�/ D 1 for all t > 0 and for �-almost all z 2 Z. As one can
easily check, for continuous RDS T as in Section 3.1.1 satisfying (H1), the mapping
z 7! Pt .z; � / is weak� continuous (irrespective of the strong Feller property). Thus, by
the Portmanteau Theorem and the density of �-almost sure sets in supp�, we conclude
that Pt .z; supp�/ D 1 for all z 2 supp�.

So, for any fixed z 2 Z, we have for all t � 0 that T t
! z 2 supp�with probability 1. In

particular, any .T; A/ 2 �t is the limit (in the topology on C ) of elements .Tm; Am/ 2 �t
for which Tmz 2 supp� for all m. Therefore T z 2 supp� holds by the closedness of
supp� for any .T; A/ 2 �t . A similar argument implies T z 2 supp� for any .T; A/ 2 � .

Let us now move on to verifying relation (4.1). For z 2 supp�, we define

Gz D ¹.T; A/ 2 C W .Az/� N�z D N�T zº:

Note that by the argument in the previous two paragraphs, N�T z is defined for all z 2 supp�
and .T; A/ 2 � . To complete the proof of Lemma 4.4 it will suffice to show that Gz � �

for all z 2 supp�.
To start, one checks that Gz is closed in C by the closedness of supp� and the fact

that z 7! N�z is weak� continuous. Next, let QZ be as constructed in the proof of Claim 4.5.
It follows that for z 2 QZ and all rational t that

P..T t
! ;A

t
!/ 2 Gz/ D 1:

So, for all rational t � 0 we deduce that Gz is dense in �t , hence Gz � �t since Gz ; �t
are closed in C . Moreover, for irrational t � 0, each .T; A/ 2 �t is a limit of elements
.T n; An/ 2 �tn in C , where ¹tnº is a sequence of rationals for which tn ! t as n!1.
Again by closedness of Gz we deduce that Gz � �t for all t � 0. We conclude Gz � �

for all z 2 QZ.
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To conclude for z 2 supp� n QZ, let zm ! z be a convergent sequence, zm 2 QZ, and
fix .T; A/ 2 � . That .T; A/ 2 Gz now follows from the fact that .T; A/ 2 Gzm for all m
from above and from the continuity of z 7! N�z . This completes the proof of Lemma 4.4.

4.2. A refinement of Furstenberg’s criterion

The refinement of Furstenberg’s criterion we present here is effectively a classification of
the fiber measures �z ; z 2 supp� comprising a family satisfying the “topological” rela-
tion (4.1). For the sake of brevity, and because it serves our purposes in this paper, we
prove this classification when d , the dimension of the cocycle A, is less than or equal
to 3, although it is likely to hold in higher dimensions (see Remark 4.14).

This classification, Theorem 4.7 below, is the analogue in our setting of [12, Theo-
rem 6.8]. Our situation is significantly more general and entails several subtleties unique
to our setting; see Remarks 4.12 and 4.15 for more discussion.

The germ of this idea comes from the geometry of SLd .R/ and the restrictions placed
on the subgroup of matrices preserving a single projective measure. To wit, we have the
following (for any dimension d � 1):

Lemma 4.6. Let d � 1. Let � be a Borel measure on P d�1. Define H D H� � SLd .R/
to be the subgroup of matrices A 2 SLd .R/ for which A�� D �. Then H is closed, and
moreover we have the following dichotomy:

(a) If H is compact, then there is an inner product h � ; � i0 on Rd , with corresponding
norm k � k0, with respect to which every A 2 H is an isometry.

(b) If H is noncompact, then there exist distinct, proper, nontrivial linear subspaces
E1; : : : ; Ep � Rd , p � 1, with the following properties:

(i) We have �.
S
i E

i / D 1.

(ii) For all A 2 H , we have AEi D E�.i/ for all 1 � i � p, where � D �A is a
permutation on ¹1; : : : ; pº.

(iii) For each 1 � i � p there is an inner product h � ; � ii on Ei such that for all
A 2 H , we have that AjE i is conformal with respect to the inner products
h � ; � ii ; h � ; � i�.i/, respectively.

Lemma 4.6 (a) can be found in [12, Proposition 6.7 (ii)], while the argument for
Lemma 4.6 (b) is an extension of arguments appearing in [56, proof of Theorem 8.6].
Since Lemma 4.6 is crucial to our approach and contains strictly more information than
what the authors can find in the literature, we will provide a proof sketch later on in
Section 4.2.

Building off Lemma 4.6, we give below a corresponding classification of the linear
cocycles A preserving the invariant measure family . N�z/ as in (4.1).

Theorem 4.7 (Classification of invariant fiber measure families). Assume d � 3, and
assume the setting, notation and conclusions of Proposition 4.3 and Lemma 4.4. Let
. N�z/z2supp� denote the invariant measure family so-obtained. Then one of the following
alternatives holds.
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(a) There is a continuously-varying assignment to each z 2 supp� of an inner product
h � ; � iz on Rd with the property that for all .T; A/ 2 � and z 2 supp�, we have that
Az W .Rd ; h � ; � iz/! .Rd ; h � ; � iT z/ is an isometry.

(b) For some p � 1, the following holds. There are p measurably-varying assignments to
each element z 2 supp� of a proper, distinct, nontrivial linear subspace Eiz ¨ Rd ,
1 � i � p, with the property that for each z 2 supp� and .T; A/ 2 � , we have
AzE

i
z D E

�.i/
T z for all 1 � i � p, where � D �.T;A/ is a permutation on ¹1; : : : ; pº.

Moreover, N�z.
Sp
iD1E

i
z/ D 1. Finally, the collection .Eiz/ is locally continuous up

to re-labelling: for every z 2 supp� there is an open neighborhood U � Z and
a labelling of the subspaces Eiz ; z 2 U \ supp� with the property that z 7! Eiz ,
z 2 U \ supp� is continuously varying.

The proof of Theorem 4.7 deviates significantly from that in [12, Theorem 6.8], partic-
ularly where it is proved that the objects in alternatives (a) and (b) above are continuously
varying. See Remark 4.12 below for a discussion of the subtleties involved.

For the remainder of Section 4.2 we will prove Lemma 4.6 and Theorem 4.7.

Proof of Lemma 4.6

We will prove Lemma 4.6 for any value of the dimension d . Let us first dispense with
the relatively easier proof of part (a), i.e., the case when H D H� is a compact subgroup
of SLd .R/. If H is compact, then it admits a right-invariant Haar probability measure 
([54, Proposition 11.4]). That is,  is a Borel probability measure on H with the property
that for any A 2 H and BorelK � H , we have .KA/ D .K/. With . � ; � / the standard
inner product on Rd , we define h � ; � i0 on Rd for v;w 2 Rd by

hv;wi0 WD

Z
H

.A0v;A0w/ d.A0/:

Using right-invariance of  , one easily checks that hAv;Awi0 D hv;wi0 for all v;w 2 Rd

and A 2 H . This completes the proof of Lemma 4.6 in case (a).
Before proceeding to case (b), let us state and prove the following useful claim.

Claim 4.8. Let k � 1 and let .Mn/ be a sequence of determinant 1 matrices inMk�k.R/
for which jMnj ! 1 as n!1. Then, on refining to a subsequence .Mn0/, there exist
proper linear subspaces V 1; V 2 � Rk for which dist.Mn0v; V

2/! 0 as n0 !1 for all
v … V 1.

Proof of Claim 4.8. Using the fact that detMn � 1 for all n, we can, without loss, pass
to a subsequence with the property that for some fixed 1 � l < k, we have

�l .Mn/

�lC1.Mn/
!1: (4.2)

Applying the Singular Value Decomposition to each matrix Mn, let V 1n be the unique
.k � l/-dimensional subspace for which jMnjV 1n

j D �lC1.Mn/, and let V 2n be the unique
l-dimensional subspace for which jM�1n jV 2n j D .�l .Mn//

�1. Passing to a further subse-
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quence, we can assume that the subspaces V 1n ; V
2
n converge to subspaces V 1; V 2, respec-

tively. It now follows from (4.2) that for all v … V 1, limn!1 dist.Mnv; V
2/ D 0, as

desired.

We now proceed to case (b), which we prove in a series of lemmas. AssumeH D H�
is noncompact, and consider the set G of finite tuples of proper, nontrivial, distinct sub-
spaces .Ei /piD1 of Rd for which �.

S
i E

i / D 1. Applying Claim 4.8 to a sequence ¹Mnº

in H with jMnj ! 1, note that the pair .V i /2iD1 so-obtained is such a tuple. If .Ei /piD1
and . LEi / LpiD1 are two such tuples, let us write

.Ei / � . LEi / if
[
i

Ei �
[
i

LEi .

Note that � is a partial order on G . We say that two tuples .Ei /piD1; . LE
j /
Lp
jD1 in G are

equivalent up to relabeling if p D Lp and there is some permutation � on ¹1; : : : ; pº
for which LEj D E�.j / for all 1 � j � p.

Lemma 4.9. Let �;H� be as in the setting of Lemma 4.6 and assume H� is noncompact
(case (b)). Then there is a unique tuple .Ei /piD1 (up to relabeling) of distinct, proper and
nontrivial linear subspaces of Rd minimal with respect to the partial order � on G . This
tuple has the property that for each A 2 H� , there is a permutation � D �A of ¹1; : : : ; pº
for which AEi D E�.i/ for all 1 � i � p.

Lemma 4.9 is straightforward and left to the reader (see Theorem 8.6 in [56] for more
detail). The minimal tuple .Ei / therefore satisfies conditions (i)–(ii) in Lemma 4.6. Item
(iii) is verified below.

Lemma 4.10. For each 1 � i � p, there is an inner product h � ; � ii on Ei with the prop-
erty that for each A 2 H , we have that A W .Ei ; h � ; � ii /! .E�.i/; h � ; � i�.i//, � D �A,
is a conformal mapping.

Proof. For (ii), form the subgroup QH D QH� D ¹A 2 H� W AEi D Ei for all 1 � i � pº.
As one can check, QH � H is a closed, normal subgroup of finite index. The quotient
group H= QH is naturally isomorphic to a subgroup S of the group of permutations on p
symbols. Let us assume for the moment that S acts transitively13 on ¹1; : : : ; pº; we will
remove this restriction at the end of the proof.

Fix an arbitrary i 2 ¹1; : : : ; pº and form

LH .i/
D ¹.det.AjE i //

� 1

dimEi AjE i W A 2
QH º :

Note that linear operators in LH .i/ preserve the measure �jE i . Since any A 2 QH maps Ei

into itself, we can think of LH .i/ as a subgroup of SLdimE i .R/ on identifying Ei with
RdimE i . We claim that LH .i/ is compact. If not, then by Claim 4.8 there are proper linear
subspaces LV 1; LV 2 � Ei for which �. LV 1 [ LV 2/ D �.Ei /. This contradicts minimality of
.Ei /

p
iD1 as in item (i). Thus LH .i/ is compact; it now follows from Lemma 4.6 (a) that

13Let S � ¹1; : : : ; pº and assume SS D S . We say that S acts transitively on S if for all
i; j 2 S there is some � 2 S for which �.i/ D j .
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there exists an inner product h � ; � ii on Ei with respect to which LH .i/ acts isometri-
cally. Equivalently, linear operators of the formAjE i ; A 2

QH act conformally with respect
to h � ; � ii .

We now define h � ; � ij ; 1 � j � p; j ¤ i , as follows: for each such j , fix an M 2 H
for whichMEi D Ej (such anM exists since S D H= QH acts transitively on ¹1; : : : ; pº
by assumption) and define

hv;wij D hM�1v;M�1wii ; v; w 2 Ej : (4.3)

This definition is independent of M : if M 0Ei D Ej for some other M 0 2 H , then we
have

h.M 0/�1v; .M 0/�1wii D hM�1v;M�1wii D hv;wij

for all v;w 2 Ej . By a similar computation, one checks that if A 2 H maps AEi D Ej ,
then A is conformal with respect to the inner products h � ; � ii ; h � ; � ij , respectively. This
completes the proof when S Š H= QH acts transitively on ¹1; : : : ; pº.

Let us now address the situation when S does not act transitively on ¹1; : : : ; pº. In
this case, by a standard argument there is a unique partition of ¹1; : : : ; pº into disjoint
sets Pl ; 1 � l � k, such that for each partition atom Pl , we have (1) SPl D Pl , and
(2) S acts transitively on Pl . For each Pl , repeat the construction of h � ; � ii for some fixed
arbitrary i 2 Pl , and then define h � ; � ij ; j 2 Pl ; j ¤ i , as in (4.3) for some arbitrary
M 2 H sending MEi D Ej (such an M exists since S acts transitively on Pl by con-
struction). Lemma 4.10 now follows from the previous arguments, since for all A 2 H ,
we can have AEi D Ej only if i; j belong to the same Pl for some 1 � l � k.

Proof of Theorem 4.7. We first give the following preliminary lemma. For z 2 supp�,
define

Oz D ¹T z W .T; A/ 2 �º:

Note that Oz � supp� holds by Lemma 4.4. Using ergodicity of � and the strong Feller
property, we get the following.

Lemma 4.11. For all z 2 supp�, we have �.Oz/ D 1.

Proof. First, let us check that Oz is a .Pt ; �/-invariant set in the sense of Definition 3.9.
Fix t > 0 and let y 2 Oz . Then y D T z for some .T; A/ 2 � . Now, fix a P-generic
! 2 � and set T 0 D T t! ; A

0 D At
! . Noting .T 0; A0/ 2 � with probability 1, we see that

T 0y D T 0 ı T z, hence T 0y 2 Oz . Since y 2 Oz was arbitrary, we conclude T t
!y 2 Oz

for any t � 0 with probability 1, hence Oz is .Pt ; �/-invariant.
It follows from ergodicity for � (Definition 3.9) that Oz has zero or full �-measure.

To check �.Oz/ > 0, assume otherwise and observe that by stationarity, Pt .y;Oz/ D 0
for �-almost all y 2 Z. From the ultra-Feller property for the semigroup .Pt / as in
Lemma 4.2, we conclude Pt .z;Oz/ D 0, a contradiction (note ¹y 2 Z W Pt .y;Oz/ D 0º
must be dense in supp�). We conclude �.Oz/ > 0, hence �.Oz/ D 1.

Proof of Theorem 4.7. Fix z0 2 supp�, thought of as a reference point, and consider the
SL2.R/ subgroup

Hz0 D ¹A 2 SL2.R/ W A� N�z0 D N�z0º:



Lagrangian chaos and scalar advection in stochastic fluid mechanics 1941

Note thatHz0 is closed by Lemma 4.6. We claim that ifHz0 is compact we are in case (a),
while if Hz0 is noncompact then we are in case (b). Crucially, this distinction does not
depend on the choice of reference point z0 2 Z; see Remark 4.13 below for a discussion
of this point.

Case (a):Hz0 is compact. By Lemma 4.6 there is an inner product h � ; � iz0 with respect to
which all matrices in Hz0 act as isometries. We define the family ¹h � ; � izºz2supp� as fol-
lows. For each z 2 supp�, fix y 2 Oz0 \Oz (such a point exists since�.Oz0 \Oz/ D 1
by Lemma 4.11) and let .T; A/; .T 0; A0/ 2 � be such that T z0 D y; T 0z D y.

For v;w 2 Rd we define

hv;wiz D hA
�1
z0
ı A0zv;A

�1
z0
ı A0zwiz0 :

Let us check this definition does not depend on the exact choice of .T; A/; .T 0; A0/. If
. NT ; NA/; . NT 0; NA0/ 2 � are any other elements for which NT z0 D y; NT 0z D y, then Lem-
ma 4.4 implies

. NAz0/
�1 NA0z.A

0
z/
�1Az0 2 Hz0 ;

and so
hA�1z0 ı A

0
zv;A

�1
z0
ı A0zwiz0 D h

NA�1z0 ı
NA0zv;

NA�1z0 ı
NA0zwiz0

holds by Lemma 4.6 (a). By a similar proof, one checks that for each .T; A/ 2 � and
z 2 supp�, we have that Az W .Rd ; h � ; � iz/! .Rd ; h � ; � iT z/ is an isometry.

To prove continuity of z 7! h � ; � iz , we do the following. For each z 2 supp�, the
inner product h � ; � iz gives rise to a Euclidean volume on Rd and an induced volume
Q�z on P d�1. By the isometry property, it follows that for all .T; A/ 2 � , we have that
.Az/� Q�z D Q�T z for all z 2 supp�. Thus . Q�z/z2supp� defines an invariant measure family
on supp�. Repeating the proof of Proposition 4.3 for this new invariant measure family,
we conclude . Q�y/ is continuously varying in the weak� topology.

From the weak� continuity of z 7! Q�z and the fact that Q�z � LebPd�1 for all z, we
conclude that the densities

�z WD
d Q�z

d LebPd�1
; z 7! �z W P

d�1
! R;

vary continuously in the uniform norm on C.P d�1;R/. It is now straightforward to check
that the corresponding inner products z 7! h � ; � iz vary continuously.

Remark 4.12. It is a subtle point in the proof of Theorem 4.7 (a) above that the orig-
inal invariant measure family . N�z/z2supp� need not coincide with the measure family
. Q�z/z2supp�. Indeed, we do not rule out the possibility that the . N�z/ consist of some com-
bination of atomic, singular continuous and absolutely continuous measures. As such, one
cannot deduce continuity of the resulting inner products h � ; � iz ; z 2 supp� directly from
the . N�z/. As we will see below, the proof of Theorem 4.7(b) has a similar complication
which must be addressed.

By comparison, [12, Theorem 6.8] avoids this subtlety for two reasons:
(1) in that framework, under a nondegeneracy condition it follows that the fiber measures
N�z are automatically absolutely continuous with respect to the volume on P d�1,
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(2) [12, Theorem 6.8] invokes an additional hypothesis that we are not able to justify
either at the level of generality of Theorem 4.7 or for the Lagrangian flow corre-
sponding to the infinite-dimensional Systems 3 and 4.

Case (b):Hz0 is noncompact. Let Eiz0 D E
i , 1 � i � p, be as in Lemma 4.6 (b) applied

toH D Hz0 . For each i , let h � ; � ii denote the corresponding inner product on Ei D Eiz0 .
For z 2 supp� we define Eiz as follows. Fix y 2 Oz0 \Oz , as in the proof for case (a),
and fix .T; A/; .T 0; A0/ for which T z0 D y; T 0z D y. We define

Eiz D .A
0
z/
�1
ı Az0.E

i
z0
/:

We also define the inner products h � ; � iiz on Eiz by setting, for v;w 2 Eiz ,

hv;wiiz D h.Az0/
�1A0zv; .Az0/

�1A0zwi
i :

As in the proof of case (a), one checks that the above definitions do not depend on
the exact choices of y 2 Oz \Oz0 or .T; A/; .T 0; A0/ 2 � . By a similar check, the invari-
ance property for the Eiz ; z 2 supp� similarly holds, and moreover, for .T; A/ 2 � and
z 2 supp�, we have that Az W .Eiz ; h � ; � i

i
z/! .E

�.i/
T z ; h � ; � i

�.i/
T z / is conformal.

Let us now prove the continuity statement. Observe that since d � 3, there are two
cases: either dimEiz � 1 for all i or dimEiz D 2 for some i; z. If the former, local conti-
nuity of z 7! Eiz up to relabeling follows immediately from the fact that N�zjE iz is a delta
mass supported on the projective point corresponding to Eiz . If the latter, then by Claim
4.8 we must have that p � 2 and that at most one of the Eiz is two-dimensional for
each z 2 supp�. We focus on the case p D 1; essentially the same proof applies when
p D 2. Hereafter let us writeEz WD E1z . Note that this can only occur when d D 3, which
hereafter we assume.

In analogy with the proof of Theorem 4.7 (a), consider for each element z 2 supp�,
the Euclidean volume mz on Ez � R3 induced by the inner product h � ; � iz WD h � ; � i1z .
This induces a normalized volume Q�z on the projectivization of Ez in P 2. As in the proof
for case (a), the fiber measure family . Q�z/z2supp� is invariant as in (3.8). This follows
from the conformality property for the inner product h � ; � iz . As in the proof of case (a),
we can repeat the arguments of Proposition 4.3, from which we obtain that the family . Q�z/
is weak� continuous. Continuity of z 7! Ez now follows.

We conclude Section 4.2 with several remarks.

Remark 4.13. The determination between case (a) and (b) made at the beginning of
the proof of Theorem 4.7 does not depend on the reference point z0 2 supp�. Indeed,
given z; z0 2 supp� one can obtain a group isomorphism Hz ! Hz0 as follows: fix
y 2 Oz \Oz0 and let .T; A/; .T 0; A0/ 2 � be such that T z D y; T 0z D y. Then the map-
ping Hz ! Hz0 given by Hz 3M 7! .A0z0/

�1AzMA
�1
z A

0
z0 2 Hz0 is an isomorphism

from Hz to Hz0 .

Remark 4.14. The restriction to d � 3 is only relevant in case (b) of Theorem 4.7. For
d � 4 the result is likely to be true, but the proof is lengthier due to the fact that among the
Eiz , z 2 supp�, 1 � i � p, there may be arbitrarily many subspaces of dimension � 2.
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Thus, the trick applied in case (b) above must be applied to the projectivization of the
Euclidean volume on each Eiz separately, and continuity derived in this way. Since the
case d � 3 suits the purpose of our main application in this paper, we leave off the d � 4
case to a future work.

Remark 4.15. Let us summarize the differences between [12, Theorem 6.8] and the ana-
logue pursued here in Section 4.2. To start, [12, Theorem 6.8] proves the classification in
Theorem 4.7 above in the special case whenZ is a locally compact Riemannian manifold,
T is the stochastic flow of diffeomorphisms generated by a hypoelliptic SDE satisfying
suitable nondegeneracy properties, and A is its corresponding derivative cocycle.

In comparison, Theorem 4.7 does not require that A be the derivative cocycle of T .
This requires that we work with the product space C of pairs of mappings and cocycles, as
is done in Lemma 4.4. Moreover, and arguably of greater consequence, is the fact that the
base RDS T is not necessarily invertible, nor is its phase space Z locally compact. These
differences are emblematic of dynamics on infinite-dimensional spaces and are exempli-
fied by our intended application to the Navier–Stokes equations and more generally to
regularizing semilinear parabolic problems. This raises numerous issues which we have
dealt with over the course of Section 3, e.g., the definition of the topology on observables
with respect to which .P t / is a C 0-semigroup (Proposition 3.5).

Finally, [12, Theorem 6.8], of which the main result Theorem 4.7 is an analogue,
invokes an additional hypothesis to get continuity of the obtained invariant inner products
in case (a) (resp., finite union of proper linear subspaces in case (b)). This additional
hypothesis is not accessible in our setting. This brings up a significant subtlety (Remark
4.12), unique to our setting, which our argument addresses.

4.3. Sufficient condition for �1 > 0: Approximate controllability criteria

We will now state a weaker version of the criterion (C) in Section 3.3 which can be used
to rule out the alternatives (a) and (b) in Theorem 4.7.

Definition 4.16. We say that the cocycle A satisfies the approximate controllability con-
dition (C’) if there exist z; z0 2 supp� such that z0 belongs to the support of the measure
Pt0.z; � / for some t0 > 0, and we have each of the following.
(a) We have Qt0..z; Id/; B".z

0/ � ¹A 2 SLd .R/ W jAj > M º/ > 0 for any ";M > 0.
(b) For any v 2P d�1, open V �P d�1 and " > 0, we have OPt0..z; v/; B".z

0/�V / > 0.

We can now prove the following.

Proposition 4.17. Let d � 3. Let A be an SLd .R/ linear cocycle as in Section 3.2.1
over a continuous RDS T as in Section 3.1.1 satisfying (H1)–(H3) for which the Markov
semigroup .Pt / has the strong Feller property. Let � be an ergodic stationary measure
for which the approximate controllability condition (C’) holds. Then, �C > ��, and in
particular �1 > 0, in the MET (Theorem 3.13).

Proof. If �C D ��, then Theorem 3.18 applies, and so either case (a) or case (b) holds in
Theorem 4.7.
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We start by ruling out (a). For y 2 supp�, write j � jy for the norm corresponding to
the inner product h � ; � iy . Let

� D max
²

max
v2Rd n¹0º

jvjz

jvj
; max
v2Rd n¹0º

jvjz0

jvj

³
:

Fix " > 0 so that 1
2
j � jy � j � jz0 � 2j � jy for all y 2 B".z0/.

Now, condition (C’) (a) says that there is a P-positive measure set E � � such that
T
t0
! z 2 B".z

0/ and jAt0
!;zj > 2�

2 for all ! 2 E. Without loss we can assume

¹.T t0
! ;A

t0
!;�/ W ! 2 Eº � �t0 ;

perhaps on paring off an P-measure zero set from E. By Theorem 4.7 (a), for all ! 2 E
we deduce

jAt0
!;zjz;y D 1;

where j � jz;y is the matrix norm induced by the norms j � jz at z and j � jy at y D T
t0
! z.

From this we obtain the estimate jAt0!;zj � 2�2 in the matrix norm induced from j � j. This
is a contradiction to (C’) (a).

Turning to case (b), take " > 0 sufficiently small so that
(i) a labelling of the Eiy ; y 2 B".z

0/ exists for which the mapping y 7! Eiy is continu-
ous for 1 � i � p, and

(ii) there is an open set V � P d�1 for which V \ .
S
i E

i
y/ D ; for all y 2 B".z0/.

Fix an arbitrary 1 � i � p and v 2 Eiz n .
S
j¤i E

j
z /. Condition (C’) (b) implies that there

is a P-positive measure set E � � such that for all ! 2 E, we have T
t0
! z 2 B".z

0/ and
A
t0
!;zv 2 V . As before, on paring off a P-measure zero set we can assume .T t0

! ;A
t0
! / 2 �t0

for all ! 2 E, from which we deduce (Theorem 4.7 (b)) that

At0
!;zE

j
z D E

�!.j /

T
t0
! z

for all ! 2 E and 1 � j � p, where �! is some permutation on ¹1; : : : ; pº. But at j D i
this is a contradiction, since v 2 Eiz yet A

t0
!;zv … E

l

T
t0
! z

for any l 2 ¹1; : : : ; pº by con-
struction.

5. Lie brackets and Hörmander’s condition

The main goal of this section is to explore how noise in the low modes of a fluid model
spreads to other variables coupled to the flow. Specifically, for .ut / given by Systems 1
and 2, we will show that the projective processes .ut ; xt ; vt /, .ut ; xt ; Lvt /, and the matrix
process .ut ; xt ; At / are all generated by vector fields satisfying the parabolic Hörmander
condition in both 2 and 3 dimensions (Definition 5.1). Using the a priori estimates on .ut /
and that Td � P d�1 is compact, Hörmander’s theorem (see, e.g., [67, 68] and [37, 63])
then implies .ut ; xt /, .ut ; xt ; vt /, .ut ; xt ; Lvt / have absolutely continuous Markov ker-
nels (with respect to Lebesgue measures) and unique stationary measures. Similarly,
.ut ; xt ; At / also has an absolutely continuous Markov kernel and therefore the arguments
given in Section 2.3 are validated. Theorem 1.6 hence follows for Systems 1 and 2.
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In what follows it is technically more convenient to deal with the space Sd�1 in place
of P d�1 while still denoting vt and Lvt the corresponding versions in Sd�1. Since P d�1

and Sd�1 are locally diffeomorphic, proving Hörmander’s condition on Sd�1 implies
Hörmander’s condition for P d�1.

5.1. Preliminaries

Recall the orthogonal L2.Td / basis ¹ekºk2Zd
0

and the family of d � .d � 1/ matrices
¹kºk2Zd

0
introduced in Section 1.1.1 satisfying

>k k D 0 and >k k D Id:

We will denote for each k 2 Zd0 the column vectors ¹1
k
; : : : ; d�1

k
º of the matrix k .

These vectors consequently form an orthonormal basis for the subspace of vectors in
Rd perpendicular to k. Note that for each k 2 Zd0 and i 2 ¹1; : : : ; d � 1º, ek ik is a
divergence-free, mean-zero vector field on Td and the collection

¹ek
i
k W k 2 Zd0 ; i D ¹1; : : : ; d � 1ºº

forms an orthogonal basis for L2 with respect to the inner product

hu1; u2iL2 D

Z
Td
u1.x/ � u2.x/ dx:

This means that given a u 2 L2, we can write

u D

d�1X
iD1

X
k2Zd

0

.u/ikek
i
k ; where .u/ik D

1

�.2�/d�1
hu; ek

i
kiL2 :

It follows that, given .ut / solving any of Systems 1 or 2, we can write the equations for
.xt ; vt / in Td � Sd�1 as

d
dt
xt D

d�1X
iD1

X
k2Zd

0

.ut /
i
kek.xt /

i
k ; (5.1)

d
dt
vt D

d�1X
iD1

X
k2Zd

0

.ut /
i
k.k � vt /e�k.xt /…vt 

i
k : (5.2)

Likewise the inverse transpose projective process . Lvt / in Sd�1 is given by

d
dt
Lvt D �

d�1X
iD1

X
k2Zd

0

.ut /
i
k.

i
k � Lvt /e�k.xt /… Lvtk;

and the matrix process .At / in SLd .R/ satisfies

d
dt
At D

d�1X
iD1

X
k2Zd

0

.ut /
i
ke�k.x/.

i
k ˝ k/At : (5.3)
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We are interested in studying the hypoellipticity of the processes .ut ; xt ; vt / and
.ut ; xt ; At / , when .ut / is governed by System 1 or 2. Recall that Systems 1 and 2 both
live in a finite-dimensional subspace OH of H (see Section 1.3). In both cases the process
of interest will take the form of an abstract degenerate SDE

dyt D X0.yt / dt C
MX
jD1

Xj dW j
t (5.4)

on OH �M, where M is a finite-dimensional Riemannian manifold (either Td � Sd�1 or
Td � SLd .R/). HereX0 is a vector field on OH �M associated to the drift, while ¹Xj ºMjD1
is an enumeration of the vectors ¹qkek ik W k 2K; i D 1; : : : ; d � 1º in OH.

Recall the Lie bracket (or commutator) of two vector fields X and Y on a smooth
manifold Y is defined for each y 2 Y by

ŒX; Y �.y/ D DXY.y/ �DYX.y/;

where DX and DY denote the directional derivatives in the direction X and Y respec-
tively. The Hörmander condition is now stated as follows:

Definition 5.1 (Parabolic Hörmander Condition). A family of vector fields ¹XkºMkD0 on
a smooth manifold M is said to satisfy the parabolic Hörmander condition if for each
y 2 Y the vectors

Xk.y/; k D 1; : : : ;M

ŒXk ; Xj �.y/; k D 1; : : : ;M; j D 0; : : : ;M;�
Xk ; ŒXj ; X`�

�
.y/; k D 1; : : : ;M; j; ` D 0; : : : ;M;

:::
:::

span TyM.

Theorem 5.2 ([67]; see also [37, 63, 68]). Let Pt .y; A/ D P.yt 2 A j y0 D y/ be the
Markov kernel associated to the finite-dimensional SDE (5.4). If Definition 5.1 is satisfied,
then Pt .y; � / is absolutely continuous with respect to Leb OH�M

.

5.2. Lie brackets for the projective process

In this subsection we study the spanning properties of Lie brackets for the process .xt ; vt /
in Td � Sd�1. The equations (5.1) and (5.2) can be written as

d
dt

�
xt
vt

�
D V.ut ; xt ; vt /;

where V.u; x; v/ is the vector field defined for each .u; x; v/ 2 H � Td � Sd�1 by

V.u; x; v/ D

d�1X
iD1

X
k2Zd

0

�
.u/i

k
ek.x/

i
k

.u/i
k
.k � v/e�k.x/.…v

i
k
/

�
2 TxTd

� TvS
d�1:
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Note that V.u; x; v/ is linear in u and therefore the Lie-bracket Œek ik ; V � does not depend
on u and is readily seen to be given by

Œek
i
k ; V �.x; v/ D

�
ek.x/

i
k

.k � v/e�k.x/.…v
i
k
/

�
:

The following lemma gives sufficient conditions for Œek ik ; V � to span TxTd � TvSd�1.

Lemma 5.3. Let k1; : : : ; kd be d linearly independent elements of Zd0 and define

K D ¹k1; : : : ; kd º [ ¹�k1; : : : ;�kd º � Zd0 :

Then at each point .x; v/ 2 Td � Sd�1, we have

span¹Œek ik ; V �.x; v/ W k 2 K; i D 1; : : : ; d � 1º D TxTd
� TvS

d�1:

Proof. Let k 2 K. Using the identity e2
k
C e2
�k
D 1 and the fact that �k 2 K, we find

that for each .x; v/ 2 Td � Sd�1 (recall the symmetry �k D �k)

ek.x/Œek
i
k ; V �.x; v/ � e�k.x/Œe�k

i
�k ; V �.x; v/ D

�
 i
k

0

�
and

e�k.x/Œek
i
k ; V �.x; v/C ek.x/Œe�k

i
�k ; V �.x; v/ D

�
0

.k � v/.…v
i
k
/

�
:

Therefore it suffices to show that

span¹ ik W k 2 K; i 2 ¹1; : : : ; d � 1ºº D Rd ; (5.5)

and for each v 2 Sd�1

span¹.k � v/.…v
i
k/ W k 2 K; i 2 ¹1; : : : ; d � 1ºº D TvS

d�1: (5.6)

Condition (5.5) follows from the linear independence of k1 and k2 and the fact that
¹ i
k
ºd�1iD1 spans the space perpendicular to k. Condition (5.6) follows from the fact that

by linear independence of k1; : : : ; kd , that for each v 2 Sd�1, there exists a k 2 K such
that v � k ¤ 0 and therefore, since ¹ i

k
ºd�1iD1 spans the space perpendicular to k, the vectors

¹…v
i
k
ºd�1iD1 span TvSd�1.

Remark 5.4. As discussed in Section 2.3, for System 1, this is the only place where
Assumption 1 is used.

Remark 5.5. It is not difficult to see that we may replace vt with Lvt in the above lemma,
without changing the proof much. The only difference being that condition (5.6) is now
replaced with

span¹. ik � v/.…vk/ W k 2 K; i 2 ¹1; : : : ; d � 1ºº D TvS
d�1;

which can be deduced from the fact that by linear independence of k1; : : : ; kd , there exists
at least d � 1 linearly independent elements Ok1; : : : ; Okd�1 ofK such  i

Okj
� v ¤ 0 for some

i D 1; : : : ; d � 1 and such that the sets ¹…v
Okj W j D 1; : : : ; d � 1º spans TvSd�1.
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5.3. Lie brackets for the matrix process

We would also like to study the spanning properties of Lie brackets for the process
.xt ; At / in Td � SLd .R/. Similarly to the .xt ; vt / process, equations (5.1) and (5.3) can
be written as

d
dt

�
xt
At

�
D G.ut ; xt ; At /;

where for each .u; x; A/ 2 H � Td � SLd .R/,

G.u; x;A/ D

d�1X
iD1

X
k2Zd

0

�
.u/i

k
ek.x/

i
k

.u/i
k
e�k.x/.

i
k
˝ k/A

�
2 TxTd

� TA SLd .R/:

Again, G.u; x;A/ is linear in u and so the Lie-bracket Œek ik ; G� does not depend on u.

Lemma 5.6. Let k1; : : : ; kdC1 be dC1 elements of Zd0 given by k1 D .0; 1/, k2 D .1; 0/,
k3 D .1; 1/ for d D 2 and k1 D .0; 0; 1/, k2 D .0; 1; 0/, k3 D .0; 0; 1/, k4 D .1; 1; 1/
for d D 3. Define K D ¹k1; : : : ; kdC1º [ ¹�k1; : : : ;�kdC1º � Zd0 . Then at each point
.x; A/ 2 Td � SLd .R/, we have

span¹Œek ik ; G�.x; A/ W k 2 K; i 2 ¹1; : : : ; d � 1ºº D TxTd
� TA SLd .R/:

Proof. Following the same proof strategy as in the proof of Lemma 5.3, we may conclude
that it suffices to show that

span¹. ik ˝ k/A W k 2 K; i 2 ¹1; : : : ; d � 1ºº D TA SLd .R/:

Using that the Lie algebra sld .R/ of traceless d � d matrices is linearly isomorphic
to TASLd .R/ by right (or left) multiplication by A, the above spanning condition is
equivalent to showing that

span¹. ik ˝ k/ W k 2 K; i 2 ¹1; : : : ; d � 1ºº D sld .R/: (5.7)

Condition (5.7) follows from the fact that for the vectors k1; : : : ; kdC1 given, the d2 � 1
matrices ¹. i

k
˝ k/ W k D ¹k1; : : : ; kdC1º; i 2 ¹1; : : : ; d � 1ºº are all linearly indepen-

dent in sld .R/. Since sld .R/ is .d2 � 1/-dimensional, condition (5.7) must hold.

5.4. Hörmander condition for Stokes and Galerkin–Navier–Stokes systems

We now turn to study the hypoellipticity of the projective process .ut ; xt ; vt / and matrix
process .ut ; xt ; At / when .ut / satisfies either Systems 1 or 2. We will define the vector
field U S on HK associated with the Stokes System 1 by

U S .u/ WD �

d�1X
iD1

X
k2K

jkj2.u/ikek
i
k ;

and the vector field UNS on HN associated with the Galerkin–Navier–Stokes System 2
by

UNS .u/ WD �

d�1X
iD1

X
jkj1�N

�
B ik.u; u/C jkj

2.u/ik
�
ek

i
k ;
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where for each u 2 HN (recall the definition of B from Section 1.3),

B ik.u; u/ WD
1

�.2�/d�1
hB.u; u/; ek

i
kiL2 :

The following lemma gives sufficient conditions for .ut ; xt ; vt / to satisfy the parabol-
ic Hörmander condition:

Lemma 5.7. Let ¹Xj ºMjD1 denote an enumeration of the vectors

¹qkek
i
k W k 2K; i D 1; : : : ; d � 1º

and let X0 be a vector field on OH � Td � Sd�1 of the form

X0.u; x; v/ D U.u/C V.u; x; v/:

The following holds:

(1) If U.u/ D U S .u/ and K contains the elements .1; 0/; .0; 1/ and their inversions
for d D 2 and the elements .1; 0; 0/, .0; 1; 0/, and .0; 0; 1/ and their inversions for
d D 3, then ¹Xj ºMjD0 satisfies the parabolic Hörmander condition.

(2) IfU.u/ D UNS .u/ and K contains the elements .1; 0/ and .1; 1/ and their inversions
for d D 2 and the elements .1; 0; 0/, .0; 1; 0/, and .0; 0; 1/ and their inversions for
d D 3, then ¹Xj ºMjD0 satisfies the parabolic Hörmander condition.

Proof. We will consider only the Galerkin–Navier–Stokes case, since the Stokes case
is even simpler. Fix .u; x; v/ 2 HN � Td � Sd�1 and denote V.u; x; v/ the span of the
iterated Lie brackets of ¹Xj ºMjD0. We have for each k 2K and i D 1; : : : ; d � 1,

Œek
i
k ; X0� D Œek

i
k ; U

NS �C Œek
i
k ; V �;

and because of the linear dependence of the vector field V on u, we obtain�
ej 

i
j ; Œek

i
k ; X0�

�
D
�
ej 

i
j ; Œek

i
k ; U

NS �
�
:

We will find it useful to use the following result adapted from [44] and [99].

Lemma 5.8. Suppose that K � Zd0 satisfies K D �K. Then at each u 2 HN and for
each i D 1; : : : ; d � 1,

span¹Œek ik ; Œej 
i
j ; U

NS �� W j; k 2 Kº

D span¹ejCk ijCk ; ej�k
i
j�k ; ek�j 

i
k�j ; e�j�k

i
�j�k W j; k 2 Kº:

Using the fact that .1; 0/ and .1; 1/ and .1; 0; 0/, .0; 1; 0/, and .0; 0; 1/ are gener-
ators for the groups .Z2;C/ and .Z3;C/, respectively, we can iterate Lemma 5.8 for
fixed i , taking further Lie brackets with of these new directions. Then repeating the same
argument for each i D 1; : : : ; d � 1 to obtain all directions in HN and conclude that

HN � V.u; x; v/:

This means that in order for ¹Xj ºMjD0 to satisfy the parabolic Hörmander condition, it
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suffices to show that

span¹Œek ik ; V � W k 2K; i 2 ¹1; : : : ; d � 1ºº D TvS
d�1:

This follows from Lemma 5.3.

Analogously we have sufficient conditions for .ut ; xt ; At / to satisfy the parabolic
Hörmander condition. The proof is almost exactly the same as the proof of Lemma 5.7,
with V replaced with G. We omit the proof.

Lemma 5.9. Let ¹Xj ºMjD1 denote an enumeration of the vectors

¹qkek
i
k W k 2K; i D 1; : : : ; d � 1º

and let X0 be a vector field on OH � Td � SLd .R/ given by

X0.u; x; A/ D U.u/CG.u; x;A/:

The following holds:

(1) If U.u/ D U S .u/ and K contains the elements .1; 0/; .0; 1/; .1; 1/ and their inver-
sions for d D 2 and the elements .1; 0; 0/, .0; 1; 0/, .0; 0; 1/, .1; 1; 1/ and their inver-
sions for d D 3, then ¹Xj ºMjD0 satisfies the parabolic Hörmander condition.

(2) IfU.u/ D UNS .u/ and K contains the elements .1; 0/ and .1; 1/ and their inversions
for d D 2 and the elements .1; 0; 0/, .0; 1; 0/, .0; 0; 1/ and their inversions for d D 3,
then ¹Xj ºMjD0 satisfies the parabolic Hörmander condition.

6. Strong Feller for the Lagrangian and projective processes

In Section 6 we will prove Proposition 2.12. We show the proof for the .ut ; xt ; vt / pro-
cess; the .ut ; xt ; Lvt / process is the same. Note that strong Feller for .ut ; xt ; vt / implies
the same for .ut / and .ut ; xt / due to the structure of the coupling.

6.1. The cutoff process

As described in Section 2.7.3 the main strategy involves proving gradient estimates on
a suitable cut-off process w�t . To begin, define the following augmented system:

@tut D �B.ut ; ut / � Aut CQ PW
u
t ;

@txt D ut .xt /;

@tvt D …vtDut .xt /vt ;

@tzt D PW
z
t ;

where W u
t is a cylindrical Wiener process on L2 and W z

t 2 R2d is a finite-dimensional
Wiener process independent from W u

t . We denote this augmented process by

wt D .ut ; xt ; vt ; zt / 2 H �M;
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where M D Td � Sd�1 �R2d , which satisfies the abstract SPDE

@twt D OF .wt / � Awt C OQ PWt ; (6.1)

where OF and OQ PW are given by

OF .u; x; v; z/ D

0BB@
�B.u; u/

u.x/

…vDu.x/v

0

1CCA ; OQ PW D

0BB@
Q PW u

0

0
PW z

1CCA
(with extended definitions Aw D .�.��/u; 0; 0; 0/ in d D 2 and Aw D .�.��/u C

��2u; 0; 0; 0/ in d D 3). For the remainder of this section, we will refer to the initial
data of the process simply as

w0 DW w:

Our goal will be to prove strong Feller for the augmented process (6.1). As zt is com-
pletely uncoupled from .ut ; xt ; vt /, by restricting the class of test functions, this implies
strong Feller for the original .ut ; xt ; vt / process. Further, note that by restricting the class
of test functions, strong Feller for the process defined with vt 2 Sd�1 implies strong
Feller for the process defined directly with vt 2 P d�1 by relating elements in P d�1 to
representatives in Sd�1.

To define w�, we will couple zt to the xt and vt variables to regularize the dynamics.
Specifically, as in [45], define a smooth, nonnegative cutoff function � satisfying

�.z/ D

´
0; z < 1;

1; z > 2;

and let ��.x/ D �.x=�/ for � > 0. We then define a regularized drift F�.w/ by

F�.u; x; v; z/ D .1 � �3�.kukH// OF .u; x; v; z/C ��.kukH/H.v; z/;

where H.v; z/ is a bounded vector-field on H �M given by

H.v; z/ D

0BBBB@
0Pd

jD1 Oej
zj

.1Cjzj j
2/
1
2

…v

Pd
jD1 Oej

zdCj

.1CjzdCj j
2/
1
2

0

1CCCCA ;
and where we are denoting ¹ Oej ºdjD1 the canonical basis elements in Rd , and we are using
that for each v 2 Sd�1, the elements ¹…vej º

d
jD1 span TvSd�1. The cutoff/regularized

process w�t D .u
�
t ; x

�
t ; v

�
t ; zt / then satisfies the SPDE (replacing OQ 7! Q for notational

simplicity),
@tw

�
t D F�.w

�
t / � Aw

�
t CQ PWt : (6.2)

It is for this process we will prove a gradient estimate on the Markov semigroup. As
in [45, 100], the purpose of the cutoff is to regularize the nonlinearity so that the flow
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is globally Lipschitz, which is very convenient for the Malliavin calculus and high/low
frequency splitting methods employed below. However, when the nonlinearity is turned
off, the hypoellipticity disappears. Recovering the hypoelliptic effect is the purpose of the
additional noise coming from the coupling with zt . In [45, 100], this role is played by
multiplicative white noise. This is too singular to carry out directly on the Navier–Stokes
equations; in [100] it is dealt with by further mollifying the nonlinearity. One can view
the use of zt as providing a suitable regularization of the multiplicative white noise.

In what follows, we denote (via a slight abuse of notation) for H  , L2, and H,

kwtkH WD kutkH C jzt j;

where the zt factor is treated implicitly and the manifold-valued nature of wt is disre-
garded. This “norm” is not really a norm since wt does not below to a linear space. We
will also denote TvM the tangent space of M at .x; v; z/; note that the tangent space only
depends on v since the other components are flat.

We are now ready to begin the proof of Proposition 2.12. The proof requires a number
of estimates onw�t , its Jacobian (Fréchet derivative with respect to the initial data), various
approximate Jacobians and approximate inverse Jacobians, and the Malliavin derivatives
thereof. These are outlined in Section 6.5 below after the main bulk of the proof. Finally,
we emphasize that for the rest of the section, the implicit constants are always independent
of t , T , khkH�TvM, and kwtkH unless specifically indicated otherwise. Moreover, we are
always assuming T � 1.

The main effort in the proof of Proposition 2.12 is to obtain the following derivative
estimate on the cutoff process, the proof of which comprises the rest of Section 6.

Proposition 6.1. There exists a�; b� > 0 such that for all � sufficiently large, there exists
a T � > 0 such that for all � 2 C 2

b
.H �M/ and for t < T � the mapping w 7! OP

�
t �.w/

is differentiable and for each w 2 H �M the derivative D OP t��.w/ is a bounded linear
operator on H � TvM and satisfies for each h 2 H � TvM,ˇ̌

D OP
�
t �.w/h

ˇ̌
.� t�a�.1C kwkb�H /k�kL1khkH�TvM: (6.3)

Indeed, we do not expect that such a gradient estimate (6.3) is available for OPt .
Nonetheless, estimate (6.3) is enough to prove the strong Feller property for wt , OPt .

Proof of Proposition 2.12. Let � be a bounded, measurable observable on H �M. Let
t � 1 be chosen small shortly. Let w1; w2 2 H �M be such that d.w1; w2/ � 1. Natu-
rally, we estimate the non-cut-off process by approximation and an "=3 argument:

j OPt�.w
1/ � OPt�.w

2/j � j OPt�.w
1/ � OP

�
t �.w

1/j C j OPt�.w
2/ � OP

�
t �.w

2/j

C j OP
�
t �.w

1/ � OP
�
t �.w

2/j:
(6.4)

We will show that for all " > 0, we may choose � sufficiently large and d.w1; w2/ suf-
ficiently small such that each term is < " in size. For the first two terms in (6.4), note
that

j OPt�.w
i / � OP

�
t �.w

i /j D jE�.wt .wi / � E�.w�t .w
i //j

� k�kL1P
�

sup
s2.0;t/

kws.w
i /kH > �

�
;
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where i D 1; 2. Then, by the moment bounds in Proposition A.3, this gives the following
(with implicit constant independent of t ):

j OPt�.w
i / � OP

�
t �.w

i /j . ��1k�kL1.1C kw
i
kH/:

We may now choose � sufficiently large depending only on k�kL1 , kwikH, and " such
that

j OPt�.w
1/ � OPt�.w

2/j � j OP
�
t �.w

1/ � OP
�
t �.w

2/j C 2":

Once we have fixed �, we may now fix t < T� such that (6.3) holds for the cutoff process.
By an adaptation of [38, Lemma 7.1.5], we see that Proposition 6.1 implies

j OP
�
t �.w

1/ � OP
�
t �.w

2/j . t�a�k�kL1.1C kw
1
k
b�
H /d.w

1; w2/; (6.5)

where for wi D .ui ; xi ; vi ; zi / 2 H �M, we denote

d.w1; w2/ D ku1 � u2kH C dM..x
1; v1; z1/; .x2; v2; z2//;

where dM is the geodesic distance on M. Therefore, for the third term in (6.4), we may
apply (6.5) and choose d.w1; w2/ sufficiently small such that

j OPt�.w
1/ � OPt�.w

2/j < 3":

Hence, OPt is strong Feller.

In what follows, we will drop the � superscripts and wt will denote the solution to the
cut-off equation (6.2).

6.2. Derivative estimate for cutoff process via Malliavin calculus

6.2.1. Malliavin Calculus preliminaries. First, let us recall some basics on Malliavin cal-
culus. For the interested reader, we recommend taking a look at the monographs [23, 24,
37, 95] for a more in-depth coverage of some of these tools and techniques.

Denote .�T ;HT ;PT / the classical Wiener space associated with a cylindrical Wiener
process .Wt /t2Œ0;T � taking values in a separable Hilbert space W for some finite time
horizon T > 0 which takes values in

�T D C0.Œ0; T �IW
�/ D ¹W 2 C.Œ0; T �IW�/ W W0 D 0º;

where W� is any Hilbert extension of W such that the inclusion is Hilbert–Schmidt
(since a cylindrical Wiener processWt does not actually take values in W ). The Gaussian
measure PT on �T is uniquely determined by its Cameron-Martin space

HT WD

²
G D

Z �
0

gs ds W g 2 L2.Œ0; T �IW/

³
;

which compactly and densely embeds into C0.Œ0; T �IW�/ (see, e.g., [24, Section 2.4]).
For most of this section we will be dealing with Fréchet differentiable random vari-

ablesX W �T ! H �M, where H is a separable Hilbert space and M is a smooth finite-
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dimensional Riemannian manifold. For a given Fréchet differentiable random variable X ,
on �T D C.Œ0; T �IW�/, we define the Malliavin derivative DgX of X in direction
g 2 L2.Œ0; T �;W/ by

DgX WD
d
d"
X.W C "G/jhD0; G D

Z �
0

gs ds:

The Fréchet differentiability of X implies that DgX admits a representation of the form

DgX D

Z T

0

DsXgs ds; (6.6)

where for almost every s 2 Œ0; T �, we think of DsX as a random, bounded linear operator
from W to H � TmM, wherem denotes the projection ofX onto M. Equivalently, we can
identify DsX as an element of the tensor bundle W ˝ .H � TM/. We will commonly
use the following norm of DsX :

kDsXkW!H�TmM WD sup
f 2W
kf kWD1

kDsXf kH�TmM;

where DsXf denotes the action of DsX as a linear operator on an element f 2 W . Note
that (up to isomorphism) we can identify the quantity DX D .DsX/s2Œ0;T � as a random
curve in the tensor bundle W ˝ .H � TM/.

For each initial w 2 H �M we may view the solution wt to (6.1) as an Itô map
ˆwt W C.Œ0; t �;H�" �R2d /! H �M for an appropriate choice of " > 0 such that

QH�" � H WD H� :

We have the following well-known result (cf. [65, Proposition 4.1]):

Proposition 6.2. For each initial data w 2 H �M, let ˆwt be the Itô map associated
to the abstract SPDE (6.1). Then ˆwt is Fréchet differentiable and its Fréchet derivative
Dˆwt W �t ! H � TM for each G 2 C.RCIH�" �R2d / satisfies

dDˆwt G D D OF .ˆ
w
t /Dˆ

w
t G dt � ADˆwt G dt CQ dGt :

Since the solution wt to (6.1) is adapted to the filtration Ft generated by Wt , we have
Dswt D 0 if s � t . Indeed, from Proposition 6.2 we see that for g 2L2.Œ0; T �IL2�R2d /
we have an exact formula for Dgwt ,

@tDgwt D DF.wt /Dgwt � ADgwt CQgt ; Dgw0 D 0:

Then, if one defines for 0 � s � t the Jacobian Js;t (viewed as a bounded linear operator
from H � TvsM to H � TvtM) as the solution to the equation

@tJs;t D DF.wt /Js;t � AJs;t ; Js;s D Id;

Duhamel’s formula implies that

Dgwt D

Z t

0

Js;tQgs ds;
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consequently, by equation (6.6), this implies the following formula for Dswt :

Dswt D

´
Js;tQ; s < t;

0; s > t:

If the random variableX W �T ! H takes values in a separable Hilbert space H , then
for Fréchet differentiable X which belong to L2.�T IH / the Malliavin derivative DX

belongs to the space L2.�T IL2.Œ0; T �IW �H //. It is well known (see [95, Chapter 1])
that the operator X ! DX is closable unbounded linear operator from L2.�T IH / to
L2.�T IL

2.Œ0; T �IW �H // and that the closure D has dense domain

Dom.D/ DW 1;2.�T IH / � L2.�T IH /;

which is a Hilbert space of random variables closed with respect to the “Sobolev” norm

kXk2W 1;2.�T IH/
WD EkXk2H C EkDXk2

L2.Œ0;T �IW˝H/
:

It is important to note that, in light of the isomorphisms

L2.�T IH / ' L2.�T /˝H

and
L2.�T IL

2.Œ0; T �IW ˝H // ' L2.�T IL
2.Œ0; T �IW//˝H ;

the operator D simply acts a the identity map on the H factor and therefore only needs
to be described via its action on R-valued random variables

D WW 1;2.�T / � L
2.�T /! L2.�T IL

2.Œ0; T �IW//:

Working instead with just real-valued random variables X 2 L2.�T /, we denote the
adjoint operator D� by

D� W Dom.D�/ � L2.�T IL2.Œ0; T �IW//! L2.�T /

and referred to as the Skorokhod integral. We will denote its action on g 2 Dom.D�/ byZ T

0

hgt ; ıWt iW WD D�g:

In general, D� is also an unbounded linear operator with a dense domain. The Skorokhod
integral can be viewed as an extension of the usual Itô integral to non-adapted integrands.
Indeed, when g 2 L2.�T IL2.Œ0; T �;W// is adapted to the filtration Ft generated byWt ,
then

R T
0
hgt ; ıWt iL2 coincides with the usual Itô integral

R T
0
hgt ; dWt iL2 , and is therefore

a bounded operator on adapted integrands via the Ito isometry (see [95, Section 1.3]).
More generally, there is an extension of the Itô isometry for non-adapted integrands:

Proposition 6.3 ([95, Proposition 1.3.1]). Let g 2 Dom.D�/. Then the following identity
holds:

E
�Z T

0

hgt ; ıWt iW

�2
D E

Z T

0

kgsk
2
W ds C E

Z T

0

Z T

0

trW .DsgtDtgs/ ds dt:
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Note that when g is adapted, we automatically have DsgtDtgs D 0, and therefore
(6.3) recovers the standard Itô formula and therefore g belongs to Dom.D�/. Moreover,
if g 2W 1;2.�T IL

2.Œ0; T �IW// is not necessarily adapted, then we have

E
Z T

0

kgsk
2
W ds C E

Z T

0

Z T

0

trW .DsgtDtgs/ ds dt

� E
Z T

0

kgsk
2
W ds C E

Z T

0

Z T

0

kDtgsk
2
W!W ds dt

D kgk2W 1;2.�T IL2.Œ0;T �IW//
;

so that in general we have that W 1;2.�T IL
2.Œ0; T �IW// � Dom.D�/.

One of the valuable features of the Skorokhod integral is the role it plays in the so-
called Malliavin integration by parts formula, which plays a crucial role in the regularity
theory for the law of the stochastic process wt . We state the formula in the following
form, which follows immediately from the definition of the Skorokhod integral and the
Malliavin derivative on real-valued random variables.

Proposition 6.4. Let � be a bounded differentiable function on H �M with bounded
derivatives and g 2W 1;2.�T IL

2.Œ0; T �IL2 �R2d //. Then the following relation holds
for each t 2 Œ0; T �:

EDg�.wt / D EhD�.wt /; giL2.Œ0;t�;L2�R2d / D E
�
�.wt /

Z t

0

hgs; ıWsiL2

�
:

6.2.2. Derivative estimate. As discussed in Section 2.7, the integration by parts formula
(6.4) can be used to obtain a gradient estimate on the Markov semigroup if for any
h 2 H � TvM and some T > 0, one can obtain a control

g 2W 1;2.�T IL
2.Œ0; T �IL2 �R2d //

(depending on h) such that we have the equality

DgwT D DwT h;

where DwT W H � TM! H � TM denotes the Fréchet derivative with respect to the
initial data. This however, does not appear to be possible to do in general. We must instead
find a control g 2 L2.Œ0; T �IW/ which satisfies this approximately, so that for some time
T > 0 we have

DgwT D DwT hC rT ;

where rT is a remainder that satisfies rT ! 0 as T ! 0.
Indeed, most of the work of this section is to prove the following key lemma.

Lemma 6.5. For all � > 0, there exist constants a�; b� > 0 such that for T sufficiently
small and h 2 H � TvM there exists a corresponding control g D .gt /t2Œ0;T � satisfying

E
Z T

0

kgtk
2
L2 dt C E

Z T

0

Z T

0

kDsgtk
2
L2!L2 ds dt

.� T �2a�.1C kwkH/
2b�khk2H�TvM;

(6.7)
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such that for rT D DgwT �DwT h, we have

EkrT k2H�TvT M .� T khk2H�TvM: (6.8)

We remark that it would suffice to prove EkrT k2H�TvT M
.� q.T /khk2H�TvM

for some
q satisfying limT!0 q.T / D 0.

Lemma 6.5 is indeed enough to prove Proposition 6.1.

Proof of Proposition 6.1. Using the control from Lemma 6.5, we can now estimate the
derivative of the semigroup in direction h at time 2T for � 2 C 2,

D OP2T �.w/h D E.D OPT �.wT /DwT h/

D E.D OPT �.wT /DgwT / � E.D OPT �.wT /rT /:

Using the chain rule Dg
OPT �.wT / D D OPT �.wT /DgwT , the Malliavin integration by

parts formula (Proposition 6.4) gives

D OP2T �.w/h D E
�
OPT �.wT /

Z T

0

hgt ; ıWt iL2

�
� E.D OPT �.wT /rT /; (6.9)

where the stochastic integral is interpreted as a Skorokhod integral, since the control is
not adapted. By identity (6.3) and estimate (6.7) we have

E
�Z T

0

hgt ; ıWt iL2

�2
� E

Z T

0

kgtk
2
L2 dt C E

Z T

0

Z T

0

kDsgtk
2
L2!L2 ds dt

.� T �2a�.1C kwkH/
2b�khk2H�TvM:

(6.10)

To finish the proof, introduce the seminorm k � ka�;b�;T� on C.Œ0; T��IC 1.H �M//,
for a�; b� > 0 and 0 < T� � 1 by

kf ka�;b�;T� D sup
t2Œ0;T��

w2H�M
h2H�TvM; h¤0

ta� jDft .w/hj

khkH�TvM.1C kwkH/b�
:

Then it follows from (6.8) and (6.10) that for 2T < T�,

jDP2T �.w/hj . k�kL1T �a�.1C kwkb�H /khkH�TvM

C kP�ka�;b�;T�T
�a�

q
E.1CkwT kH/2b�

q
EkrT k2H�TvT M

. k�kL1T �a�.1C kwkH/
b�khkH�TvM

C kP�ka�;b�;T�T
�a�C

1
2 .1C kwkH/

b�khkH�TvM;

and therefore
kP�ka�;b�;T� . k�kL1 C T

1
2
� kP�ka�;b�;T� ;

then by taking T� small enough, we obtain

kP�ka�;b�;T� . k�kL1 :

This is the a priori estimate stated in (6.3).
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6.3. Construction of control and estimates of remainder

The rest of the section is dedicated to proving Lemma 6.5. First, we implement a splitting
into high and low frequencies similar to that of [45, 100]. This will allow us to build
a control that works differently on the high and low frequencies. To this, denote the set
KL � Zd0 of low modes by

KL D ¹k 2 Zd0 W jkj1 � Lº;

where L is as in Assumption 2. Let …L W H! H denote the corresponding orthogonal
projection onto the “low modes” belonging to KL and let …H D I �…L be the comple-
mentary projection onto the “high modes” belonging to Zd0 nKL. Let HL and HH denote
the ranges of …L and …H , respectively, so that we have the orthogonal decomposition

H D HL ˚HH :

Given w D .u; x; v; z/ 2 H �M, we will extend the definition of…L and…H to H �M

so that M is included with the low modes by

wL D …Lw D .u
L; x; v; z/ and wH D …Hw D u

H :

Naturally this defines low and high processes wLt and wHt , which satisfy (note of course
they are coupled)

@tw
L
t D FL.wt / � ALw

L
t CQL

PW L
t ;

@tw
H
t D FH .wt / � AHw

H
t CQH

PW H
t ;

where
FL.w/ D …LF.w/; FH .w/ D …HF.w/; AHw D …HAw;

QL D …LQ; QH D …HQ:

We also define the finite-dimensional matrix ULs;t which we view a linear operator from
HL � TvsM to HL � TvtM as well as the bounded linear operator UHs;t from HH to HH
by

@tU
L
s;t D �ALU

L
s;t CDLFL.wt /U

L
s;t ; ULs;s D Id;

and for 0 � s � t ,

@tU
H
s;t D �AHU

H
s;t CDHFH .wt /U

H
s;t ; UHs;s D Id :

Both ULs;t and UHs;t serve as approximations for the full Jacobian Js;t of the flow w 7! wt
projected onto the low and high-modes when t is small. We see that ULs;t is an invertible
operator: denote its inverse by

V Ls;t D .U
L
s;t /
�1:

When s D 0, we write ULt D U
L
0;t and V Lt D V

L
0;t . Using the fact that ULt is invertible,

we can write ULs;t D U
L
t V

L
s .

Definition 6.6. Define the partial Malliavin matrix CLt W HL � TvM! HL � TvM by

CLt WD

Z t

0

V Ls QL.V
L
s QL/

> ds:
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Remark 6.7. The matrix CLt is the analogue of the reduced Malliavin matrix, introduced
by Norris [94], in order to simplify Malliavin’s proof of Hörmander’s theorem. The name
partial Malliavin matrix comes from [45], and indicates that it is a finite-dimensional
Malliavin matrix associated to the low modes. The reduced Malliavin matrix is conve-
nient primarily because, unlike the original Malliavin matrix, CLt is adapted which greatly
simplifies calculations, for example, Itô’s lemma giving rise to the brackets in a straight-
forward manner. Note the reduction here is only possible because ULt is invertible due
to finite dimensionality; see [64, 65] for more discussion. This invertibility motivates the
frequency splitting between high and low frequencies.

One of main results of Section 6 is the nondegeneracy of CLt , which allows us to build
the low frequencies part of the control gt . That is, we have the following; the proof is
involved and is carried out in Section 6.4 below.

Lemma 6.8. The matrix CLT is almost surely invertible on HL � TvM. Furthermore,
there exists constants a; b such that for all p � 1,

Ej.CLT /
�1
j
p .�;p T �ap.1C jzj/bp:

Using Lemma 6.8, we can now construct the control. Specifically, fix an h 2H�TvM,
a T 2 .0; 1/, a frequency cut-off N chosen as N WD T �2a.1C jzj/2b (a and b as in
Lemma 6.8) and define t 7! gt 2 L2 by

gLt D .V
L
t QL/

>.CLT /
�1V LT Dw

L
T h; (6.11)

gHt D �Q
�1
H …�NDLFH .wt /�t C 2T

�1Q�1H UH0;thH1ŒT=4;3T=4�.t/; (6.12)

where …�N is a projection onto frequencies less than N and .�t / is a process belonging
for each t 2 Œ0; T � to HL � TvtM and solving the following system:8̂̂<̂

:̂
P�t D �AL�t CDLFL.wt /�t CQLg

L
t CDHFL.wt /�t ;

P�t D �AH �t CDHFH .wt /�t C…>NDLFH .wt /�t

C 2T �1UH0;thH1ŒT=4;3T=4�.t/;

(6.13)

with �0 D 0 and �0 D 0. If one assumes that a solution to (6.13) exists and is unique
(this is proved in Lemma 6.10 below), then we find that the choice of control is made
specifically so that the remainder rT assumes a nice form. The intuitive choice is to use
the much simpler control, as was done in [45],

QgLt D .V
L
t QL/

>.CLT /
�1V LT Dw

L
T h;

QgHt D 2T
�1Q�1H UH0;thH1ŒT=4;3T=4�.t/;

however, this leads to errors which are too large at high frequencies in the case of
Navier–Stokes, specifically, the low frequencies create too large of an effect on the high
frequencies. The choice (6.12) adjusts the control to account for this perturbation at
high frequencies, however, this procedure is not straightforward as this would require,
in some sense, choosing the control based on the Malliavin derivative itself, which is
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why we must solve the entire system (6.13). Indeed, by uniqueness we see below a self-
consistency:Dgw

L
t D �t and Dgw

H
t D �t .

In what follows the implicit constant is always independent of N unless otherwise
indicated.

Lemma 6.9. Assume that g is defined as above and that exists a unique solution .�t ; �t /
to system (6.13) in the space L2.�IC.Œ0; T �IH � TvtM//, then the remainder

rT D DgwT �DwT h

satisfies

rLT D

Z T

0

ULt;TDHFL.wt /�t dt; (6.14)

rHT D

Z T

0

UHt;T…>NDLFH .wt /�t dt

�

Z T

0

UHt;TDLFH .wt /DHw
L
t hH dt �DLwHT hL: (6.15)

Proof. Using (6.13), Proposition 6.2, and uniqueness for the system8̂̂<̂
:̂

Dgw
L
t D

Z t

0

ULt V
L
� DHFL.wt /.Dgw

H
� � �� / d�;

Dgw
H
t D

Z t

0

UH�;tDLFH .wt /.Dgw
L
� � �� / d�;

in L2.�IC.Œ0; T �IH � TvtM//, we obtain that in fact Dgw
L
t D �t and Dgw

H
t D �t and

we obtain the following formulas for the Malliavin derivatives at time T :

Dgw
L
T D Dw

L
T hC U

L
T

Z T

0

V Lt DHFL.wt /�t dt;

Dgw
H
T D U

H
0;T hH C

Z T

0

UHt;T…>NDLFH .wt /�t dt:

Note that Dgw
L
T is equal to DwLT h plus remainders, while Dgw

H
T is a perturbation of

UH0;T hH , that is,

DwHt hH D U
H
0;thH C

Z t

0

UHs;tDLFH .ws/DHw
L
s hH ds:

Using this relation, we now write´
Dgw

L
T D Dw

L
T hC r

L
T :

Dgw
H
T D Dw

H
T hC r

H
T :

(6.16)

where rLT and rHT are given by (6.14) and (6.15).

Next, we construct a unique solution to (6.13) and provide the necessary quantitative
estimates. These in turn will imply the existence of a suitable control gt .
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Lemma 6.10. For all T > 0 sufficiently small (depending only on �), and all p � 2,
there exists a unique solution �t D .�t ; �t / 2 H � TvtM on Œ0; T � to system (6.13) in
Lp.�IC.Œ0; T �IH � TvtM// satisfying�

E sup
t2Œ0;T �

k�tk
p

H�TvtM

� 1
p

C

�
E sup
s;t2Œ0;T �

kDs�tk
p

L2!H�TvtM

� 1
p

. T �2a.1C jzj/2bkhkH�TvM:

Note that �t is not adapted to the filtration .Ft /.

Proof. Formally we may re-write a solution to (6.13) as

�t D

Z t

0

ULs;tQLg
L
s ds C

Z t

0

ULs;tDHFL.ws/�s ds; (6.17)

�t D
2

T
jŒ0; t � \ ŒT

4
; 3T
4
�jUH0;thH C

Z t

0

UHs;t…>NDLFH .ws/�s ds: (6.18)

The lemma is proved via a fixed point for the pair � D ¹.�t ; �t /; t 2 Œ0; T �º in the Banach
space XT defined by the following norm:

k�kXT WD
�

E sup
t2Œ0;T �

k�tk
p

H�TvtM

� 1
p

C

�
E sup
s;t2Œ0;T �

kDs�tk
p

L2!H�TvtM

� 1
p

:

Note that equations (6.17) and (6.18) are linear and can be written more compactly on XT
as

� D LT �C FT ;

where LT and FT are given by

.LT �/t D

 R t
0
ULs;tDHFL.ws/�s dsR t

0
UHs;t…>NDLFH .ws/�s ds

!
and

.FT /t D

 R t
0
ULs;tQLg

L
s ds

2
T
jŒ0; t � \ ŒT

4
; 3T
4
�jUH0;thH

!
:

Our goal will be to estimate LT � and FT in XT . Specifically, we will show that

kLT �kXT .� T
1
2 k�kXT ; (6.19)

kFT kXT .� T �2a.1C jzj/2bkhkH�TvM: (6.20)

This implies that for small enough T (depending only on �), the mapping � 7! LT �C FT
is a contraction and maps the ball BT D ¹� 2 XT W k�kXT � 2kFT kXT º into itself. By
the Contraction Mapping Theorem this implies the existence of a unique solution to
� D LT �C FT satisfying

k�kXT � 2kFT kXT .� T �2a.1C jzj/2bkhkH�TvM:
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To estimate LT � and FT in XT , we need to compute the Malliavin derivatives. We
find for each f 2 L2,

.DsFT f /t D

 R t
0
ŒDsU

L
r;tf �QLg

L
r dr C

R t
0
ULr;tQLDsg

L
r f dr

ŒDsU
H
0;tf �hH

2
T
jŒ0; t � \ ŒT

4
; 3T
4
�j

!
;

and for each � 2 XT using the chain rule

Ds.LT �/f D ŒDsLT f ��C LTDs�f;

where .ŒDsLT f ��/t is R t
0
ŒDsU

L
r;tf �DHFL.wr /�r dr C

R t
0
ULr;tQLD

2FLŒ�r ; Js;rQf � drR t
0
ŒDsU

H
r;t f �…>NDLFH .wr /�r dr C

R t
0
UHr;t…>ND

2FH Œ�r ; Js;rQf �

!
:

We observe by Lemmas 6.8, 6.21, and 6.19, that

E sup
s2Œ0;T �

jgLs j
p . T �ap.1C jzj/bpkhkH�TvM;

and by the product rule, Lemmas 6.21, 6.23, and 6.24, there holds

E sup
s;t2Œ0;T �

kDsg
L
t k
p

L2!L2
L

. T �.2aC1/p.1C jzj/2bpkhk
p

H�TvM
:

Using the bounds on ULr;t ; U
H
r;t ;DsU

L
r;t and DsU

H
r;t , in Lemmas 6.21 and 6.23, we more-

over have

kFT kXT .� T kgLkXT C khHkHH . T �2a.1C jzj/2bkhkH�TvM:

To estimate LT �, we use the bounds on ULr;t ; U
H
r;t (from Lemma 6.21) to obtain the

almost sure bounds

sup
t2Œ0;T �

k.LT �/tkH�TvtM .� T sup
t2Œ0;T �

k�tkHH C T
1
2 sup
t2Œ0;T �

j�t j

.� T
1
2 sup
t2Œ0;T �

k�tkH�TvtM:
(6.21)

Additionally, using bounds on Js;t ;DsU
L
r;t and DsU

H
r;t (from Lemmas 6.19 and 6.23),

we also find

sup
s;t2Œ0;T �

k.ŒDsLT ��/tkL2!H�TvtM .� T
1
2 sup
t2Œ0;T �

k�tkH�TvtM;

and therefore by estimate (6.21) applied to Ds� instead of �, we find

sup
s;t2Œ0;T �

kDs.LT �/tkL2!H�TvtM

. T
1
2

�
sup
t2Œ0;T �

k�tkH�TvtM C sup
s;t2Œ0;T �

kDs�tkL2!H�TvtM

�
:

(6.22)

Putting (6.21) and (6.22) together and taking the Lp.�/ norm gives estimate (6.19).
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We are now ready to prove Lemma 6.5.

Proof of Lemma 6.5. First we prove estimate (6.8) on the remainder rT . It is here where
we will need to set the choice of N depending on T and jzj. To begin, we note that from
equation (6.18), using the cut-off…>N , we obtain the following improved estimate on �t :�

E sup
t2Œ0;T �

k�tk
2

L2
H

� 1
2 . khkH�TvM CN

1��T �2a.1C jzj/2bkhkH�TvM:

Therefore, since � � 1 > 1 and the definition N D T �2a.1C jzj/2b , we obtain the T
independent bound �

E sup
t2Œ0;T �

k�tk
2

L2
H

� 1
2 . khkH�TvM:

Recall the definition of the remainders (6.14) and (6.15). We estimate rL first. We find
(noting jDHFL.wt /�t j . �3�.kutkH/kutkH k�tkL2

H
for any  > d

2
C 1 due to the fre-

quency projection)

jrLT j D

ˇ̌̌̌
ULT

Z T

0

V Lt DHFL.wt /�t dt
ˇ̌̌̌

.� T sup
t2Œ0;T �

�
jULt jjV

L
t jk�tkL2

H

�
;

and therefore using almost sure bounds on ULt and V Lt from Lemma 6.21,

EjrLT j
2 .� T 2E sup

t2Œ0;T �

k�tk
2

L2
H

. T 2khk2H�TvM:

Hence, rLT satisfies the estimate required for (6.8).
Turn next to estimating rHt . We again use the frequency truncation …�N and the

choice N D T �2a.1C jzj/2b to find

krHT kHH .
Z T

0

1

N.T � t /
1
2

j�t j dt C
Z T

0

1

.T � t /
1
2

jDHw
L
t hH j dt C kDLw

H
T hLkHH

.� T
1
2C2a.1Cjzj/2b sup

t2Œ0;T �

j�t j C T
1
2 sup
t2Œ0;T �

jDHw
L
t hH j C kDLw

H
T hLkHH :

Using that Lemma 6.10 gives

T 4a.1C jzj/4bE sup
t2Œ0;T �

j�t j
2 . 1;

along with Lemma 6.22 for DHwL and DLwH , we conclude that rHT satisfies the esti-
mate required for (6.8).

Next we show estimate (6.7) on the control g. Recall from the proof of Lemma 6.10
that we can use the bounds on the partial Malliavin matrix CLt to get the following
estimate on gL:

E sup
0<t�T

jgLt j
2
C E sup

s;t2Œ0;T �

kDsg
L
t k
2

L2!L2
L

. T �4a.1C jzj/4bkhk2H�TvM:

It remains to estimate gH . Recall the following formulas for gHt and Dsg
H
t :

gHt D �Q
�1
H …�NDLFH .wt /�t C 2T

�1Q�1H UH0;thH1ŒT=4;3T=4�.t/
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and

Dsg
H
t f D Q

�1
H …�ND

2FH .wt /Œ�t ; Js;tQf �CQ
�1
H …�NDLFH .wt /Ds�tf

C 2T �1Q�1H DsU
H
0;tf hH1ŒT=4;3T=4�.t/:

Using the cut-off …�N and the lower bound in Assumption 2,

E
Z T

0

kgHt k
2

L2
H

dt . E
Z T

0

kQ�1H …�NDLFH .wt /�tk
2

L2
H

C T �1E
Z 3T=4

T=4

kQ�1H UH0;thHk
2

L2
H

dt

. E
Z T

0

k…�NDLFH .wt /�tk
2
H˛ dt

C T �1E
Z 3T=4

T=4

kUH0;thHk
2
H˛ dt

.� N 4T sup
t2Œ0;T �

j�t j
2
C T �2.1C kwk2H/khHk

2
HH ;

where in the last line we used (6.36) on UH0;t with  D ˛ � 1. This is where we use the
requirement � 2 .˛ � 2.d � 1/; ˛ � d

2
/. A similar calculation for Dsg

H
t yields and

E
Z T

0

Z T

0

kDsg
H
t k

2

L2!L2
H

dt ds

.� N 4T 2E
�

sup
t2Œ0;T �

j�t j C sup
s;t2Œ0;T �

kDs�tk
2
L2!HL�TvtM

�
C T �2.1C kwk2H/khHk

2
HH :

Using the estimate on �t from Lemma 6.10 and our choice of N D T �2a.1C jzj/2b , we
find

E
Z T

0

kgHt k
2

L2
H

dt C E
Z T

0

Z T

0

kDsg
H
t k

2

L2!L2
H

dt ds

.� T �8a.1C kwkH/
8bC2
khk2H�TvM:

Therefore we have the desired estimate (6.7) on gt .

6.4. Nondegeneracy of the partial Malliavin matrix

For simplicity of presentation and brevity, we will only detail the proof in the case of
nondegenerate noise on the Navier–Stokes equations (i.e., L D 1), that is,

jqkj � jkj
�˛ for all k 2 Zd0 :

Once one has the hypoellipticity deduced in Section 5, the adaptation to the weaker
Assumption 2 is a well-understood extension using methods from previous works [44,
45, 63, 99, 100]. This is discussed in more detail in Remark 6.16 below.
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Define the set

K D .Zd0 � ¹1; : : : ; d � 1º/ [ ¹1; 2; : : : ; 2dº:

Note that each element m 2 K is either a pair .k; i/ 2 Zd0 � ¹1; : : : ; d � 1º or an integer
j 2 ¹1; : : : ; 2dº. We will also denote the set KL in a similar way with Zd0 replaced byKL
and define KH D K nKL. The operator OQ on L2 �R2d gives rise to a family of vector
fields ¹Qmºm2K on H �M defined by

Qm
D

´
qkek

i
k

if m D .k; i/ 2 Zd0 � ¹1; : : : ; d � 1º;

Oezj if m D j 2 ¹1; : : : ; 2dº;

where we are denoting ¹ Oezj º the canonical basis on R2d . The pivotal lemma is the follow-
ing nondegeneracy of the partial Malliavin matrix CLt .

Lemma 6.11. For all p � 1, t < 1, " > 0 andw 2 H �M, there exist constants a; b > 1
such that

sup
h2HL�TvM
jhjD1

P
� X
m2KL

Z t

0

hV Ls Q
m; hi2L ds < "

�
.p;� t�ap.1C jzj/bp"p;

where the constant is independent of " and the initial data.

Above h � ; � iL denotes the Riemannian metric on H �M. We omit the dependence
on v 2 Sd�1.

Note that X
m2KL

Z t

0

hV Ls Q
m.ws/; hi

2
L ds D hh;CLt hiL;

so that Lemma 6.11 is really about nondegeneracy of CLt . It is a standard fact in the
theory of Malliavin calculus that Lemma 6.8 is sufficient to deduce the moment bounds
on .CLt /

�1 stated in Lemma 6.11.
To begin, we will need the following lemma that relates time-derivatives of certain

quantities to appropriate Lie brackets.

Proposition 6.12. Let G be a bounded vector field on H �M whose range belongs to
HL � TM and with two bounded derivatives. Then the following formula holds:

V Lt G.wt / D G.w/C

Z t

0

V sL.ŒF;G�L.ws/ � ŒA;G�L.ws// ds

C
1

2

X
m2K

Z t

0

V Ls D
2G.ws/ŒQ

m;Qm� ds

C

Z t

0

V Ls DG.ws/QdWs;

(6.23)

and for any two differentiable vector fields F;G over H �M, we denote

ŒF;G�L � …LŒF;G�.w/ D .DGL/.w/F.w/ � .DFL/.w/G.w/



J. Bedrossian, A. Blumenthal, S. Punshon-Smith 1966

and
ŒA;G�L.w/ � DLGL.w/ALw � ALG.w/:

Proof. The proof follows from Itô‘s formula on G.wt / and the fact that V Lt satisfies

V Lt D Id�
Z t

0

V Ls .DLFL.ws/ � AL/ ds:

Remark 6.13. Note that since we assume that RanG.w/ � HL � TvM and that the
vector fields ¹Qmºm2K have the property that RanQm � HL � TvM if m 2 KL and
RanQm � HH if m 2 KH , then the sum above converges by the fact that the noise is
of Hilbert–Schmidt type and therefore the sum over high frequencies can be boundedX
m2KH

kD2G.w/ŒQm;Qm�kHL�TvM � kD
2
HG.w/kHH˝HH!HL�TvM

X
k2KH

q2k <1:

For convenience, we define the following operator ƒL that maps smooth vector fields
on H �M to smooth vector fields on H �M with range in HL � TM, defined by

ƒLG WD ŒF;G�L � ŒA;G�L C
1

2

X
m2K

D2GŒQm;Qm�:

Lemma 6.14. The following estimates hold for each m 2 KL:

jƒLQ
m
j.w/ .� 1; jƒ2LQ

m
j.w/ .� 1;

X
j2K

jŒQj ; ƒLQ
m�Lj

2.w/ .� 1:

Proof. The proof follows from the fact that below the cut-off kukH � 6�, we can bound

jŒF;Qm�Lj C jŒA;Q
m�Lj .� .1C kuk2H/ .� 1:

When kukH > 6�, the Navier–Stokes nonlinearity is turned off and the above nonlinear
term does not contribute, so we can just use the estimate jŒA; ek ik �Lj . 1. There are also
terms which are nonlinear in z, however they are bounded and have bounded derivatives,
so that jŒF; Oezj �Lj . 1. The only other subtlety involves ensuring that the infinite sum
in m 2 K converges. However, this is due to the fact that the m 2 KL and the noise is
Hilbert–Schmidt.

Lemma 6.15. The uniform lower-bound

max
®
jhQm; h

˛
L
j; jhƒLQ

m; hiLj W m 2 KL
¯

&�
jhj

.1C jzj/3
(6.24)

holds for every initial data w D .u; x; v; z/ 2 H �M, and h 2 HL � TvM.

Proof. To show (6.24), we must consider the different behaviors of

hƒLQ
m; hiL D hŒF;Q

m�L; hiL � hŒA;Q
m�L; hiL;

for different values of the initial data w 2 H �M due to the presence of the cut-off. We
divide the proof into two cases using a parameter ı 2 .0; 1/, which will be determined
later.
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Case 1. We first consider the case where ��.kukH/ > ı. This case is the easiest, since we
can use the z process to help span the .x; v/ directions. Indeed, notice that if we choose
an m 2 KL so that m D j 2 ¹1; : : : ; 2dº, then Qm D Oezj , then one easily computes for
j D 1; : : : ; d

jhƒLQ
m.w/; hij D

��.kukH/

.1C jzj j2/3=2
jh Oej ; hiLj �

ı

.1C jzj/3
jh Oej ; hiLj;

where ¹ Oej ºdjD1 is the canonical basis for Rd , taken here to be elements of TxTd � HL �
TvM. Similarly for j D d C 1; : : : ; 2d , we have

jhƒLQ
k.w/; hij �

ı

.1C jzj/3
jh…v Oej�d ; hiLj

and ¹…v Oej º
d
jD1 is a spanning set for TvSd�1 � HL � TvM. Therefore we can easily

conclude the lower bound

max
®
jhQm; hiLj; jhƒLQ

m; hiLj W m 2 KL
¯

& ı
jhj

.1C jzj/3
:

Case 2. We now consider the case ��.kukH/ � ı. Here, we cannot rely on the regular-
ization introduced by the z process since we are in a region where its coupling with x
and v may be turned off or very small. Here, the drift is fully turned on and if we choose
m 2 KL so that m D .k; i/ and Qm D qkek

i
k

, we obtain

ƒLQ
m.w/ D qk ŒV0.w/; ek

i
k � � qk ŒB.u; u/; ek

i
k �L � qk ŒA; ek

i
k �L

� qk
1

�
�0.kukH=�/

uk

kukH
H.v; z/:

Using the fact that we are in the region kukH � 2�, we have

jhŒA; ek
i
k �L; hiLj C jhŒB.u; u/; ek

i
k �L; hiLj .�

d�1X
iD1

X
k2KL

jhek
i
k ; hiLj; (6.25)

additionally, since ��.kukH/ � ı,

1

�
�0.kukH=�/

jukj

kukH
jhH.v; z/; hiLj .� ıjhj:

This implies that

ıjhj C jhƒLQ
m; hiLj C

d�1X
iD1

X
k2KL

qkjhek
i
k ; hiLj &� jhŒV; ek

i
k �; hiLj;

which, in turn, implies that

ıjhj Cmax
®
jhQm; hiLj; jhƒLQ

m; hiLj W m 2 KL
¯

&� max
®
jhŒV; ek

i
k �; hiLj; jhek

i
k ; hiLj W k 2 KL; i 2 ¹1; : : : ; d � 1º

¯
:
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Finally, an easy modification of Lemma 5.3 gives

max
®
jhŒV; ek

i
k �; hiLj; jhek

i
k ; hiLj W k 2 KL; i 2 ¹1; : : : ; d � 1º

¯
& jhj;

so that taking ı small enough (depending on �) we obtain the desired lower bound.

We are now equipped to prove Lemma 6.11.

Proof of Lemma 6.11. Fix initial data w 2 H �M and let h 2 HL � TvM with jhj D 1,
fix t 2 .0; 1/. Denote for each m 2 KL,

Xms � hV
L
s Q

m; hiL:

It is sufficient to show that

P
� \
m2KL

¹kXmk2
L2.Œ0;t�/

< "º

�
.p;� t�ap.1C jzj/bp"p; (6.26)

where the constant does not depend on h or the initial data. Using Proposition 6.12, as
well as Lemmas A.7, 6.14 and 6.21, we find that we have the almost-sure bound

ŒXm�2
C1.Œ0;1�/

� C�; (6.27)

where C� � 1 is a deterministic constant depending only on �. Applying the interpolation
Lemma A.6 with f D

R �
0
Xs ds and ˛ D 1, and then applying Cauchy–Schwarz, we arrive

at the inequality

kXmkL1.Œ0;t�/ � 4 t
� 12 kXmk

1
2

L2.Œ0;t�/
�max

°
kXmk

1
2

L2.Œ0;t�/
; ŒXm�

1
2

C1.Œ0;1�/

±
: (6.28)

Therefore, we can deduce

P
� \
m2KL

¹kXmk2
L2.Œ0;t�/

< "º

�
� P

� \
m2KL

¹jXmkL1.Œ0;t�/ < 4C� t
� 12 "

1
4 º

�
:

Next, using Proposition 6.12, we write

Xms D X
m
0 C

Z s

0

Bmr dr;

where Bms is the R-valued adapted process defined by

Bms WD hV
L
s ƒLQ

m.ws/; hiL:

This means that when kXmkL1.0;t/ < 4C� t�1=2"1=4, then one also hasˇ̌̌̌ Z s

0

Bmr dr
ˇ̌̌̌
� 8C� t

� 12 "
1
4 :

Applying Lemma A.6 again with f D
R �
0
Bms ds and ˛ D 1

3
, we find

kBmkL1.Œ0;t�/ � 4t
�1
kf k

1=4

L1.Œ0;t�/
�max

®
kf k

3=4

L1.Œ0;t�/
; ŒBm�

3=4

C1=3.Œ0;1�/

¯
: (6.29)
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Again an application of Proposition 6.12 to f .s/ along with the bounds given by Lem-
mas 6.14 and 6.21 easily gives, by Lemma A.7, the moment estimate on the Hölder
seminorm of Bms for each p � 1,

EŒBm�p
C1=3.Œ0;1�/

.p;� 1: (6.30)

Since estimate (6.27) implies that for each p 2 .1;1/ and every " 2 .0; 1/,

P
�
ŒBm�C1=3.Œ0;1�/ � 8C� t

� 12 "�
1
204

�
.p;� "p;

we can with overwhelming probability restrict ourselves to the event\
m2KL

®
ŒXm�C1=3.Œ0;1�/ < 8C� t

� 12 "�
1
204

¯
:

The choice of the exact power for "�1=204 above is somewhat arbitrary and is chosen
simply to give rise to the power of "1=18 in the final inequality (6.32). It is certainly
possible to use other powers on " without changing the essence of the proof.

Using inequality (6.29), we conclude that for every p � 1,

P
� \
m2KL

®
kXmk2

L2.Œ0;t�/
< "

¯�

.p;� P
� \
m2KL

®
kXmkL1.Œ0;t�/ < 4C� t

� 12 "
1
4

¯
\
®
kBmkL1.Œ0;t�/ < 32C� t

� 32 "
1
17

¯�
C "p:

(6.31)

By choosing " . ta small enough for a large enough constant a > 1, we can remove
the factor of t�1=2 and t�3=2 above at the expense of a slightly worse power on ". To
remove this t -dependent restriction on ", we can treat the case ta . " by simply using
the fact that probabilities are bounded by 1 and that 1 . t�ap"p to deduce that for all
" 2 .0; 1/ and p � 1,

P
� \
m2KL

®
kXmk2

L2.Œ0;t�/
< "

¯�

.p;� P
� \
m2KL

®
kXmkL1.Œ0;t�/ < "

1
5

¯
\
®
kBmkL1.Œ0;t�/ < "

1
18

¯�
C t�ap"p:

(6.32)

Next, we show that for small enough ", and each initial data w 2 H �M,\
m2KL

®
jXm0 j � "

¯
\
®
jBm0 j < "

r�
¯
D ;; (6.33)

where r� is some number less than 1. That is, at time t D 0 for small enough ", it is not
possible for all the ¹Xmº and all the ¹Bmº to be small. Indeed, sinceXm0 D hQ

m; hiL and
Bm0 D hƒLQ

m; hiL, this follows from Lemma 6.15 since the estimates jhQm; hiLj < "
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and jhƒLQm; hiLj < "
r� imply by (6.24) that

1 .� .1C jzj/3"r� :
Therefore choosing " small enough so that " .� .1C jzj/�b for a sufficiently large con-
stant b > 0 we deduce a contradiction and conclude that (6.33) must hold. Again, to
remove the z-dependent restriction on " we can replace " by .1C jzj/b" on the right-hand
side of estimate (6.32), giving our desired estimate (6.26).

Remark 6.16. In order to treat noise as in Assumption 2, one needs to adjust the above
proof in two ways. First, in the definition of the cutoff process (6.2), one needs to add addi-
tional Brownian motions to the modes k in .ut / for which k 62K , in the same manner as
was done for the Lagrangian flow, that is, ��.kukH/ek

i
k
zk;i=.1C jzk;i j

2/1=2 for k 62K .
Then in the proof of Lemma 6.11, for ��.kukH/ < ı, one needs to use Lie brackets of the
Navier–Stokes nonlinearity to fill the missing degrees of freedom in Navier–Stokes (these
brackets are computed for 2D and 3D, respectively, in [44, 99]; see also Section 5). This
requires taking one more time derivative in the proof of Lemma 6.11 (allowing noise from
the high frequencies to propagate to the lower modes), which in turn, requires the use of
a version of Norris’ Lemma [94] (in addition to Lemma A.6), as described in, e.g., [63].
Analogous to [45, 100], one needs to slightly refine the statement found in, e.g., [63] to
handle the singularity for short-times but this is a straightforward calculation.

6.5. Basic estimates on Jacobians and Malliavin derivatives

The proofs of the following lemmas are standard and are omitted for brevity (see [38]).

Lemma 6.17. The statements of Proposition A.3 hold for the .wt / process. We record the
quantitative estimates here for the readers’ convenience. For all  < ˛ � d

2
, T � 1, and

p 2 Œ2;1/ there holds
E sup
t2Œ0;T �

kwtk
p
H .p;;� 1C kw0kpH ;

E
Z T

0

kwsk
2
HC.d�1/

ds .;� 1C kw0k2H :

We also need the following improved short-time regularization estimates. Specifically,
for regularities all the way up to  < � C .d � 1/. This is crucial for dealing with the high
frequencies of the control.

Lemma 6.18. For all  2 .�; � C .d � 1//, p 2 Œ2;1/, and T � 1 there holds for all
ı > 0,

E
�

sup
t2Œ0;T �

t
��
2.d�1/ kwtkH

�p
.p 1C kw0kpH� ; (6.34)

E
Z T

t

kwsk
2
HC.d�1/

ds .ı 1C t�2rkw0k4H� ; (6.35)

where

r D
� � . C 2 � d C 2.d � 1/ı/

2.d � 1/
> 0:
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Lemma 6.19. The following properties are satisfied for Js;t and UHs;t for 0 < s < t <

T � 1:

(i) There holds for  � � , (almost surely)

kJs;thkH�TvtM C kU
H
s;th

H
kH .� khkH�TvsM;Z T

0

kJs;thk
2
HC.d�1/�TvtM

dt C
Z T

0

kUHs;th
H
k
2
HC.d�1/

dt .� khk2H�TvsM:

(ii) For all  2 .�; � C .d � 1// there holds (almost surely),

.t � s/
��
2.d�1/ kJs;thkH�TvtM C .t � s/

��
2.d�1/ kUHs;th

H
kH .�;T;ı khkH��TvsM:

(iii) For all  2 .�; � C .d � 1// and all ı sufficiently small

E
Z T

sCs0
kJs;thk

2
HC2.d�1/�TvtM

dt C E
Z T

sCs0
kUHs;th

H
k
2
HC2.d�1/

dt

.ı .s0/�2r .1C kw0kH� /2khk2H��TvsM;

(6.36)

where

r D
� � . C 2 � d C 2.d � 1/ı/

2.d � 1/
> 0:

Remark 6.20. Note that the above estimates all hold almost surely and are independent
of w0 except for (6.36). This is because only (6.36) requires regularities above � on the
(linearization of) the nonlinear term.

Lemma 6.21. For each p � 1 an T � 1, the processes ULt and V Lt satisfy the following
bounds:

sup
t2Œ0;T �

.jULt j C jV
L
t j/ .�;p 1;

and the constants do not depend on the initial data for wt .

We also require the following estimates on the Jacobian, as in [45], which control the
effect of low frequencies on high frequencies and vice-versa.

Lemma 6.22. For each T � 1, hL 2 HL � TvM and hH 2 HH we have the almost sure
bounds

sup
0<t<T

kDHw
H
t h

L
kHH .� T

1
2 jhLj;

sup
0<t<T

jDHw
L
t h

H
j .� T khHkHH ; (6.37)

where the constants do not depend on the initial data w.

Proof. Consider the case of DLwH . In this case we have

@t .DLw
H
t h

L/ D DHFH .wt /DLw
H
t h

L
CDLFH .wt /DLw

L
t h

L
� AH .DLw

H
t h

L/

and DLwH0 h
L D 0. Therefore

DLw
H
t h

L
D

Z t

0

UHs;tDLFH .ws/DLw
L
s h

L ds:
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By Lemma 6.19,

kDLw
H
t h

L
kHL .

Z t

0

1

.t � s/
1
2

kDLFH .ws/DLw
L
s h

L
kH��1 ds

.�
Z t

0

1

.t � s/
1
2

ds
�

sup
0<s<t

kJ0;sh
L
kH�TvsM

�
.
p
t jhLj:

The estimate on (6.37) follows similarly (except no smoothing is necessary).

Next, we compute and estimate the Malliavin derivatives of the necessary quantities.
First, we compute

Dswtf D Js;tQf;

Ds.U
L
r;th/f D

Z t

r

ULl;t
ND2FL.wl /ŒU

L
r;lh; Js;lQf � dl;

Ds.U
H
r;t h/f D

Z t

r

UHl;t
ND2FH .wl /ŒU

H
r;l h; Js;lQf � dl;

where ND2F denotes the full second variation ofF extended to the linear space HL �R4d .
We further have

DsDwthf D

Z t

0

Jr;t ND
2F.wr /ŒDswrf; J0;rh� dr

D

Z t

s

Jr;t ND
2F.wr /ŒJs;rQf; J0;rh� dr:

Furthermore, one has the following for the derivatives of the inverse Malliavin matrix
and V Lt :

Ds.C
L
T /
�1f D �.CLT /

�1ŒDsC
L
T f �.C

L
T /
�1; DsV

L
t f D �V

L
t ŒDsU

L
t f �V

L
t :

Lemma 6.23. The following estimates hold almost surely for T � 1 (and are independent
of kw0kH):

sup
0<r<t<T

jDsU
L
r;th

L
jL2!HL�TvtM .� tkhLkHL�TvrM;

sup
0<r<t<T

jDsV
L
r;th

L
jL2!HL�TvtM .� tkhLkHL�TvrM;

sup
0<r<t<T

kDsU
H
r;t h

H
kL2!HH .� t

1
2 khHkHL�TvrM;

sup
0<r<t<T

kDsJr;thkL2!H�TvtM .� t
1
2 khkHL�TvrM:

Proof. By using the formula above, the case of DsU
L
r;t follows immediately from Lem-

ma 6.21. The case ofUH follows from (noting that � < ˛ � d
2

and thatQ W L2 ! H�M
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is bounded)

kDs.U
H
r;t h/f kHH .

Z t

r

1

.t � l/
1
2

kUHr;l hkHH kJs;lQf kH�TvlM dl

.
p
tkhkH�TvMkf kL2 :

Consider next estimating DsDwthf . For this we get (almost surely due to the cutoff)

kDs.Dwth/f kHH .�
Z t

s

1

.t � r/
1
2

kJs;rQf kH�TvrMkJ0;rhkH�dr . t
1
2 :

Lemma 6.24. The following holds for all s < T and 1 � p <1 (the constants a; b are
from Lemma 6.8):

EkDs.C
L
T /
�1
k
p

L2!HL�TvM
.p .T �2aC1.1C jzj/2b/p:

Proof. Follows by Lemma 6.21 and Lemma 6.8.

7. Weak irreducibility and approximate control

First, we prove Proposition 2.15, hence deducing the weak irreducibility of the stationary
measures for the Markov processes .ut ; xt /, .ut ; xt ; vt /, .ut ; xt ; Lvt /. Combined with the
strong Feller property, this yields unique stationary measures for these processes by the
Doob–Khasminskii Theorem [41, 72].

Lemma 7.1. Recall the control problem (2.9) for Systems 3–4. Suppose that K is sym-
metric and .1; 0/; .0; 1/ 2K in 2D and .1; 0; 0/; .0; 1; 0/; .0; 0; 1/ 2K in 3D. Let .x; v/,
.x0; v0/ be arbitrary points in Td � Sd�1. Then there exists a smooth control Qg such
that

.u0; x0; v0/ D .0; x; v/; .u1; x1; v1/ D .0; x
0; v0/:

Furthermore, g can be chosen to depend smoothly on x; x0; v; v0 and supported only in
frequencies jkj1 � 1. All of the above holds also for the .ut ; xt ; Lvt / process.

Remark 7.2. By choosing arbitrary representatives on Sd�1, it is clear that controlling
the .ut ; xt ; vt / and .ut ; xt ; Lvt / processes, regarding vt ; Lvt as elements on Sd�1, implies
controllability of the processes when considered on P d�1.

Proof. First, let us consider the two-dimensional case. Let x D .a0; b0/ and x0 D .a1; b1/.
For t 2 .0; 1=4/, suppose the velocity field is given by the shear flow

ut .y1; y2/ D fa.t/

�
cos.y2 � b0/

0

�
;

such that fa 2 C1c .0; 1=4/ and
R 1=4
0

fa.t/ dt D a1 � a0. Similarly, for t 2 .1=4; 1=2/,
suppose the velocity field was the shear flow

ut .y1; y2/ D fb.t/

�
0

cos.y1 � a1/

�
;
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such that fb 2 C1c ..1=4; 1=2// and
R 1=2
1=4

fb.t/ dt D b1 � b0. It follows that the solution
to the ODE (1.9a) satisfies x1 D .a1; b1/.

Next, we explain how to set g in order to produce these flows. Notice that the shear
flows .cos.y � b0/; 0/ and .0; cos.x � a1// are stationary solutions of 2D Euler: the non-
linearity vanishes on these flows. Hence, it suffices to control the Stokes flow, which gives
the following control:

Qg.t/ D .f 0a.t/C fa.t//

�
cos.y2 � b0/

0

�
C .f 0b.t/C fb.t//

�
0

cos.y1 � a1/

�
:

By the angle-difference formula and the assumptions on K , g satisfies the requisite
properties.

Next, we augment the previous control also to deal with vt ; the treatment for Lvt is
analogous and is omitted for brevity. During this time we have moved vt some amount,
let v1=2 be the new value. Suppose that the velocity field were given by the cellular flow

u.t; y1; y2/ D fv.t/

�
� sin.y2 � b1/
sin.y1 � a1/

�
(7.1)

such that fv 2 C1c ..1=2; 1// withZ 1

1=2

fv.t/ dt D †.v0; v1=2/;

where†.v0; v1=2/ D cos�1 hv0; v1=2i denotes the angle between v0 and v1=2. This induces
a rotation of vt by the angle †.v0; v1=2/ via (1.9b) into the desired final point without
moving xt .

As above, the cellular flow is both a stationary solution of the 2D Euler equations and
an eigenfunction of the Stokes operator. Therefore, it suffices to set g on t 2 .1=2; 1/ to
be such that

Qg.t/ D .f 0v.t/C fv.t//

�
� sin.y2 � b1/
sin.y1 � a1/

�
:

This completes the proof in 2D.
Next, consider the 3D argument. It is clear that a similar proof applies to the .ut ; xt /

process by utilizing 2D shear flows aligned with any of the three Cartesian directions.
For the .ut ; xt ; vt / process, we consider the problem of controlling the vt process (as an
element of S2) from one arbitrary position v 2 S2 to another v0 2 S2 without moving xt
using 2D cellular flows aligned with any of the three Cartesian directions. Each of these
flows induces rotation along curves of constant “latitude” aligned with one of the three
Cartesian directions. Note that no flow gives lines of constant longitude in any direction.
Arbitrarily, set the x; y plane to be the equatorial plane relative to which we assign latitude
and longitude. Using the cellular flow that is constant in z, adjust the longitude of vt so
that v1=3 lies in the y; z plane. Then, using a cellular flow that is constant in x, adjust the
latitude so that v2=3 lies at the latitude of v0. Finally, by re-applying the cellular flow that
is constant in z, adjust the longitude so that v0 D v1.

The controllability provided in Lemma 7.1 implies the following nondegeneracy of
the Markov transition kernels.
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Lemma 7.3. For all t > 0 and " > 0, there exists "0 > 0 such that for all .x; v/; .x0; v0/ 2
Td � Sd�1 and all u 2 B"0.0/,

P..ut ; xt / 2 B".0/ � B".x0/j.u0; x0/ D .u; x// > 0;
P..ut ; xt ; vt / 2 B".0/ � B".x0/ � B".v0/ j .u0; x0; v0/ D .u; x; v// > 0;
P..ut ; xt ; Lvt / 2 B".0/ � B".x0/ � B".v0/ j .u0; x0; v0/ D .u; x; v// > 0:

Proof. Such nondegeneracy properties normally follow from standard perturbation argu-
ments. However, one must be somewhat careful with the regularity, as we require that
� 2 .˛ � 2.d � 1/; ˛ � d

2
/ (i.e., close to the highest available regularity). Let us treat

the .ut ; xt / process; the .ut ; xt ; vt / and .ut ; xt ; Lvt / processes are the same. Let Qg be
a control given as in Lemma 7.1 corresponding to the desired endpoints x; x0. Let uct be
the controlled solution from Lemma 7.1. The first step is to prove that for all ", there holds

P.kut � uct kL1.Œ0;1�IH/ . "/ > 0: (7.2)

Note that the control is built from only …�1Qg. By the regularity of the stochastic
convolution �t (see Lemma A.4) and positivity of the Wiener measure, for all " > 0,

P
�

sup
t2.0;1/

k�t �

Z t

0

e�.t�s/AQgs dskL1.Œ0;1�IH/ < "
�
> 0: (7.3)

Let ut be a solution to the stochastic Navier–Stokes with a sample path ! such that
the event in (7.3) holds. Then from the mild form

ut � u
c
t D e

�tAu0 C

Z t

0

e�.t�s/A.B.us; us/ � B.u
c
s ; u

c
s // ds

C �t �

Z t

0

e�.t�s/AQgs ds

(actually by our choice of controlB.ucs ; u
c
s / D 0). By a generalized Grönwall’s inequality

[82, Lemma A.2] and parabolic smoothing, we have

kut � u
c
t kL1.Œ0;1�IH/ � K

0"

for a universal constantK 0 depending only on � , ˛ (provided that ku0kH � "). Therefore,
we have (7.2). For the xt process, we similarly let xt and xct be the trajectories associated
with the controlled system and that of the sample path ! (respectively). Then (viewing
xt ; x

c
t as elements in Rd )

d
dt
.xct � xt / D u

c
t .x

c
t / � ut .xt / D .u

c
t .x

c
t / � u

c
t .xt //C .u

c
t .xt / � ut .xt //:

We then obtain by the stability of the .ut / process (by potentially adjusting K 0 and using
� > d

2
C 1 to apply Sobolev embedding to ru),

P
�
¹ku1kH � K

0"º \ ¹d.x1; x
0/ < K 0"º

�
> 0:

The desired nondegeneracy for the Markov transition kernel then follows.
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Proof of Proposition 2.15. We prove this in the case of .ut ; xt /; the processes including
P d�1 are the same. First, we verify irreducibility of stationary measures of the .ut / pro-
cess in H � . In the case L2 this is well known; see, e.g., [44]. This can be proved by
observing that if there were no forcing we have,

d
dt
kutk

2
L2
� �krutk

2
L2

. �kutk2L2 :

At the same time, in the absence of forcing, standard energy estimates give the uniform
bound with ı > 0, kutkH�Cı .ı ku0kH�Cı with an implicit constant that is indepen-
dent of time. Hence, Sobolev interpolation gives kutkH� . ku0kH�Cıe�ct , for some
constant c depending only on �; ı.

Let Q� be an arbitrary stationary measure supported on H � Td . By the parabolic
smoothing (see, e.g., (A.4)) and stationarity, Q� is also supported on H �Cı for 0 < ı <

˛ � d
2
� � . Therefore, there exists a C > 0 such that

Q�.¹kukH�Cı � C º � Td / >
1

2
:

Denote the set B D ¹u 2 H W kukH�Cı � C º � Td � H � Td . The stability argument
applied in Lemma 7.3 (with g � 0) gives the desired uniform decay: for all  , there exists
a T such that for all .u; x/ 2 B,

P
�
.uT ; xT / 2 B .0/ � B .x

0/ j .u0; x0/ D .u; x/
�
> 0:

Next, it follows from Lemma 7.3 that for  0 sufficiently small, there exists a  (depending
only  0) such that for any x0 2 Td , and all .u; x/ 2 B,

P
�
.uTC1; xTC1/ 2 B 0.0/ � B 0.x

0/ j .u0; x0/ D .u; x/
�
> 0:

Since this implies that

Q�.B 0.0/ � B 0.x
0// �

Z
B

PTC1..u; x/; B 0.0/ � B 0.x
0// Q�.du; dx/ > 0;

it follows that .0; x0/ is in the support of the stationary measure.

Next, in order to complete the proof of Theorem 1.6 in the case of Systems 3–4, it
suffices to prove the following, which shows that arbitrarily large gradient growth can be
obtained on the unit time interval.

Proposition 7.4. For all M > 0 and " > 0,

P
�
.u1; x1; A1/ 2 B".0/ � B".0/ � ¹A 2 SLd .R/ W jAj > M º j

.u0; x0; A0/ D .0; 0; Id/
�
> 0:

(7.4)

Together with Lemma 7.3, this implies that Systems 3–4 satisfy Definition 4.16 and hence
Proposition 4.17 applies and the proof of Theorem 1.6 is completed.

Proof. The control step is proved as in Lemma 7.1, except now we apply the cellular flow
translated so that the hyperbolic point is at the origin:

u.t/ D fC

�
sin.y2 � b/
sin.y1 � a/

�
;
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with
R 1
0
fC.s/ ds D logM . Then set g analogous to the choices in Lemma 7.1 (the size

of g now depends on M ). The stability step proceeds as in Lemma 7.3.

Remark 7.5. All of the above controllability arguments also apply to the System 1 in T2

with only the condition: K symmetric and .1; 0/; .0; 1/ 2K . This condition is not enough
to guarantee that the .ut ; xt ; At / process satisfies Hörmander’s condition. We can still
verify Definition 4.16 in this case, and hence it is sufficient to deduce Theorem 1.6. The
claim in Remark 1.13 follows. Further, our arguments on Navier–Stokes similarly apply
to the System 1 in Td with infinitely many modes forced, under Assumption 2.

Remark 7.6. For Systems 3–4, using higher frequency shear flows and cellular flows, one
can make all the same arguments in this section if we only take Assumption 2. Hence, by
also Remark 6.16, we can prove Theorem 1.6 (and all our other results) for Systems 3–4
using only Assumption 2.

8. Applications to scalar turbulence

In this section we prove Theorem 1.16. First, we prove the weak anomalous dissipation
property (1.7), Theorem 1.16, part (i). For this, we adapt the compactness-contradiction
method of [17]. Hence, it is easiest to begin by defining f � D

p
�g as in (2.11) and

recall the re-scaled balance relation (2.12). Next, we are interested in studying the lim-
its of stationary measures N�� to the problem (2.11) coupled with any of Systems 1–4.
It is standard that this (one-way) coupled system is well posed in the sense of Proposi-
tion 1.3 and defines an Ft -adapted, Feller Markov process; see, e.g., [86]. Similarly, the
Krylov–Bogoliubov method implies the following:

Lemma 8.1. For all � > 0, there exists a stationary probability measure N�� for the
Markov process .ut ; f �t / supported on H �H 1. Furthermore, the measure satisfies the
following for all p � 2 (with implicit constant independent of �),Z

H�H1
krf k2

L2
d N��.u; f / D N"; (8.1)Z

H�H1
kf k

p

L2
d N��.u; f / .p N"

p
2 : (8.2)

The following lemma is a straightforward adaptation of arguments in [17, 83, 86].
Unlike in [17], the velocity field is not bounded a.s., however, the situation is not signif-
icantly different (using Proposition 1.3); indeed, the original arguments of Kuksin [83]
were specifically on the Navier–Stokes equations (see also [85, 86]).

Lemma 8.2. Let ¹ N��º�>0 be a family of stationary probability measure of problem (2.11)
as in Lemma 8.1, indexed by the diffusivity parameter �, and .ut / given by one of Sys-
tems 1–4. Then, the measures ¹ N��º�>0 are tight on H � L2 as � ! 0 and the subsequen-
tial weak limit N�0 is a stationary measure of the inviscid problem (1.5) with

�.A/ D N�0.A �H 1/
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and N�0 satisfies Z
H�H1

krf k2
L2

d N�0.u; f / � N";Z
H�H1

kf k
p

L2
d N�0.u; f / .p N"

p
2 :

(8.3)

Proof. Tightness follows from equation (8.1) (and the corresponding balance on u) and
Prokhorov’s theorem. The estimates follow from (8.1) and lower semicontinuity. Finally,
that N�0 is a stationary measure of the inviscid problem (1.5) follows as in the correspond-
ing statements in [17, 83] and is omitted for the sake of brevity.

Analogous to the arguments in [17], we deduce that necessarily N�0 D � � ı0 via
Theorem 1.14.

Corollary 8.3. The only stationary measure for the process .ut ; f 0t / is the measure
� � ı0.

Proof. Let us use the notation ft;u;f to denote the scalar process f 0t associated with
initial conditions .u0; f0/ D .u; f / 2 H �H 1. Let N� be any ergodic stationary measure
for the process; by stationarity we have

E
Z

H�H1

�Z
Td
jrft;u;f j

2 dx
�

d N�.u; f / D
Z

H�H1

�Z
Td
jrf j2 dx

�
d N�.u; f /

at all times t � 0. On the other hand, if N� is not of the form � � ı0, then by Theo-
rem 1.14 there is a positive N�-measure set A � H �H 1 n ¹0º with the property that for
all .u; f / 2 A, we have E.

R
Td jrft;u;f j

2 dx/!1 as t !1. This implies a contra-
diction.

Theorem 1.16, part (i). Follows from Lemma 8.2 together with Corollary 8.3 and (8.3)
(with p > 2).

Next, a variant of arguments in [17] gives Yaglom’s law (1.8).

Proof of Theorem 1.16, part (ii). To adapt the arguments of [17], the first step is to derive
the analogue of the Kármán–Howarth–Monin (KHM) relation [40, 55, 90] for the passive
scalar. In what follows u and g denote statistically stationary solutions to (1.2.2). Define
the scalar two point correlation

G.y/ D E
«

Td
g.x/g.x C y/ dx;

and the vector
D.y/ D E

«
Td
jıyg.x/j

2ıyu dx:

Similarly, denote the two point covariance of the noise

a.y/ D
1

2

X
k2Zd

0

«
Td
j Qqkj

2ek.x/˝ ek.x C y/ dx:
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Note that a.0/ D N". The KHM relation is the manifestation of the L2 balance on the two
point correlation G; it is significantly simpler for scalars than for the 3D Navier–Stokes
equations. Hence, the proof is omitted for brevity; see [17] for details.

Proposition 8.4 (Scalar KHM relation). Let .ut ; gt / be a statistically stationary solution
to (1.2.2) coupled to one of Systems 1–4. Then, for any � D �.y/ a smooth, compactly
supported test function on Rd , there holds

1

2

Z
Rd
r�.y/ �D.y/ dy D 2�

Z
Rd
��.y/G.y/ dy C 2

Z
Rd
�.y/a.y/ dy: (8.4)

Define (suppressing the time-dependence as anyway, the time-dependence vanishes
after expectations due to stationarity)

ND.`/ D E
«

Td

«
Sd�1

jı`ngj
2ı`nu � n dS.n/ dx:

Equipped with Proposition 8.4, we may proceed as in [17] by testing (8.4) with a radially
symmetric test function �.h/ D �.jhj/. Hence, we obtain the following ODE for ND in the
distributional sense:

d
d`
.`d�1 ND/ D �4�

d
d`

�
`d�1

d
d`
NG

�
� 4`d�1 Na; (8.5)

where we denote the spherically averaged quantities

NG.`/ D

«
Sd�1

G.`n/ dS.n/;

Na.`/ D

«
Sd�1

a.`n/ dS.n/:

From here, the proof proceeds as in the proof of the 4/3 law in [17]. Specifically, one first
integrates (8.5) yielding,

ND.`/

`
D �4�

NG 0.`/

`
� 4`�d

Z `

0

rd�1 Na.r/ dr:

Then the weak anomalous dissipation (1.7) is used to eliminate the term involving � as
� ! 0 over an appropriate range of scales Œ`D; `I � with `D.�/2 D o.�Ekgk2/ as � ! 0,
to conclude that

lim
�!0

sup
Œ`D.�/;`I �

4�

ˇ̌̌̌
NG 0.`/

`

ˇ̌̌̌
D 0:

Finally, regularity of Na.`/ near ` D 0 is used to deduce that

4`�d
Z `

0

rd�1 Na.r/ dr !
4

d
N" as `! 0:

The resulting estimate for
ND.`/
`

is then asymptotically � 4
d
N" as `I ! 0.
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Appendix A. Some background lemmas

A.1. Well-posedness and the RDS framework

In this section we will confirm that the various processes considered in this paper, e.g.,
the Eulerian process .ut / and the Lagrangian process .ut ; xt /, arise as random dynamical
systems in the framework of Section 3.

To start, without loss of generality, we may regard our probability space� as a count-
able product of canonical spaces .C.Œ0;1/;R//˝N with the product topology; likewise,
F is the corresponding Borel sigma algebra and P the countable product of Wiener
measures.

For each of Systems 1–4, we follow the standard procedure of defining the .ut /
process to be a solution of the corresponding equation in the mild sense [38, 86], i.e.,

ut D e
�tAu0 C �t C

Z t

0

e�.t�s/AB.us; us/ ds; (A.1)

where �t D
R t
0
e�.t�s/AQ dW.s/ is the pertinent stochastic convolution for our additive

noise. Recall that for all systems in consideration, A denotes the dominant linear term and
B the pertinent bilinear nonlinearity (note B � 0 for System 1).

Proposition A.1 ([38]). For System 1 we have the following. For P-almost every ! 2 �;
all u0 2 HK and all T > 0; p � 1, there is a unique solution .ut / 2 C.Œ0; T �IHK/ to
(A.1). Moreover, the process .ut / is Ft -adapted, with u 2 Lp.�IC.Œ0; T �IHK//. Addi-
tionally suppose there holds

lim
n!1

kQWn �QW kL1.0;T IHK / D 0;

lim
n!1

ku
.n/
0 � u0kHK

D 0:

Then the corresponding solutions u.n/t satisfy

lim
n!1

ku
.n/
t � utkL1.0;T IHK / D 0:

Moreover, this convergence is uniform over bounded sets, e.g., one has ku0kHK
� C and

kQW kL1.0;T IHK / � C for C <1.

Proposition A.2 ([38, 86]). For System 2 we have the following. For P-almost every
! 2 �; all u0 2 HN and all T > 0; p � 1, we have that there exists a unique solution
.ut / 2 C.Œ0; T �IHN / to equation (A.1). Moreover, the process .ut / is Ft -adapted, with
u 2 Lp.�IC.Œ0; T �IHN //. Additionally suppose there holds

lim
n!1

kQWn �QW kL1.0;T IHN / D 0;

lim
n!1

ku
.n/
0 � u0kHN D 0:

Then the corresponding solutions u.n/t satisfy

lim
n!1

ku
.n/
t � utkL1.0;T IHN / D 0:



Lagrangian chaos and scalar advection in stochastic fluid mechanics 1981

Moreover, this convergence is uniform over bounded sets, e.g., one has ku0kHN � C and
kQW kL1.0;T IHN / � C for C <1.

Proposition A.3 ([38, 86]). For Systems 3 and 4 we have the following with d D 2
if System 3 and d D 3 if System 4. For P-almost every ! 2 �, for all u0 2 H \H 

with  < ˛ � d
2

and for all T > 0; p � 1, we have that there exists a unique solution
.ut / 2 C.Œ0; T �IH \H  / to equation (A.1). Moreover, the process .ut / is Ft -adapted,
with u 2 Lp.�IC.Œ0; T �IH \H  // \ L2.�IL2.0; T IH C.d�1///. Additionally:

(i) For all p � 1 and  <  0 < ˛ � d
2

,

E sup
t2Œ0;T �

kutk
p
H .T;p; 1C ku0kpH\H ; (A.2)

E
Z T

0

kusk
2
HC.d�1/

ds .T;ı 1C ku0k2H ; (A.3)

E sup
t2Œ0;T �

�
t
0�
2.d�1/ kutkH0

�p
.p;T;; 0 1C ku0kpH : (A.4)

(ii) Suppose for ; ı > 0 arbitrary satisfying  C ı < ˛ � d
2

, there holds

lim
n!1

kQWn �QW kL1.0;T IHCı/ D 0;

lim
n!1

ku
.n/
0 � u0kH D 0:

Then the corresponding solutions u.n/t satisfy

lim
n!1

ku
.n/
t � utkL1.0;T IH / D 0:

Moreover, this convergence is uniform over bounded sets, e.g., ku0kH � C and
kQW kL1.0;T IHCı/ � C for C <1.

Proof. Item (i) is a consequence of standard arguments (see, e.g., [86]) combined with
the following estimates on the stochastic convolution �t :

Lemma A.4. Let

�t D

Z t

0

e�.t�s/AQdW.s/:

Then for all T > 0, p 2 Œ1;1/, and  < ˛ C d
2
� 1,

E sup
t2Œ0;T �

k�tk
p
H .p;T; 1;

E
Z T

0

k�tk
2
HC.d�1/

dt .p;T; 1:

Lemma A.4 follows from the Factorization Lemma, the Burkholder–Davis–Gundy
inequality, and the smoothing properties of the heat semigroup (see, e.g., [38]).

Proposition A.3 (ii) can be proved by essentially the same stability argument as that
in the proof of Lemma 7.3, to which we refer the reader for details.
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Let
U W Œ0;1/ �� � OH! OH; .t; !; u/ 7! Ut

!.u/

denote the mapping sending, for a given t � 0 and P-generic ! 2 �, a given u 2 OH to
the time-t vector field ut conditioned on u0 D u. We conclude from Proposition A.3
that U is a continuous RDS in the sense of Section 3.1.1 on the space Z D OH satis-
fying condition (H1). Similarly, the random ODE (1.1) defining the auxiliary process
xt D �

t
!;u0

x0 is well posed, and we conclude as before that the corresponding map-
ping ‚ W Œ0;1/ �� � OH � Td ! OH � Td for the Lagrangian flow process .ut ; xt / is
a continuous RDS satisfying (H1) on the space Z D OH � Td . We leave it to the reader
to confirm that the same is true for each of the processes .ut ; xt ; vt / and .ut ; xt ; Lvt /
on Z D OH � Td � P d�1 and .ut ; xt ; At / on Z D OH � Td � SLd .R/, defined by the
random ODE in (1.9).

In addition, in this paper we consider the linear cocycles

A; LA W Œ0;1/ �� � OH � Td
!Md�d .R/

defined by
At
!;u;x D Dx�

t
!;u and LAt

!;u;x D .A
t
!;u;x/

�>:

The integrability condition (H2) in Section 3.2.2 for each of these processes follows from
(A.4) above, while the independent increments condition (H3) is equivalent to condi-
tion (H1) for the .ut ; xt ; At / process.

We close this part with a brief check that � � Leb is a stationary measure for the
.ut ; xt / process.

Lemma A.5. For any of Systems 1–4, we have that � � Leb is a stationary measure for
the Markov process .ut ; xt /.

Proof. It suffices to show that for all bounded measurable  W OH � Td ! R, we have
that

E
Z
 .ut ; xt / d�.u0/ dx0 D

Z
 .u; x/ d�.u/ dx:

To see this, define O .u/ WD
R
 .u; x/ dx and observe that by Fubini, the above left-hand

side coincides with

.�/ WD E
Z �Z

 .ut ; �
t
!;u0

.x0// dx0

�
d�.u0/ D E

Z
O .ut / d�.u0/;

having used that x 7! �t!;u0.x/ preserves Leb on Td . By stationarity of �, the expression
.�/ equals Z

O .u/ d�.u/ D
Z
 .u; x/ d�.u/ dx:

A.2. Hölder estimates and interpolation inequalities

The following interpolation lemma is very useful for proving invertibility of the Malliavin
matrix and is taken from [65, Lemma 6.14].
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Lemma A.6. Let f be a C 1 function on Œ0; 1� and let ˛ 2 .0; 1�. Then the following
inequality holds for all t 2 .0; 1/:

k@tf kL1.Œ0;t�/ �
4

t
kf k

˛
˛C1

L1.Œ0;t�/
max

°
kf k

1
1C˛

L1.Œ0;t�/
; Œ@tf �

1
1C˛

C˛.Œ0;t�/

±
;

where Œ � �C˛.Œ0;t�/ denotes the ˛-Hölder seminorm on Œ0; t �.

The following estimate on the Hölder norms of a process in a general Hilbert space is
also useful for verifying the Hölder estimates required to use the previous lemma.

Lemma A.7. Let H and W be separable Hilbert spaces and let Yt , t 2 Œ0; 1�, be an
H -valued process given by

Yt D Y0 C

Z t

0

Bs ds C
Z t

0

Qs dWs;

where Wt is a cylindrical Wiener process on W , and Bt , Qt are predictable processes
taking values in H and L2.W ;H /, the space of bounded Hilbert–Schmidt operators from
W to H . Assume that Bt and Qt satisfy, for every p � 2,

Rp WD E
�
kBk

p

L1.Œ0;1�IH/
C kQk

p

L1.Œ0;1�IL2.W ;H//

�
<1;

then for every p � 2, and  2 .0; 1=2 � 1=p/ we have the estimate

EkY kp
C .Œ0;1�IH/

.p Rp:

Proof. The proof is a more or less classical. It involves the Burkholder–Davis–Gundy
(BDG) inequality. Indeed, the BDG inequality for the stochastic integral above (see, e.g.,
[39, Theorem 4.37]) implies for t ¤ s, t; s 2 Œ0; 1� that for p � 2,

EkYt � YskpH .p jt � sjpEkBkp
L1.Œ0;1�IH/

C jt � sjp=2EkQkp
L1.Œ0;1�IL2.W ;H//

:

It follows that for t; s 2 Œ0; 1�, and 1=p < r < 1=2,

EkYt � YskpH
jt � sjrpC1

.p Rpjt � sjp.1=2�r/�1:

Since Z 1

0

Z 1

0

jt � sjp.1=2�r/�1 ds dt <1

for r < 1=2, we find after applying Fubini

E
Z 1

0

Z 1

0

kYt � Ysk
p

H

jt � sjrpC1
ds dt .p Rp:

By a classic application of the Garcia–Rodemich–Rumsey–Rosenblatt inequality (see
[58]) we obtain for  D r � 1=p > 0 that

EkYtkpC .Œ0;1�IH/
. E

Z 1

0

Z 1

0

kYt � Ysk
p

H

jt � sjrpC1
ds dt .p Rp:
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[71] Jakšić, V., Nersesyan, V., Pillet, C.-A., Shirikyan, A.: Large deviations and entropy produc-
tion in viscous fluid flows. Arch. Ration. Mech. Anal. 240, 1675–1725 (2021)
Zbl 07357868 MR 4264955

https://zbmath.org/?q=an:0832.76001&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=1428905
https://zbmath.org/?q=an:0203.19102&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0163345
https://zbmath.org/?q=an:0137.35501&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0121828
https://zbmath.org/?q=an:0252.60020&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0267632
https://zbmath.org/?q=an:1410.35118&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3862850
https://zbmath.org/?q=an:0687.60008&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=1040268
https://zbmath.org/?q=an:1347.37049&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2864790
https://zbmath.org/?q=an:0558.60009&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0779457
https://zbmath.org/?q=an:1242.60085&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2838095
https://zbmath.org/?q=an:1130.37038&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2259251
https://zbmath.org/?q=an:1228.60072&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2786645
https://zbmath.org/?q=an:1329.60280&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3382587
https://zbmath.org/?q=an:0156.10701&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0222474
https://zbmath.org/?q=an:0521.35001&format=complete
https://zbmath.org/?q=an:0521.35002&format=complete
https://zbmath.org/?q=an:0601.35001&format=complete
https://zbmath.org/?q=an:0612.35001&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=1065993
https://mathscinet.ams.org/mathscinet-getitem?mr=2108588
https://mathscinet.ams.org/mathscinet-getitem?mr=1313500
https://mathscinet.ams.org/mathscinet-getitem?mr=1481433
https://zbmath.org/?q=an:1293.35248&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3207161
https://zbmath.org/?q=an:07357868&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=4264955


J. Bedrossian, A. Blumenthal, S. Punshon-Smith 1988

[72] Khasminskii, R. Z.: Ergodic properties of recurrent diffusion processes and stabilization of
the solution of the Cauchy problem for parabolic equations. Teor. Verojatnost. i Primenen. 5,
196–214 (1960) MR 0133871

[73] Kifer, Y.: Ergodic Theory of Random Transformations. Progr. Probab. Stat. 10, Birkhäuser,
Boston (1986) Zbl 0604.28014 MR 0884892

[74] Kifer, Y.: A note on integrability of C r -norms of stochastic flows and applications. In:
Stochastic Mechanics and Stochastic Processes, Springer, Berlin, 125–131 (1988)
Zbl 0653.60054 MR 0960163

[75] Kingman, J. F. C.: Subadditive ergodic theory. Ann. Probab. 1, 883–909 (1973)
Zbl 0311.60018 MR 0356192

[76] Kolmogoroff, A. N.: Dissipation of energy in the locally isotropic turbulence. C. R. (Dokl.)
Acad. Sci. URSS (N.S.) 32, 16–18 (1941) Zbl 0063.03292 MR 0005851

[77] Kolmogoroff, A. N.: On degeneration of isotropic turbulence in an incompressible viscous
liquid. C. R. (Dokl.) Acad. Sci. URSS (N. S.) 31, 538–540 (1941) Zbl 0026.17001
MR 0004568

[78] Kolmogoroff, A.: The local structure of turbulence in incompressible viscous fluid for very
large Reynold’s numbers. C. R. (Dokl.) Acad. Sci. URSS (N.S.) 30, 301–305 (1941)
Zbl 67.0850.06 MR 0004146

[79] Komorowski, T., Peszat, S., Szarek, T.: Passive tracer in a flow corresponding to two-dimen-
sional stochastic Navier–Stokes equations. Nonlinearity 26, 1999–2026 (2013)
Zbl 1273.76083 MR 3071450

[80] Kraichnan, R. H.: Small-scale structure of a scalar field convected by turbulence. Phys. Fluids
11, 945–953 (1968) Zbl 0164.28904

[81] Kraichnan, R. H.: Diffusion by a random velocity field. Phys. Fluids 13, 22–31 (1970)
Zbl 0193.27106

[82] Kruse, R.: Strong and weak approximation of semilinear stochastic evolution equations.
Lecture Notes in Math. 2093, Springer, Cham (2014) Zbl 1285.60002 MR 3154916

[83] Kuksin, S. B.: The Eulerian limit for 2D statistical hydrodynamics. J. Stat. Phys. 115,
469–492 (2004) Zbl 1157.76319 MR 2070104

[84] Kuksin, S. B.: On distribution of energy and vorticity for solutions of 2D Navier–Stokes
equation with small viscosity. Comm. Math. Phys. 284, 407–424 (2008) Zbl 1168.35034
MR 2448135

[85] Kuksin, S., Shirikyan, A.: Randomly forced CGL equation: Stationary measures and the
inviscid limit. J. Phys. A 37, 3805–3822 (2004) Zbl 1047.35061 MR 2039838

[86] Kuksin, S., Shirikyan, A.: Mathematics of Two-Dimensional Turbulence. Cambridge Tracts
in Math. 194, Cambridge University, Cambridge (2012) Zbl 1333.76003 MR 3443633

[87] Kunita, H.: Stochastic differential equations with jumps and stochastic flows of diffeomor-
phisms. In: Itô’s Stochastic Calculus and Probability Theory, Springer, Tokyo, 197–211
(1996) Zbl 0899.60048 MR 1439526

[88] Ledrappier, F.: Positivity of the exponent for stationary sequences of matrices. In: Lyapunov
Exponents (Bremen 1984), Lecture Notes in Math. 1186, Springer, Berlin, 56–73 (1986)
Zbl 0591.60036 MR 0850070

[89] Lin, Z., Thiffeault, J.-L., Doering, C. R.: Optimal stirring strategies for passive scalar mixing.
J. Fluid Mech. 675, 465–476 (2011) Zbl 1241.76361 MR 2801050

[90] Monin, A. S., Yaglom, A. M.: Statistical Fluid Mechanics: Mechanics of Turbulence. Vol. II.
Dover, Mineola (2007) Zbl 1140.76004 MR 2406668

https://mathscinet.ams.org/mathscinet-getitem?mr=0133871
https://zbmath.org/?q=an:0604.28014&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0884892
https://zbmath.org/?q=an:0653.60054&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0960163
https://zbmath.org/?q=an:0311.60018&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0356192
https://zbmath.org/?q=an:0063.03292&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0005851
https://zbmath.org/?q=an:0026.17001&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0004568
https://zbmath.org/?q=an:67.0850.06&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0004146
https://zbmath.org/?q=an:1273.76083&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3071450
https://zbmath.org/?q=an:0164.28904&format=complete
https://zbmath.org/?q=an:0193.27106&format=complete
https://zbmath.org/?q=an:1285.60002&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3154916
https://zbmath.org/?q=an:1157.76319&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2070104
https://zbmath.org/?q=an:1168.35034&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2448135
https://zbmath.org/?q=an:1047.35061&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2039838
https://zbmath.org/?q=an:1333.76003&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=3443633
https://zbmath.org/?q=an:0899.60048&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=1439526
https://zbmath.org/?q=an:0591.60036&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=0850070
https://zbmath.org/?q=an:1241.76361&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2801050
https://zbmath.org/?q=an:1140.76004&format=complete
https://mathscinet.ams.org/mathscinet-getitem?mr=2406668


Lagrangian chaos and scalar advection in stochastic fluid mechanics 1989

[91] Nazarenko, S.: Wave Turbulence. Lecture Notes in Phys. 825, Springer, Heidelberg (2011)
Zbl 1220.76006 MR 3014432

[92] Nersesyan, V.: Approximate controllability of Lagrangian trajectories of the 3D Navier–
Stokes system by a finite-dimensional force. Nonlinearity 28, 825–848 (2015)
Zbl 1308.35171 MR 3319385

[93] Nie, Q., Tanveer, S.: A note on third-order structure functions in turbulence. Roy. Soc. Lond.
Proc. Ser. A Math. Phys. Eng. Sci. 455, 1615–1635 (1999) Zbl 0952.76026 MR 1701547

[94] Norris, J.: Simplified Malliavin calculus. In: Séminaire de Probabilités, XX, 1984/85, Lecture
Notes in Math. 1204, Springer, Berlin, 101–130 (1986) Zbl 0609.60066 MR 0942019

[95] Nualart, D.: The Malliavin Calculus and Related Topics. Probab. Appl. (New York), Springer,
New York, 2nd ed. (2006) Zbl 1099.60003 MR 2200233

[96] Oseledec, V. I.: A multiplicative ergodic theorem. Characteristic Ljapunov, exponents of
dynamical systems. Trudy Moskov. Mat. Obšč. 19, 179–210 (1968) MR 0240280
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