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Abstract. We prove the Landau–Ginzburg mirror symmetry conjecture between invertible quasi-
homogeneous polynomial singularities at all genera. That is, we show that the FJRW theory (LG
A-model) of such a polynomial is equivalent to the Saito–Givental theory (LG B-model) of the
mirror polynomial.
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1. Introduction

Mirror symmetry has been a driving force in geometry and physics for the last twenty
years. During that time, we have made tremendous progress in our understanding of
mirror symmetry, but several important mathematical questions remain unanswered.

Historically, mathematical research was concentrated on mirror symmetry between
Calabi–Yau/Calabi–Yau models or Toric/Landau–Ginzburg models, rarely investigating
the Landau–Ginzburg pairs. This was mainly due to the lack of a mathematical theory
for a Landau–Ginzburg (LG) A-model, although there were geometric realizations of the
Landau–Ginzburg B-model in various contexts. In the mid 2000s, Fan, Jarvis and Ruan
invented FJRW theory [13] motivated by the physical work [40] of Witten. This inven-
tion is a mathematical theory for a Landau–Ginzburg A-model, allowing mathematicians
to investigate mirror symmetry between two Landau–Ginzburg models. In this paper, we
prove a general LG/LG mirror theorem, which can be viewed as a Landau–Ginzburg par-
allel of the mirror theorem [14, 15, 25–28] between Calabi–Yau manifolds established by
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Givental and Lian–Liu–Yau. For a survey on the LG/LG mirror symmetry and an outline
of the current and related works, see [24]. For several purely algebraic constructions of
LG A-model and their relationships with FJRW theory, see [31] and [6].

The LG/LG mirror pairs originate from an old physical construction of Berglund and
Hübsch [3] that was completed by Krawitz [19]. Let us briefly review this construction,
called the BHK mirror [9]. Let W W CN ! C be a quasihomogeneous polynomial with
an isolated critical point at the origin. We define its maximal group of diagonal symmetries
to be

GW D
®
.�1; : : : ; �N / 2 .C

�/N
ˇ̌
W.�1 x1; : : : ; �N xN / D W.x1; : : : ; xN /

¯
: (1.1)

In the BHK mirror construction, the polynomial W is required to be invertible [9, 19],
i.e., the number of variables must equal the number of monomials of W . By rescaling the
variables, we can always write W as

W D

NX
iD1

NY
jD1

x
aij
j : (1.2)

We denote its exponent matrix by EW D .aij /N�N . The mirror polynomial of W is

W T
D

NX
iD1

NY
jD1

x
aji
j ;

i.e., the exponent matrix EW T of the mirror polynomial is the transpose matrix of EW .
The mathematical LG A-model is the FJRW theory of .W;GW /, and one geometry

of the LG B-model is the Saito–Givental theory of W T , where the genus zero theory is
Saito’s theory of primitive forms of W T [33] and the higher genus theory is from the
Givental–Teleman’s formula [16, 37]. There is a longstanding conjecture that these A-
and B-models are equivalent.

Conjecture 1.1 (Landau–Ginzburg Mirror Symmetry Conjecture). Up to a change of
variables, the generating function of the FJRW theory at all genera for .W;GW / can be
identified with the generating function of the Saito–Givental theory of W T .

We remark that FJRW theory is defined in [13] for any pair .W;G/, where G is an
admissible subgroup of GW . The BHK mirror construction applies in this more general
situation, yielding a mirror partner .W T ; GT / where GT is a well-defined group dual to
G constructed in [2,19]. Although G is never a trivial group, GT could be a trivial group.
Further more, GT is a trivial group if and only if G D GW . If GT is nontrivial, we do not
know the full mathematical construction of LG B-model for .W T ; GT /. For this reason,
Conjecture 1.1 is stated only for GW on the A-side.

Krawitz [19] gave a clue to Conjecture 1.1 by finding an explicit isomorphism that
matches the FJRW ring of .W;GW / to the Jacobi algebra ofW T for almost all invertible
polynomials (when no variables of W have weight 1=2); see Theorem 2.14.

However, it is much harder to work on the whole conjecture, which requires a thor-
ough understanding of both FJRW theory and Saito–Givental theory. Although the pow-
erful Givental–Teleman formula [16, 37] reduces Conjecture 1.1 to its genus zero part,
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Conjecture 1.1 was proved only in a handful of cases previous to our work. These include
A-type singularities [10,18], ADE (or simple) singularities [13], simple elliptic singular-
ities [20, 30], and exceptional unimodular singularities [23]. All these cases were proved
with case-by-case calculations and reconstruction on both sides of the mirror. They have
one common feature: the central charge ofW is very small (in fact all no greater than 7

6
).

Because of their small central charges, these singularities have special structure, which
was used in a critical way to prove Conjecture 1.1. The authors of this paper faced several
difficulties in extending the techniques from these earlier special results to general sin-
gularities with arbitrarily large central charges. We explain two major difficulties and our
solutions here:

B-side: A choice of primitive forms. Genus zero invariants of the LG B-model are deter-
mined by a choice of primitive forms, which is equivalent to an appropriate choice of
splitting of the Hodge filtration associated to the singularity. Different primitive forms/
splittings lead to different invariants. This is related to the famous holomorphic anomaly
(see [4]). A standard way to identify primitive forms is in terms of the good basis [33] of
the Brieskorn lattice of the singularity. Unfortunately, prior to this work, an explicit good
basis was known in only a few cases, due to the difficulty of computing higher residue
pairings [34]. This has long been a major difficulty in studying LG B-model invariants.
For ADE and exceptional unimodular singularities, there is a unique good basis simply
by the degree constraints. For simple elliptic singularities, the correct primitive form is
checked in [20, 30] by hand.

In Theorem 2.10 of our paper, we identify explicitly a good basis for every invertible
polynomial that is mentioned in Conjecture 1.1. The good bases defined in Theorem 2.10
produce the correct genus zero invariants to mirror FJRW theory (Theorem 3.2). To estab-
lish Theorem 2.10, we find a refinement of the degree constraints using the maximal sym-
metry group. This allows us to compute higher residue pairings explicitly for all invertible
polynomials and study their Hodge-theoretic properties in terms of concrete data.

A-side: Computation of FJRW invariants. Aside from the algebraically nice (concave)
invariants that can be computed by orbifold Grothendieck–Riemann–Roch formulas, it is
very difficult to directly compute FJRW invariants. All previous results have used case-
by-case methods to reconstruct genus zero invariants from concave ones. This method
grows intractably complex as the central charge increases. In fact, the degree constraints
(which is the most powerful tool in small central charges) is no longer useful since in
many cases we will inevitably run into some FJRW invariants which are not known how
to compute based on the current technique.

In this work, we systematically explore the combinatorial properties of LG models.
Using the classification from [21] of invertible polynomials in terms of atomic types (see
Theorem 2.1), we prove Theorem 3.3, a strong reconstruction and computation theorem
for both A-model and B-model invariants. This theorem states that for any invertible poly-
nomial, the full genus zero data is determined by its Frobenius algebra and some special
invariants (called 4-point correlators) which are of atomic type only. The A-side spe-
cial invariants can be exactly calculated by algebraic methods. This solves the A-side
computation problem.
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Our main result in this paper is:

Theorem 1.2. The LG mirror symmetry conjecture holds for all invertible polynomials
at all genera when no variables of W have weight 1=2.

We highlight key ingredients toward establishing this theorem here:
� (Good basis): Krawitz’s mirror map sends a natural basis in A-model to a good basis

in B-model (Theorem 2.10). In this way, the A-model determines a special good
basis and corresponding primitive form, which lead to a concise computation in the
B-model.
� (Vanishing conditions): Because of its deformation-theoretic origins, the B-model has

a certain GW T -symmetry, which forces many invariants to vanish (Lemma 4.1). The
corresponding invariants vanish on the A-side for geometric reasons. These vanishing
results allow us to state pleasant combinatorial properties of nonvanishing invariants
(Lemma 5.3).
� (Splitting principle): The vanishing conditions together with the WDVV equations

lead to a crucial Splitting Principle (Proposition 5.18): in order to compute all genus
zero invariants, it is enough to compute the invariants of the (simpler) atomic polyno-
mials with some special properties.
� (Atomic reconstruction): Using exhaustive reconstruction techniques, we reconstruct

all genus zero invariants for atomic polynomials from a few special invariants, listed
in part (1) of Theorem 3.3. Combined with the Splitting Principle, this shows that all
genus-zero invariants are determined by these special invariants.
� (Atomic formulas): We evaluate on both the A and B side the special invariants that

remain after the atomic reconstruction. This is parts (2) and (3) of Theorem 3.3.
Finally, we remark that the special cases left out in Theorem 1.2 are only the invertible

polynomials containing a special chain summand1

W D x
a1
1 x2 C x

a2
2 x3 C � � � C x

aN�1
N�1 xN C x

aN
N

with aN D 2. Our reconstruction result in fact shows that Conjecture 1.1 holds once
the Frobenius algebras and some genus zero 4-point invariants are identified. Two such
examples are the exceptional unimodular singularities W D Z13; W13, for which Con-
jecture 1.1 was proved in [23]. The identification of the Frobenius algebras of the other
special cases requires the computation of some unknown FJRW invariants.

Outline. In Section 2, we review the A-model FJRW-theory and B-model Saito–Givental
theory as well as the mirror construction. In Section 3, we outline the proof of the main
theorem via several reconstruction results. In Section 4, we will find a good basis using
Krawitz’s mirror map and explore combinatorial properties of nonvanishing invariants. In

1Conjecture 1.1 is true for the A1-singularity W D x2 although it also contains a weight 1=2
variable.
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Section 5, we develop technical preparations for our reconstruction theorem, including
WDVV equations, Splitting principle, and atomic reconstruction of Fermat type. We also
prove the conjecture for Fermat polynomials as a warm-up towards the general cases.
In Section 6, we prove the atomic formulas via explicit calculations on both sides. In
Section 7, we complete a proof of Theorem 1.2 via atomic reconstructions of chain type
and loop type.

2. A review of the A-and B-models

2.1. A-model: FJRW theory

One mathematical construction of an LG A-model was given by Fan, Jarvis, and Ruan
[12, 13], based on a proposal of Witten [40]. This construction is called FJRW theory
after its creators. Let W be a nondegenerate quasihomogeneous polynomial and let G
be an admissible group. Briefly speaking, FJRW theory is an intersection theory on the
moduli space of solutions to the Witten equation on orbifold curves for the pair .W;G/.

We begin with a polynomial W 2 CŒx1; : : : ; xN � that is quasihomogeneous; that is,
there exist positive rational numbers q1; q2; : : : ; qN such that

W.�q1x1; c
q2x2; : : : ; �

qN xN / D �W.x1; x2; : : : ; xN / for each � 2 C�:

The numbers q1; : : : ; qN are called the weights of W . The central charge of W , which
can be thought of as the “dimension” of the LG theory, is defined by

OcW D

NX
jD1

.1 � 2qj /:

We call W nondegenerate if it has an isolated critical point at the origin and it con-
tains no monomial of the form xixj for i ¤ j . This implies that each weight is unique
and qj 2 Q \ .0; 1

2
� (see [32]). We call a nondegenerate quasihomogeneous W invert-

ible if it has the same number of monomials as variables. We say W is a disjoint sum
of polynomials W1 and W2 and write W D W1 ˚W2 if the variables in W1 and W2 are
distinct.

All invertible polynomials have been classified by Kreuzer and Skarke.

Theorem 2.1 ([21], Theorem 1). A polynomial is invertible if and only if it is a disjoint
sum of the three following atomic types, where a � 2 and ai � 2:

� Fermat: xa:
� Chain: xa11 x2 C x

a2
2 x3 C � � � C x

aN�1
N�1 xN C x

aN
N :

� Loop: xa11 x2 C x
a2
2 x3 C � � � C x

aN
N x1:

Finally, we define GW to be the maximal group of diagonal symmetries ofW in (1.1).
Since our goal is to prove the LG Mirror Symmetry Conjecture 1.1, in what follows we
only discuss the FJRW theory of .W;GW / for invertible polynomials W with the form
in (1.2).
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2.1.1. The state space. The FJRW theory of a pair .W;GW / is a state space2 HW and
a cohomological field theory ¹ƒW

g;k
º, which is a set of linear maps

ƒWg;k W .HW /
˝k
! H�.Mg;k/

for 2g � 2C k > 0. Here Mg;k is the moduli space of stable k-pointed curves of genus
g. The state space is defined as

HW D

M

2GW

H
 ; where H
 WD
�
HN
 .Fix.
/;W1
 IC/

�GW :
Here Fix.
/ is the fixed locus of 
 and N
 is its dimension as a C-vector space. Further-
more, W
 is the restriction of W to Fix.
/, and W1
 is Re.W
 /�1..M;1// for M � 0.
Thus, HW is the dual to the space of Lefschetz thimbles.

For each class � 2 H
 , we call 
 the sector of �. If Fix.
/ D 0 2 CN , we say that 

is narrow; otherwise we say it is broad. Note that if 
 is narrow then H
 is 1-dimensional.

There is an alternative expression for HW . Let

Jac.W / D CŒx1; : : : ; xN �=

�
@W

@x1
; : : : ;

@W

@xN

�
be the Jacobi algebra of W . It is a theorem of Wall (see [38] and [39]) that the vector
spaceHN
 .CN ; W1
 IC/ is isomorphic to Jac.W
 /dx
 , where dx
 is the product of the
differentials of the variables fixed by 
 . Thus,

HW D

M

2GW

.Jac.W
 /dx
 /
GW :

With this identification, we write � D dmI 
c, where � corresponds to the monomial
m 2 Jac.W
 /.

We define a grading on HW as follows. Since GW is a finite abelian group, for any
element 
 2 GW , we may write


 D
�
exp.2�

p
�1‚.1/
 /; : : : ; exp.2�

p
�1‚.N/
 /

�
for some unique‚.j /
 2 Œ0; 1/. The number‚.j /
 is called the j -th phase of 
 . For � 2 H
 ,
we define

degW .�/ D
1

2
N
 C

NX
jD1

.‚.j /
 � qj /:

Note that the degree of � depends only on its sector.
We have a pairing �
 W H
 �H
�1 ! C which is induced by the intersection pairing

on Lefschetz thimbles. The direct sum of these pairings gives us a nondegenerate pairing

h ; i W HW �HW ! C:

Under the identification of H
 with .Jac.W
 /dx
 /
GW , this pairing is equal to the residue

pairing on differential forms. See [5, 8] for expositions of this fact.

2The state space of a pair .W;G/ is typically denoted HW;G . Because we restrict our attention
to G D GW , we will consistently drop the group from our notation.
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2.1.2. The cohomological field theory. The construction of the cohomological field the-
ory ¹ƒW

g;k
º is highly nontrivial. We will only summarize it here, and refer the interested

reader to the original papers [13] and [12] for more details.
The construction uses the moduli space of stable W -orbicurves. Let C be a stable

orbicurve of genus g with marked points p1; : : : ; pk . At each marked point and node we
have a local chart C=Zm for some positive integer m. We require that the actions on the
two branches of a node be inverses.

Let � W C! C be the forgetful morphism from the orbifold curve C to the underlying
coarse curve. IfW D

Pn
iD1

Qn
jD1 x

aij
j is invertible, aW -structure consists of data .C;L/

where L is a set of orbifold line bundles ¹L1; : : : ;LN º over C satisfying

NO
jD1

L
˝aij
j Š ��

 
KC ˝

kO
jD1

O.pj /

!
for each i;

where KC is the canonical bundle of C and O.pj / is the holomorphic line bundle of
degree one whose sections may have a simple pole at pj .

If the local group at a marked point of an orbicurve is Zm, the line bundles L1; : : : ;LN
induce a representation Zm ! .C�/N . The representation is required to be faithful. The
image of this representation will always be inGW . The image of 1 2 Zm singles out some

 2 GW at each marked point; these group elements are called the decorations.

Given an invertible polynomial W , the moduli space of pairs .C;L/ is called the
moduli space of stable W -orbicurves and denoted by Wg;k . According to [13], it is
a Deligne–Mumford stack, and there is a forgetful morphism st W Wg;k !Mg;k . The
forgetful morphism is flat, proper, and quasi-finite (see [13, Theorem 2.2.6]). The dec-
orations 
i at the marked points pi decompose Wg;k into open and closed substacks
Wg;k.
1; : : : ; 
k/. Furthermore, the stack Wg;k.
1; : : : ; 
k/ is stratified, and each clo-
sure in it is denoted by Wg;k.�
1;:::;
k / for some �
1;:::;
k . Here �
1;:::;
k is said to be
aGW -decorated dual graph of an underlying stable curve of genus g and k marked points.
We call �
1;:::;
k fully GW -decorated if we assign some 
C 2 GW and 
� D 
�1C on two
sides of each node.

In [12] the authors perturb the polynomial W to polynomials of Morse type and
construct virtual cycles from the solutions of perturbed Witten equations. That is, they
construct

ŒWg;k.�
1;:::;
k /�
vir
2 H�.Wg;k.�
1;:::;
k /;C/˝

kY
jD1

H
j :

As a consequence, they obtain a cohomological field theory

¹ƒWg;k W H
˝k
W ! H�.Mg;k ;C/º

with a flat identity d1IJW c, where

ƒWg;k.�1; : : : ; �k/ WD
jGW j

g

deg.st/
PD st�

 
ŒWg;k.
1; : : : ; 
k/�

vir
\

kY
jD1

�j

!
2 H�.Mg;k/:
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Here PD is the Poincaré dual and JW is the exponential grading operator, defined by

JW D
�
exp.2�

p
�1q1/; : : : ; exp.2�

p
�1qN /

�
2 GW : (2.1)

2.1.3. The FJRW potential. The cohomological field theory allows us to define FJRW
invariants (or genus-g k-point correlators) as

h�1 
`1
1 ; : : : ; �k 

`k
k
i
W
g D

Z
Mg;k

ƒWg;k.�1; : : : ; �k/

kY
iD1

 
`i
i :

Here  i WD c1.Li / is the i -th psi class, where Li is the i -th tautological line bundle on
Mg;k . The invariant is primary if there are no psi classes, i.e., `i D 0 for all 1 � i � k:
We call the classes �1; : : : ; �k the insertions of the correlator.

The FJRW invariants induce various structures on HW . The pairing h ; i and the
primary genus-zero 3-point correlators define a product ? on HW , by

h˛ ? ˇ; 
i D h˛; ˇ; 
iW0 ; where ˛; ˇ; 
 2 HW : (2.2)

This definition makes the pairing Frobenius with respect to ?, so that the FJRW ring
.HW ; ?/ is a commutative and associative Frobenius algebra with the unit d1IJW c.

The primary genus-zero correlators define a Frobenius manifold structure on HW .
Let B be a set whose elements are a basis for HW . The pre-potential of the Frobenius
manifold is

F FJRW
0;W D

X
k�3

X
.�1;:::;�k/2Bk

h�1; : : : ; �ki
W
g

t�1 � � � t�k
kŠ

: (2.3)

The Frobenius manifold pre-potential encodes the genus-0 data of the FJRW theory
of .W;G/. The FJRW invariants of all genera are encoded in the total ancestor FJRW-
potential

AFJRW
W D exp

�X
g�0

„
g�1

X
k�0

h�i1 
l1
1 ; : : : ; �ik 

lk
k
i
W
g

ti1;l1 � � � tik ;lk
kŠ

�
:

2.1.4. Properties of the A-model. Several properties of FJRW theory will be useful in
our proof of Landau–Ginzburg mirror symmetry. First, the following theorem tells us
how the FJRW theory ofW behaves whenW D W1 ˚W2 is a disjoint sum of the atomic
polynomials in Theorem 2.1. In this case, GW D GW1 �GW2 :

Theorem 2.2 ([13, Theorem 4.2.2]). Let W1 and W2 be invertible polynomials with no
variables in common. Then as Frobenius algebras,

HW1 ˝HW2 Š HW1˚W2

via the isomorphism .dmI 
c; dnI ıc/ 7! dmnI 
ıc. Moreover,

ƒ
W1˚W2
g;k

.dm1n1I 
1ı1c; : : : ; dmknk I 
kıkc/

D ƒ
W1
g;k
.dm1I 
1c; : : : ; dmk I 
kc/ƒ

W2
g;k
.dn1I ı1c; : : : ; dnk I ıkc/:
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Remark 2.3. Conjecture 1.1 is known for A1-singularityW D x2. Also ifW D x2, then
HW D C. Theorem 2.2 implies that for any invertible polynomial W , the FJRW theory
is invariant under the stabilization W ! W ˚ y2. Because of these facts, from now on,
we will assume a � 3 for the Fermat polynomial xa.

Second, certain vanishing properties of the FJRW correlators will be critical when
we reconstruct the pre-potential in (2.3). In the A-model, these come from two of the
so-called correlator “axioms”, which are summarized in the following proposition.

Proposition 2.4 ([13, Proposition 2.2.8 and Theorem 4.1.8]). Let �i 2 H
i and let ‚.j /
i
be the j -th phase of 
i 2 GW . If h�1; : : : ; �kiW0 ¤ 0. Then the following equalities hold:

kX
iD1

degW .�i / D OcW C k � 3; (2.4)

lj WD qj .k � 2/ �

kX
iD1

‚

i
j 2 Z for j D 1; : : : ; N: (2.5)

Formula (2.4) is called the Dimension Axiom because it is a consequence of the degree
of the class ƒW0 .�1; : : : ; �k/. Formula (2.5) is called the Integer Degree Axiom because lj
is the degree of the line bundle ��Lj on the underlying coarse curve, when that curve is
smooth. Formula (2.5) follows from the fact that line bundles must have integer degrees,
so if lj 62 Z then the corresponding component of W0;k is empty. We call lj the j -th line
bundle degree of h�1; : : : ; �kiW0 .

Remark 2.5. One useful application of formula (2.5) is due to Krawitz: if the correlator
h�1; �2; �3i

W
0 is nonzero and �i 2 H
i , then 
3 D JW .
1
2/�1. Then from (2.2) and the

definition of the pairing, �1 ? �2 2 H
1
2J
�1
W

.

In the remainder of this paper, we will only use primary genus-zero correlators, so
we will drop the genus-subscript g from the correlator notation. Moreover, when context
makes the polynomial clear we will suppress W , writing a genus-0 A-model correlator
as h�1; : : : ; �ki.

2.2. B-model: Saito–Givental theory

In this subsection, we follow the B-model convention and use f for a quasihomogeneous
polynomial with isolated singularity at the origin:

f .�p1x1; : : : ; �
pN xN / D �f .x1; : : : ; xN /:

Outside of this section, f � W T , and pi � qTi is the weight of xi in W T .
The central charge of f is

Ocf D
X
i

.1 � 2pi /:

We will always let dNx � dx1 ^ � � � ^ dxN .
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The Frobenius algebra structure of the B-model is simply Jac.f / with the grading
coming from the quasihomogeneous weights, equipped with the residue pairing. Note
that Jac.f1 ˚ f2/ D Jac.f1/˝ Jac.f2/ (compare Theorem 2.2).

The genus zero invariants (or the Frobenius manifold structure) are induced from
Saito’s theory of primitive forms [33]. Since the Frobenius manifold is generically semi-
simple, the higher genus invariants are given by the famous Givental–Teleman formula
[16, 37].

2.2.1. Saito’s triplet for primitive forms: Brieskorn lattice, higher residue pairing and the
good basis. Here we review the basics of Saito’s theory of primitive forms. Because we
wish to prove Conjecture 1.1, we will only discuss the theory for quasihomogeneous f .
See [33, 35, 36] for discussions of arbitrary isolated singularities.

Let�k
CN ;0

be the space of germs of holomorphic k-forms at the origin in CN . Define

H .0/
f D �

N
CN ;0ŒŒz��=.df ^Czd/�

N�1
CN ;0

which is a formally completed version of the Brieskorn lattice associated to f (see [34]).
Here z is a formal variable. There exists a natural semi-infinite Hodge filtration on H .0/

f

given by H
.�k/

f
WD zkH .0/

f such that

H
.�k/

f
=H

.�k�1/

f
' �f ; where �f WD �NCN ;0=df ^�

N�1
CN ;0:

We define a natural Q-grading, or weight, on Jac.f /, on H .0/
f , and on �f which is

generated by
wt.xi / D qTi ; wt.dxi / D qTi ; wt.z/ D 1:

For a homogeneous element of the form � D zk�.xi /d
Nx, we have

wt.�/ D wt.�/C k C
NX
iD1

qTi :

In [34], K. Saito constructs a higher residue pairing Kf W H
.0/

f
˝H

.0/

f
! zNCŒŒz��

satisfying the following properties:
(1) Kf is equivariant with respect to the Q-grading, i.e.,

wt.Kf .˛; ˇ// D wt.˛/C wt.ˇ/

for homogeneous elements ˛; ˇ 2 H
.0/

f
.

(2) Kf .˛; ˇ/ D .�1/NKf .ˇ; ˛/, where the bar operator takes z ! �z.
(3) Kf .v.z/˛; ˇ/ D Kf .˛; v.�z/ˇ/ D v.z/Kf .˛; ˇ/ for v.z/ 2 CŒŒz��.
(4) The leading z-order of Kf defines a pairing

H
.0/

f
=zH

.0/

f
˝H

.0/

f
=zH

.0/

f
! C; ˛ ˝ ˇ 7! lim

z!0
z�NKf .˛; ˇ/

which coincides with the usual residue pairing �f ˝�f ! C:

The last property implies that Kf defines a semi-infinite extension of the residue pairing,
which explains the name “higher residue”. Following [33], we define a good section and
a good basis for f .
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Definition 2.6 (Good basis). A good section � is a splitting of the projection H .0/
f ! �f ,

� W �f ! H .0/
f ;

such that � preserves the Q-grading, and Kf .Im.�/; Im.�// � zNC. A basis of the
image Im.�/ of a good section � is a good basis of H .0/

f (or f ).

Equivalently, a good basis consists of homogeneous elements ¹�˛º � H .0/
f such that

¹�˛º represents a basis of �f and Kf .�˛; �ˇ / 2 zNC for all ˛ and ˇ.

Example 2.7. The ADE singularities are those for which Ocf < 1. For these singularities
any homogeneous basis of �f is a good basis, and any two such choices are “equivalent”
(i.e. there exists a unique good section) [33].

Proposition 2.8. Let f .x; y/ D f1.x/˚ f2.y/ be the disjoint sum of two isolated quasi-
homogeneous singularities, where x D ¹x1; : : : ; xN1º, y D ¹y1; : : : ; yN2º. If ¹�i .x/ºi2I
and ¹'˛.y/º˛2A are respective good bases of H .0/

f1
and H .0/

f2
, then ¹�i .x/'˛.y/º.i;˛/2I�A

is a good basis of H .0/
f .

Proof. It follows from the construction of the higher residue pairing in [34] that

Kf .�i .x/'˛.y/; �j .x/'ˇ .y// D ˙Kf1.�i .x/; �j .x//Kf2.'˛.y/; 'ˇ .y//:

The proposition is a direct consequence of this equality.

A good basis is not unique in general. Landau–Ginzburg mirror symmetry favors
a particular choice of good basis, which we call the standard basis. This basis was used
by Krawitz in [19] to describe the mirror map between Frobenius algebras. We define the
standard basis for an atomic polynomial below, and we get a basis for a general invertible
polynomial with Proposition 2.8.

In this definition and later, we use �f to denote the element of the standard basis that
spans the 1-dimensional subspace of Jac.f / of highest degree. It is a fact that

wt.�f / D Ocf :

Definition 2.9. The standard basis of an atomic polynomial f is ¹�˛º
�
˛D1, where

� D dimC Jac.f /; �� D �f ;

and the monomials �˛ are defined as follows:
� If f D xa is a Fermat, then ¹�˛º D ¹xr j 0 � r � a � 2º and �f D xa�2.
� If f D xa11 C x1x

a2
2 C � � � C xN�1x

aN
N is a chain, then

¹�˛º D

´
NY
iD1

x
ri
i

µ
r

and �f D x
aN�2
N

N�1Y
iD1

x
ai�1
i ;

where r D .r1; : : : ; rN /with ri � ai � 1 for all i and r is not of the form .�; : : : ;�; k;

aN�2l � 1; : : : ; 0; aN�2 � 1; 0; aN � 1/ with k � 1.
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� If f D xa11 xN C x1x
a2
2 C � � � C xN�1x

aN
N is a loop, then

¹�˛º D

´
NY
iD1

x
ri
i

ˇ̌̌̌
ˇ 0 � ri < ai

µ
and �f D

NY
iD1

x
ai�1
i :

Because we are interested in mirror symmetry, the forms here are dual to the forms in
Theorem 2.1 See Example 2.13 for further clarification.

Theorem 2.10. The standard basis in Definition 2.9 is a good basis of f .

This theorem will be proved in Section 4.1.

Definition 2.11. We define the normalized residue eRes on Jac.f / by setting eRes.�f /D 1.
It induces a pairing � on Jac.f / defined by �˛ˇ DeRes.�˛�ˇ /.

As shown in [33], a good basis of f gives rise to a primitive form, which is a cer-
tain family of holomorphic volume forms with respect to a universal unfolding of f . The
primitive form induces a Frobenius manifold structure on Jac.f / (which was called a flat
structure in [33]). We will not give the precise definition of primitive form here. Instead,
we present a perturbative description developed in [22, 23] which is a formal solution
of the Riemann–Hilbert–Birkhoff problem described in [33]. We also use the perturba-
tive description of the primitive form to compute the invariants of our Landau–Ginzburg
B-model.

2.2.2. A perturbative formula. Given a polynomial g.x/, we will denote Œg.x/dNx� its
class in H .0/

f in this section. Let polynomials ¹�˛º represent a basis of the Jacobi algebra
Jac.f / such that ¹Œ�˛dNx�º is a good basis for H .0/

f .
Let B denote the subspace spanC¹Œ�˛d

Nx�º of H
.0/

f
, and let

Hf D H
.0/

f
˝CŒŒz�� C..z//

be the Laurent extension. Then

H
.0/

f
D BŒŒz�� and Hf D B..z//:

Let s D ¹s˛º be the linear coordinates on Jac.f / dual to the basis ¹�˛º, so the coordinates
s parametrize a local universal deformation

F D f C
X
˛

s˛�˛

of f . The following formula gives a perturbative way to compute the associated primitive
form.

Theorem 2.12 ([23, Theorem 3.7]). There is a unique pair .�; J/ with � 2 BŒŒz��ŒŒs�� and
J 2 ŒdNx�C z�1BŒz�1�ŒŒs�� such that

e.F�f /=z�.z; s/ D J in Hf ŒŒs��: (2.6)

Here BŒz�1�ŒŒs�� is formal power series in s valued in BŒz�1�.
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Furthermore, � is the series expansion in s of the primitive form associated to the
good basis B , and J plays the role of the FJRW J-function in the following sense. By
Theorem 2.12, we may write

J D

�
dNx

�
1C z�1

X
˛

J˛�1�˛ C z
�2
X
˛

J˛�2�˛ C � � �

��
: (2.7)

Let
t˛.s/ D J˛�1.s/ 2 CŒŒs��: (2.8)

We call t D ¹t˛º the flat coordinates for Jac.f /. In fact,

t˛ D s˛ CO.s2/; (2.9)

and we may write each s˛ as a function of t. Then in terms of the flat coordinates, the
Frobenius manifold prepotential F SG

0;f;�
associated to the primitive form � satisfies

@t˛F SG
0;f;� .t/ D

X
ˇ

�˛;ˇJ
ˇ
�2.t/; (2.10)

where � is the matrix in Definition 2.11. The B-model correlators are defined via

h�˛1 ; : : : ; �˛k i D
@kF SG

0;f;�

@ta1 � � � @tak
.0/: (2.11)

The proof of Theorem 2.12 in [23] outlines an algorithm for recursively solving � and
J as follows. Let �.�k/ be the k-th Taylor expansion in terms of s. To zeroth order (in s),
equation (2.6) is

�.�0/ D Œd
Nx�C z�1BŒz�1�:

Because � has only positive powers of z, this is uniquely solved by �.�0/ D ŒdNx�.
Suppose we have solved for �.�k/, which satisfies

e.F�f /=z�.�k/ 2 Œd
Nx�C z�1BŒz�1�ŒŒs�� modulo skC1:

Let RkC1 be the .k C 1/-st-order component of e.F�f /=z�.�k/. Let

RkC1 D R
C

kC1
CR�kC1;

where RC
kC1

is the part with nonnegative powers of z. Then �.�kC1/ D �.�k/ �RCkC1
uniquely solves Equation (2.6) up to order k C 1 in s.

2.2.3. B-model Saito–Givental potential. Saito’s theory of primitive forms gives the
genus zero invariants (see (2.11)) in the LG B-model. For higher genus, Givental [16]
proposed a remarkable formula for the total ancestor potential of a semisimple Frobenius
manifold. The uniqueness of Givental’s formula was established by Teleman [37]. Accord-
ing to the work of Milanov [29], the total ancestor potential can be extended uniquely to
the origin, which is a nonsemisimple point we are interested in.

Saito’s genus zero theory together with the total ancestor potential is now referred
to as the Saito–Givental theory of a singularity. We will call the extended total ancestor
potential at the origin a Saito–Givental potential and denote it by ASG

f;�
, where the subscript

� shows its dependence on the chosen primitive form �.
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2.3. Krawitz’s mirror map

Recall that given an invertible polynomial

W D

NX
iD1

NY
jD1

x
aij
j ;

its exponent matrix isEW WD .aij /N�N , and the mirror polynomial (also called the trans-
pose polynomial) W T is defined by EW T D .EW /

T , so

W T
D

NX
jD1

NY
iD1

x
aij
i :

The inverse matrix E�1W plays an important role in the mirror map constructed by Krawitz
in [19]. Let us write

E�1W D

0B@�
.1/
1 � � � �

.1/
N

:::
:::

:::

�
.N/
1 � � � �

.N/
N

1CA ;
and define

�j WD
�
exp.2�

p
�1�

.1/
j /; : : : ; exp.2�

p
�1�

.N/
j /

�
;

�Tj WD
�
exp.2�

p
�1�

.j /
1 /; : : : ; exp.2�

p
�1�

.j /
N /

�
:

According to [19], the group GW is generated by ¹�j ºNjD1 and GW T is generated by
¹�Tj º

N
jD1. Recall qj is the weight of xj in W . Let qTj be the weight of xj in W T . We

remark that

qj D

NX
iD1

�
.j /
i and qTj D

NX
iD1

�
.i/
j : (2.12)

Example 2.13. The transpose of the chain polynomial in Theorem 2.1 is

x
a1
1 C x1x

a2
2 C � � � C xN�1x

aN
N :

The transpose of the loop polynomial is

x
a1
1 xN C x

a2
2 x1 C � � � C xN�1x

aN
N :

The next theorem defines Krawitz’s mirror map. Its proof consists of [19, Theo-
rems 2.4 and 3.1], [1, Theorem 2.3], and Remark 2.5.

Theorem 2.14 ([19], Krawitz’s mirror map). Let W be an invertible polynomial with no
chain variables of weight 1=2. Then the ring homomorphism ‰ W Jac.W T /! .HW ; ?/

generated by

‰.xi / D

8̂<̂
:
dxi I 1c if xi is a variable in a 2-variable loop summand

with ai D 2;
d1I �i � JW c otherwise

(2.13)
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is a degree-preserving isomorphism of Frobenius algebras, in the sense that

wt.�/ D degW .‰.�//

for every monomial � 2 Jac.W T /. Furthermore,

‰

 
NY
jD1

x j̨

j

!
2 H
 ; where 
 D

NY
jD1

� j̨C1

j D

 
NY
jD1

� j̨

j

!
JW : (2.14)

We will call ‰ “Krawitz’s mirror map”, or simply “the mirror map”. In this paper,
we show that by appropriate rescaling,3 Krawitz’s mirror map identifies the FJRW and
Saito–Givental potentials of all genus, proving mirror symmetry. From now on, for any
monomial � 2 Jac.W T /, we will use the following notation for the degree:

deg.‰.�// D degW .‰.�// and deg.�/ D wt.�/:

Remark 2.15. When W D
L
j Wj , both the A and the B-model Frobenius algebras

decompose as tensor products of the Frobenius algebras of the Wj , and in this case the
mirror map is a tensor product of mirror maps.

3. Main results

The main result of this paper is Theorem 1.2, which can be more precisely stated as:

Theorem 3.1 (Landau–Ginzburg Mirror Symmetry Theorem). Let W be an invertible
polynomial with no chain variables of weight 1=2. Then there exists a primitive form �

of W T such that the Krawitz isomorphism Jac.W T / Š HW identifies the Saito–Givental
potential ASG

W T ;�
with the FJRW potential AFJRW

W .

In fact, it suffices to prove this theorem at the level of Frobenius manifolds, i.e., at
genus zero. This is because in the cases we deal with, the work of Teleman [37] and
Milanov [29] shows that the genus zero data completely determines the higher genus
data of the LG models. Thus, in the remainder of this article, we only need to prove the
following theorem.

Theorem 3.2 (Frobenius Manifold Mirror Symmetry Theorem). Let W be as in Theo-
rem 3.1. There exists an isomorphism between a Frobenius manifold on Jac.W T / and the
Frobenius manifold on HW . More explicitly, there exists a primitive form � of W T such
that the Krawitz isomorphism Jac.W T / Š HW induces

F SG
0;W T ;�

D F FJRW
0;W :

As explained in Section 2.2, a primitive form is associated to a good basis. The good
basis yielding mirror symmetry in Theorem 3.2 is the standard basis of Definition 2.9.

3The rescaling consists of formula (3.1) and formula (A.1).
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Theorem 3.2 is proved by showing that F SG
0;W T ;�

and F FJRW
0;W are completely deter-

mined by a handful of 4-point correlators. We then explicitly compute these correlators to
show they differ only by a sign. We may exactly match the potentials by rescaling the
primitive form and the B-model ring generators as in [13, Section 6.5],

xi ! .�1/� deg.xi /xi ; � ! .�1/�OcWT �: (3.1)

Thus, Theorem 3.2 is a consequence of the following theorem.

Theorem 3.3. Let W be an invertible polynomial as described in Theorem 3.1.

(1) Using the pairing, the ring structure, the properties of FJRW theory and Saito–
Givental theory, and WDVV equations, the potentials F FJRW

0;W and F SG
0;W T ;�

are com-
pletely determined by the correlators

� hxi ; xi ; x
ai�2
i ; �W T i when xi is the variable in a Fermat xaii with ai ¤ 2,

� hxN ; xN ; xN�1x
aN�2
N ; �W T i when xN is the last variable of a chain,

� hxi ; xi ; xi�1x
ai�2
i ; �W T i when xi is a variable in a loop.

Here we use B-model notation, and �W T is the element in Jac.W T / of highest degree,
normalized as in Definition 2.9. The A-model correlators are obtained by mapping the
insertions via Krawitz’s mirror map in Theorem 2.14.

(2) The values of these correlators are qi on the A-side.

(3) The values of these correlators are �qi on the B-side.

Remark 3.4. The correlators in Theorem 3.3 may be described as hxi ; xi ;Mi=x
2
i ; �W T i

where W T D
P
i Mi and Mi D

QN
jD1 x

aij
j is any monomial of a Fermat or loop sum-

mand, or the final monomial of a chain summand. Here we define

Mi=x
2
i WD

NY
jD1

x
aij�2ıij
j :

Similar notation will be used throughout the paper. Such a formulation of correlators and
their values was first discovered for simple elliptic singularities in [30] and then verified
for exceptional unimodular singularities in [23].

Remark 3.5. When W contains a chain summand xa11 x2 C x
a2
2 x3 C � � � C x

aN
N with

aN D 2, we show that the B-model statements in Theorem 3.3 hold. If we further know
that the Frobenius algebra structures on HW and Jac.W T / coincide, and that part (2) of
Theorem 3.3 hold in A-model, then Conjecture 1.1 will follow. Two such examples for
Z13; W13 of exceptional unimodular singularities are established in this way in [23].

4. Good basis and B-model vanishing

In this section, we introduce some tools in the B-model for the proof of part (1) of
Theorem 3.3. More explicitly, we will use the symmetries of an invertible polynomial
to prove Theorem 2.10 and establish the Dimension Axiom and Integer Degree Axiom in
the B-model (Lemma 4.1).
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4.1. Good basis of invertible polynomials

In this subsection we prove Theorem 2.10. As a consequence, we obtain a Frobenius
manifold structure on the base space of the universal unfolding of the corresponding
singularity. This structure can be computed perturbatively as described in Section 2.2.2,
furnishing the genus zero data in the B-model. We will adopt the same notation as in
Section 2.2 and write f instead of W T for the mirror polynomial.

We only need to prove Theorem 2.10 for chains and loops, since Fermat polynomials
are the A-type singularities discussed in Example 2.7. We will use the following notation:
(1) If g.x/ is a polynomial, Œg�f will denote the class in H .0/

f represented by g.x/dNx.
(2) The linear coordinates on CN are x1; : : : ; xN and xNCk � xk .
In the notation of Section 2.3, the inverse of the exponent matrix of f D W T is

E�1f D .E�1W /T D

0BB@
�
.1/
1 �

.2/
1 � � � �

.N/
1

:::
:::

: : :
:::

�
.1/
N �

.2/
N � � � �

.N/
N

1CCA :
Let �Tj be the linear transformation

�Tj � xi D exp.2�
p
�1�

.j /
i /xi :

This transformation preserves f ; that is,

�Tj � f D f

for all j . Hence �Tj induces an action on the Brieskorn lattice

�Tj W H
.0/
f ! H

.0/

f
:

Moreover, it is easy to see that the higher residue pairing Kf is �Tj -invariant. These
symmetries are enough to prove that the standard basis is a good basis.

Let
x
r1
1 � � � x

rN
N and x

r 0
1

1 � � � x
r 0
N

N

be monomials in the standard basis for either the chain or loop type. Let

.m1; : : : ; mN / D .r1 C r
0
1; : : : ; rN C r

0
N /:

The �Tj -invariance of Kf implies the integral conditions

NX
iD1

.mi C 2/�
.j /
i D ki 2 Z for all j

(the extra 2 comes from two copies of dNx). This is equivalent to

.k1; k2; : : : ; kN /Ef D .m1 C 2;m2 C 2; : : : ; mN C 2/: (4.1)

The remainder of the proof splits into two cases, corresponding to the possible types of f .
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The chain case. Let
f D x

a1
1 C x1x

a2
2 C � � � C xN�1x

aN
N :

The exponent matrix has the form

Ef D

0BBBBB@
a1
1 a2

: : :
: : :

aN�1
1 aN

1CCCCCA :
Equation (4.1) in this case becomes

m1 D k1a1 C k2 � 2;

m2 D k2a2 C k3 � 2;
:::

mN�1 D kN�1aN�1 C kN � 2;

mN D kNaN � 2;

where 0 � mi � 2ai � 2 and the ki are integers. We investigate possible values for the
ki and mi . This analysis is easiest if we begin by tracing all possible values of ki back
from kN . The only possibilities are
(1) .k1; : : : ; kN / D .1; 1; : : : ; 1/,
(2) .k1; : : : ; kN / D .1; : : : ; 1; 0; 2; : : : ; 0; 2/,
(3) .k1; : : : ; kN / D .1; : : : ; 1; 2; 0; 2; : : : ; 0; 2/.
In case (3), we have

.m1; : : : ; mN / D .a1 � 1; : : : ; aN�2l�2 � 1; aN�2l�1; 2aN�2l � 2; : : : ; 0;

2aN�2 � 2; 0; 2aN � 2/:

This cannot appear if both xr11 � � � x
rN
N and x

r 0
1

1 � � � x
r 0
N

N are in the standard basis. For cases
(1) and (2), we check directly that

deg.xm11 � � � x
mN
N / D deg.xr11 � � � x

rN
N /C deg.x

r 0
1

1 � � � x
r 0
N

N / D Ocf :

Since Kf preserves the Q-grading, we have

degKf .Œx
r1
1 � � � x

rN
N �f ; Œx

r 0
1

1 � � � x
r 0
N

N �f /

D deg.xr11 � � � x
rN
N /C deg.x

r 0
1

1 � � � x
r 0
N

N /C 2
X
i

qi D N:

It follows that Kf .Œx
r1
1 � � � x

rN
N �f ; Œx

r 0
1

1 � � � x
r 0
N

N �f / lies in zNC:

The loop case. Let

f D x
a1
1 xN C x1x

a2
2 C � � � C xN�1x

aN
N :
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The exponent matrix of f is

Ef D

0BBBBB@
a1 1

1 a2
: : :

: : :

aN�1
1 aN

1CCCCCA :
With the convention k1 � kNC1, equation (4.1) above implies

mi C 2 D kiai C kiC1; i D 1; : : : ; N: (4.2)

Let hi D ki � 1 for each i . Equation (4.2) becomes

mi C 2 D .hi C 1/ai C hiC1 C 1:

Since 0 � mi � 2ai � 2, we get

1 � ai � hiai C hiC1 � ai � 1; i D 1; : : : ; N: (4.3)

If there is some hiC1 D 0, then the above equation implies hi D 0, and recursively,

.h1; : : : ; hN / D .0; 0; : : : ; 0/:

Otherwise, we can assume none of the hi is zero. There are two situations. Either there
is one hi with jhi j D 1 or all jhi j � 2. For the first case, we assume some hiC1 D ˙1.
Since hi ¤ 0 by assumption, inequality (4.3) implies hi D �1. We can repeat this process
and get the following solution when N is an even number:

.h1; : : : ; hN / D .˙1;�1; : : : ;˙1;�1/:

Finally, we prove it is impossible to have all jhi j � 2. Equation (4.3) implies

� 1C
1 � hiC1

ai
� hi � 1 �

1C hiC1

ai
: (4.4)

If all jhiC1j � 2, this implies
jhi j < jhiC1j: (4.5)

In fact, if hiC1 � 2, the right-hand side of inequality (4.4) implies hi < 1. By assumption,
we know hi � �2. However, since

�hiC1 < �1C
1 � hiC1

ai
;

inequality (4.5) follows from the left-hand side of (4.4). A similar argument works for
hiC1 � �2. We repeat this process and we find

jhi j D jhiCN j < � � � < jhiC1j < jhi j;

which is impossible. Thus the only possibilities for the ki are
(1) .k1; : : : ; kN / D .1; 1; : : : ; 1/, and
(2) .k1; : : : ; kN / D .1˙ 1; 1� 1; : : : ; 1˙ 1; 1� 1/ if N is even.
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In each case, again we have

deg.xm11 � � � x
mN
N / D deg.xr11 � � � x

rN
N /C deg.x

r 0
1

1 � � � x
r 0
N

N / D Ocf :

By the same degree reason as in the chain case, Kf .Œx
r1
1 � � � x

rN
N �f ; Œx

r 0
1

1 � � � x
r 0
N

N �f / lies
in zNC.

4.2. Vanishing conditions in B-model

We will now prove the B-model properties that are the analogs of the Dimension Axiom
(2.4) and Integer Degrees Axiom (2.5) on the A-side. These give us vanishing conditions
for B-model correlators which we will later use to reconstruct the potential F SG

0;W T ;�
.

Lemma 4.1. Let ‰ be Krawitz’s mirror map (Theorem 2.14). The A-model correlator

‰.X/ D

*
‰

 
NY
iD1

x
e1;i
i

!
; : : : ; ‰

 
NY
iD1

x
ek;i
i

!+
satisfies the Dimension Axiom (2.4) if and only if

kX
�D1

deg

 
NY
iD1

x
e�;i
i

!
D OcW T C k � 3; (4.6)

and ‰.X/ satisfies the Integer Degrees Axiom (2.5) if and only if

� 2qj �

kX
�D1

NX
iD1

�
.j /
i e�;i 2 Z for j D 1; : : : ; N: (4.7)

Moreover, if the B-model correlator

X WD

*
NY
iD1

x
e1;i
i ; : : : ;

NY
iD1

x
ek;i
i

+
is nonzero, then both (4.6) and (4.7) hold.

Proof. The equivalence of (2.4) and (4.6) follows from the fact that ‰ is degree-preserv-
ing (Theorem 2.14) and OcW D OcW T . Also from Theorem 2.14 we know

‰

 
NY
iD1

x
e�;i
i

!
2 H
 and 
 D

 
NY
iD1

�
e�;i
i

!
JW :

By directly calculating the quantity lj in (2.5) using (2.12) and (2.1), we get

lj � qj .k � 2/ �

kX
�D1

 
NX
iD1

�
.j /
i e�;i C qj

!
mod Z for j D 1; : : : ; N:

This is exactly equation (4.7).
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Now assume X ¤ 0. Then (4.6) holds because the potential F SG
0;W T ;�

has eigenvalue
OcW T � 3 with respect to the Euler vector field

�X
˛D1

.1 � deg.�˛//s˛
@

@s˛
:

This well-known fact also follows explicitly from the perturbative formula (2.6) which
respects the Q-grading.

Finally, we prove that ifX ¤ 0, then (4.7) holds. To do so we introduce aGW T -action
on the B-model. Since GW T is generated by ¹�Tj º

N
jD1, it suffices to define each �Tj -action

as follows:

�Tj � xi D exp.2�
p
�1�

.j /
i / xi ; �Tj � z D z; �Tj � s˛ D c

�1
˛ s˛;

where c˛ is the nonzero constant such that

�Tj � �˛ D c˛�˛:

We can check that the action of �Tj is compatible with the relations

@f

@xi
gdNx D �z

@g

@xi
dNx in H .0/

f

for each monomial g in CŒx1; : : : ; xN �. Thus the perturbative formula (2.6) shows that f ,
F , �, and J are all invariant under the GW T -action.

Furthermore, according to (2.7) and (2.8), �Tj acts on t˛ by a factor of c�1˛ . Each �Tj
acts on the �-th insertion of X by

�Tj �

NY
iD1

x
e�;i
i D exp

 
2�
p
�1

NX
iD1

�
.j /
i e�;i

!
NY
iD1

x
e�;i
i :

Therefore �Tj acts on the corresponding monomial in the prepotential (2.11) by a factor
of

exp

 
�2�
p
�1

kX
�D1

NX
iD1

�
.j /
i e�;i

!
:

On the other hand, the (higher) residue pairing is invariant under the �Tj -action. Since
�Tj � d

Nx D exp.2�
p
�1qj /d

Nx by (2.12), it follows that the pairing

Kf .�˛d
Nx; �ˇd

Nx/

is zero unless c˛cˇ D exp.�4�
p
�1qj /. Then (2.10) implies

�Tj � F
SG
0;f;� .t/ D exp.4�

p
�1qj /F SG

0;f;� .t/:

Matching the above two factors, we find

exp

 
�2�
p
�1

kX
�D1

NX
iD1

�
.j /
i e�;i

!
D exp.4�

p
�1qj /:

This is exactly (4.7).
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5. Reconstruction

In this section, we will introduce the key lemma that turns the WDVV equations into
a powerful tool for reconstructing genus zero potentials. Finally, we will completely
reconstruct an arbitrary sum of Fermat polynomials as an example of our proof strategy
in the general case.

5.1. A reconstruction lemma from WDVV equations

We introduce a powerful reconstruction lemma that follows from the WDVV equations.
The statement of this lemma requires the following definition.

Definition 5.1. We say that an element � or HW is primitive if whenever � D �1 ? �2,
either deg.�1/ D 0 or deg.�2/ D 0.

It is easy to see that for the algebra Jac.W T /, the set of primitive elements is a subset
of ¹x1; : : : ; xN º. By mirror symmetry, the set of primitive elements in HW is a subset
of ¹‰.x1/; : : : ; ‰.xN /º. The next lemma says that the prepotential F0 in each theory is
completely determined by correlators with mostly primitive insertions.

Lemma 5.2 ([13, Lemma 6.2.6]). A k-point correlator h�1; : : : ; �k�3; ˛; ˇ; � ? �i satis-
fies

h�1; : : : ; �k�3; 
; ı; � ? �i D h�1; : : : ; �k�3; 
; �; ı ? �i C h�1; : : : ; �k�3; 
 ? �; ı; �i

� h�1; : : : ; �k�3; 
 ? ı; �; �i C S;

where S is a linear combination of correlators with fewer than k insertions. If k D 4, then
there are no such terms in the equation, i.e., S D 0. In addition, the k-point correlators
are uniquely determined by the pairing, the three-point correlators, and by correlators of
the form h�1; : : : ; �ni with n < k, where �i is primitive for i � n � 2.

Since the proof of Lemma 5.2 uses only the WDVV equations, it holds for both
F SG
0;W T ;�

and F FJRW
0;W . This lemma implies that to compare F SG

0;W T ;�
and F FJRW

0;W , it suffices
to compare correlators of the form

X D hxN ; : : : ; xN ; xN�1; : : : ; xN�1; : : : ; x1; : : : ; x1; ˛; ˇi; ˛; ˇ 2 Jac.W T /: (5.1)

Here we are using B-side notation; the corresponding A-model correlator is

h‰.xN /; : : : ; ‰.xN /; ‰.xN�1/; : : : ; ‰.xN�1/; : : : ; ‰.x1/; : : : ; ‰.x1/; ‰.˛/;‰.ˇ/i:

The indices of the primitive insertions (including ˛ and ˇ if they are primitive) in the
correlator X in (5.1) are arranged in decreasing order.

In the remainder of this paper, we will apply the vanishing conditions of Lemma 4.1
to correlators of the form (5.1). In this context, let

˛ D

NY
iD1

x
mX
i

i ; ˇ D

NY
iD1

x
nX
i

i ;
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and let `Xi be the number of insertions in X equal to xi , ignoring ˛ and ˇ. Thus
NX
iD1

`Xi D k � 2:

Now let bXi be the real numbers defined by the equation0B@b
X
1
:::

bXN

1CA WD E�1W
0B@`

X
1 Cm

X
1 C n

X
1 C 2

:::

`XN Cm
X
N C n

X
N C 2

1CA ; (5.2)

and let
KXi D `

X
i � b

X
i C 1: (5.3)

When there is no possibility of confusion, we will drop the superscript X from the
notation.

When we apply Lemma 4.1 to X , we produce the following lemma.

Lemma 5.3. Any nonvanishing A- or B-model correlator of the form in (5.1) can be
written so it satisfies the following properties:

(P1) All the numbers Ki are integers, i,e.,

Ki 2 Z:

(P2) The following equation holds:
NX
iD1

Ki D 1:

(P3) The maximum values for mi and ni are as follows:

� ai � 2 if W is a Fermat polynomial,

� ai � 1 for a chain summand xa11 xN C x1x
a2
2 C � � � C xN�1x

aN
N inW T , subject

to the additional condition that both .m1; m2; : : : ; mN / and .n1; n2; : : : ; nN /
are not of the form .a1 � 1; 0; a3 � 1; : : : ; 0; aN�2 � 1; 0; aN � 1/ with N odd
or .: : : ; k; aN�2l � 1; 0; : : : ; 0; aN�2 � 1; 0; aN � 1/ with k � 1,

� ai � 1 for a loop summand xa11 C x1x
a2
2 C � � � C xN�1x

aN
N in W T .

Proof. Let X be a nonvanishing correlator of the form in (5.1). After we write the inser-
tions of X in the standard basis, this correlator satisfies (P3).

We will prove (P1) and (P2) for the B-model only. The same proof works for the
A-model because the A-model Axioms (2.4) and (2.5) correspond to the B-model vanish-
ing conditions by Lemma 4.1.

Since X is as in (5.1), in the context of Lemma 4.1 we have

e�;i D

8̂̂̂<̂
ˆ̂:
�i if � D k � 1;
ni if � D k;
1 if `1 C � � � C `i�1 C 1 � � � `1 C � � � C `i ;
0 otherwise:

(5.4)
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First we will show that (P1) is equivalent to the Integer Degrees Axiom. On the B-side,
this axiom says that X is zero unless

�2qj �

kX
�D1

NX
iD1

�
.j /
i e�;i 2 Z for j D 1; : : : ; N:

Then, using (2.12) and (5.4), we have

�2qj �

kX
�D1

NX
i�1

�
.j /
i e�;i D �2

NX
iD1

�
.j /
i �

NX
iD1

�
.j /
i `i �

NX
iD1

�
.j /
i mi �

NX
iD1

�
.j /
i ni D �bj :

The last equality follows from (5.2). SoX satisfies the Integer Degrees Axiom if and only
if bj 2 Z for all j , which is true if and only if Kj 2 Z for all j .

Next we derive (P2) from the Dimension Axiom. Let qTi be the i -th weight of W T .
Then, by (4.6), the correlator X vanishes unless

kX
�D1

NX
iD1

qTi e�;i D

NX
iD1

.1 � 2qTi /C

NX
iD1

`i � 1: (5.5)

According to equation (5.4), the left-hand side of (5.5) is

NX
iD1

`iq
T
i C

NX
iD1

miq
T
i C

NX
iD1

niq
T
i :

This implies

1 D

NX
iD1

.`i � .`i Cmi C ni C 2/q
T
i C 1/ D

NX
iD1

Ki :

Here the last equality uses (2.12), (5.2), and (5.3).

Lemmas 5.2 and 5.3 tell us when correlators are in a particularly nice form. We make
this precise with the following definition.

Definition 5.4. A genus-0 correlator is of type X�1 if
(1) it has at least four insertions,
(2) it is in the form of (5.1), and
(3) it satisfies Properties (P1), (P2), and (P3) in Lemma 5.3.

Because Krawitz’s mirror map matches the pairing and the 3-point correlators, to
compare F FJRW

0;W and F SG
0;W T ;�

it suffices to compare correlators of type X�1.

5.2. A warm-up example: The Fermat polynomial

In this subsection we prove part (1) of Theorem 3.3 in the special case where

W D x
a1
1 C x

a2
2 C � � � C x

aN
N



Landau–Ginzburg mirror symmetry conjecture 2939

is a sum of Fermat polynomials, as a way to illustrate our general proof strategy. Accord-
ing to Remark 2.3, we can assume ai > 2 for all i .

First, we reduce the reconstruction problem to the summands of W . We only need to
consider correlators of type X�1.

Lemma 5.5. Let X be a correlator of type X�1. Then there is a unique j 2 ¹1; : : : ; N º
such that Kj D 1; j̀ � 2 and Ki D `i D 0 for i ¤ j . Furthermore,

X D hxj ; xj ; x
aj�2

j ˛; x
aj�2

j ˇi for some ˛; ˇ 2 Jac.W �Wj /:

Proof. By Definition (5.2), we have

aibi D `i Cmi C ni C 2 for each i:

Then (5.3) implies

Ki D `i �
`i Cmi C ni C 2

ai
C 1: (5.6)

Property (P3) in Lemma 5.3 implies that mi C ni � 2ai � 4, so we have

Ki � `i

�
1 �

1

ai

�
C
2

ai
� 1 > �1: (5.7)

Since Ki 2 Z, we have Ki � 0. Then Property (P2) in Lemma 5.3 implies that there is
a unique j 2 ¹1; : : : ; N º such that Kj D 1 and Ki D 0 for i ¤ j .

Moreover, by equation (5.7) we know `i D 0 for i ¤ j . Then since
NX
iD1

`i � 2;

we know j̀ � 2. Furthermore, using (5.7), we have

Kj � j̀

�
1 �

1

aj

�
C

2

aj
� 1:

Plugging in Kj D 1 it is easy to show that j̀ � 2, so j̀ D 2. Then (5.6) shows that
mj C nj D 2aj � 4 and the result follows.

Now we complete the proof of part (1) of Theorem 3.3 in the Fermat case.

Proposition 5.6. Let
W D x

a1
1 C x

a2
2 C � � � C x

aN
N

be a sum of Fermat polynomials with all ai > 2. The potentials F FJRW
0;W and F SG

0;W T ;�
are

completely determined by the Frobenius algebra structure and the correlators*
xj ; xj ; x

aj�2

j ;

NY
iD1

x
ai�2
i

+
; j D 1; : : : ; N:

Proof. By Lemma 5.5, we only need to reconstruct hxj ; xj ; x
aj�2

j ˛; xaj�2ˇi from the
correlator above. Apply the Reconstruction Lemma 5.2 with


 D xj ; � D x
aj�2

j ; � D ˛; ı D x
aj�2

j ˇ:
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Then 
� and 
ı both vanish because they have a factor of xaj�1j D 0. The final correlator
(with ı�) is hxj ; xj ; x

aj�2

j ; x
aj�2

j ˛ˇi. However, by the Dimension Axiom in Lemma 4.1,
this correlator is nonzero only if deg.˛ˇ/ D OcW � OcWj . Since ˛ˇ 2 Jac.W �Wj /, up to
a constant, we must have

˛ˇ D
Y
i¤j

x
ai�2
i :

5.3. Splitting principle

Recall from Definition 5.4 that a correlator X is of type X�1 if it has at least four
insertions, satisfies Properties (P1), (P2), and (P3) in Lemma 5.3, and has the form

X D hxN ; : : : ; xN ; xN�1; : : : ; xN�1; : : : ; x1; : : : ; x1; ˛; ˇi:

To prove Theorem 3.3, it suffices to show that any correlator of type X�1 can be recon-
structed from the correlators in Theorem 3.3. In this subsection we reconstruct correlators
of type X�1 from correlators of “type X0” (see Definition 5.16), which are associated to
a particular atomic summand of W . This is called Splitting Principle.

We will use the following notation. Suppose thatW D
L
Wj is a disjoint sum, where

each summand Wj is of atomic type as described in Theorem 2.1. If xi is a variable
appearing in Wj , we say that xi 2 Wj , or simply i 2 Wj . Likewise, if ˛ is a monomial in
variables appearing inWj , we say ˛ 2 Wj . We defineKW WD

P
i2W Ki . For any ordered

subset of indices S � ¹1; 2; : : : ; N º, we define

KS WD
X
i2S

Ki ; KS WD .Ki /i2S ;

that is, KS is a vector of the Ki such that i is in S and KS is the sum of the components
of this vector. We define `S , mS , and nS similarly.

The goal of this section is to reduce the proof of Theorem 3.3 (1) to a reconstruc-
tion for each atomic type. More specifically, in this section we prove Proposition 5.18,
which says that any correlator of type X�1 can be reconstructed from correlators satisfy-
ing

P
i2Wj

`i � 2, for some j . That is, we reconstruct from correlators with at least two
primitive insertions coming from some summandWj ofW . We say these correlators have
type X0.

Throughout the remainder of this paper, we take iCN � i whenever i is in a length-N
loop summand of W .

5.3.1. Preliminaries on loop indices. Let X be a correlator of type X�1. We will prove
the main result of this section, Proposition 5.18, by analyzing possible values for KW .

Definition 5.7. We say that i 2 W is a loop index if

aibi C biC1 D `i C ni Cmi C 2: (5.8)

For each summand Wj , we say a set of loop indices S � Wj obeys the Negative-Positive
rule (the NP-rule) if it has the property that for any index i 2 S , ifKi < 0, then the index
i C 1 2 S .
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Note that ifW is a loop, every i 2 W is a loop index, and ifW is anN -variable chain,
every i < N is a loop index. The following lemma summarizes some useful inequalities
for loop indices.

Lemma 5.8. If i 2 W is a loop index, then the following inequalities hold:

mi C ni D ai .`i �Ki C 1/C .`iC1 �KiC1 C 1/ � `i � 2; (5.9)
aiKi CKiC1 � .ai � 1/.`i � 1/C `iC1; (5.10)

.ai � 1/`i C `iC1 � ai .Ki C 1/CKiC1 � 1; (5.11)
Ki CKiC1 � .1 � ai /.1CKi /: (5.12)

Proof. We obtain (5.9) by substituting bi D `i �Ki C 1 into (5.8). Then (5.10) follows
from using Property (P3) in Lemma 5.3 which says that ni Cmi � 2ai � 2. Rearrang-
ing slightly, we get (5.11). Then the last inequality follows by using `i � 0 and adding
.1 � ai /Ki to both sides of (5.10).

From inequality (5.12), we get the following corollary.

Corollary 5.9. If i 2 W is a loop index, then

Ki < 0 H) Ki CKiC1 � 0

Furthermore, the equality holds when .Ki ; KiC1/ D .�1; 1/.

The lemma and corollary above will be used repeatedly in our reconstruction for the
loop and chain polynomials. In addition, they determine KS when S is a set of loop
indices that obeys the NP-rule.

Lemma 5.10. Let S � W be a set of loop indices that obeys the NP-rule. Then

KS � 0: (5.13)

Furthermore, we have the following cases:

� If KS D 0, then KS is a concatenation of .0/s and .�1; 1/s.

� If KS D 1, then KS is a concatenation of .0/s and .�1; 1/s with one copy of .1/,
.�1; 2/, or .�2; 3/. If .Ki ; KiC1/ D .�2; 3/, then ai D 2.

Proof. If there exists some index i 2 S such that Ki < 0, then i C 1 2 S by assumption
and Corollary 5.9 implies Ki CKiC1 � 0. Furthermore, Ki�1 � 0 if i � 1 2 S andX

j2S;
j¤i; iC1

Kj � KS :

If (5.13) fails, we can repeat the process above for all negative Ki and eventually get
a contradiction. Thus KS � 0.

Let A D ¹i 2 S j Ki � 0; Ki�1 � 0º. Then Corollary 5.9 impliesX
i2A

Ki � KS : (5.14)
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If KS D 0, then we get Ki D 0 for each i 2 A. Another application of Corollary 5.9
shows that the rest of the Ki are pairs of .�1; 1/.

If KS D 1, then (5.14) implies there is at most one j 2 A such that Kj D 1. If there
is one such j 2 A, then as the same discussion as above shows Ki D 0 for i 2 A; i ¤ j
and the rest of the Ki are pairs of .�1; 1/. If there is no such j 2 A, then Ki D 0 for
all i 2 A. For the rest of the Ki , besides pairs of .�1; 1/, there will be exactly one pair
.Ki ; KiC1/ such that Ki < 0;Ki CKiC1 D 1. Then the statement follows from (5.12)
and ai � 2.

Once we know KW , we can often solve for `W and mW C nW , as in the following
two lemmas.

Lemma 5.11. Let i 2 W be a loop index. Then

.Ki ; KiC1/ D .�1; 1/ H) .`i ; `iC1/ D .0; 0/ and mi C ni D 2ai � 2; (5.15)

.Ki ; KiC1/ D .�1; 2/ H) .`i ; `iC1/ D .1; 0/ or .0; 1/ or .0; 0/; (5.16)

.Ki ; KiC1/ D .�2; 3/ H) .`i ; `iC1/ D .0; 0/; (5.17)

.`i ; `iC1/ D .0; 0/ H) .Ki ; KiC1/ ¤ .1; 0/; (5.18)

.Ki ; `i /D .0; 1/;KiC1 � 0 H) .KiC1; `iC1/D .0; 0/ and mi Cni D 2ai �2: (5.19)

Proof. We can check this by using Lemma 5.8. More explicitly, we obtain the values of
.`i ; `iC1/ by plugging the values of .Ki ; KiC1/ into (5.11). Then the values of .mi ; ni /
will follow from (5.9). For (5.18), we get it from (5.9) and mi C ni � 0. For the last
property, we apply (5.10) to obtain 0 � KiC1 � `iC1. This implies KiC1 D `iC1 D 0
and the statement follows again from (5.9).

Lemma 5.12. Let i 2 S be a loop index where KS is a concatenation of .0/s and .�1;1/s,
and suppose iC1 2 S or KiC1 � 0. Then `i � 1, and `i D 1 implies mi Cni D 2ai �2.

Proof. Suppose `i � 2. ThenKi D 0 by (5.15). If i C 1 2 S , since KS is a concatenation
of .0/s and .�1; 1/s, we have KiC1 D 0 or �1. So KiC1 � 0. Then from (5.10),

0 � KiC1 � .ai � 1/.`i � 1/C `iC1:

But the right-hand side is strictly positive, which is a contradiction.
So `i � 1 as desired. If `i D 1, then we saw in the previous paragraph that Ki D 0.

Since KiC1 � 0, the remainder of the result follows from (5.9) and (5.16).

5.3.2. Reduction to atomic types. We are now ready to prove the first big lemma.

Lemma 5.13. Let X be a correlator of type X�1 for W D
L
Wi . There is a unique j

such that KWj D 1. If i ¤ j , then KWi D 0.

Proof. We will prove thatKWj � 0 for each j . Then the result follows from Property (P2).
We have three cases, depending on the atomic type ofWj . IfWj is a Fermat, thenKWj � 0
by Lemma 5.5. If Wj is a loop, then KWj � 0 by Lemma 5.10.
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So assume Wj is a chain with variables x1; : : : ; xN . We know

aN bN D `N CmN C nN C 2 � `N C 2aN :

This implies
KN D `N � bN C 1 � `N .1 � 1=aN / � 1 � �1: (5.20)

Moreover, if KN D �1, then the inequality above implies `N D 0.
Assume now for contradiction that KWj � �1. If ¹1; : : : ; N � 1º does not obey the

NP-rule, then KN�1 < 0. So by (5.12), KN�1 CKN � 0 and also KN�2 � 0. Thus
¹1; : : : ; N � 2º obeys the NP-rule. So Lemma 5.10 shows

P
i<N�1Ki � 0. Combining

KN�1 CKN � 0, this contradicts our assumption that KWj � �1. Thus ¹1; : : : ; N � 1º
obeys the NP-rule. So (5.13) in Lemma 5.10 and (5.20) imply

KN D �1;
X
i<N

Ki D 0:

We use Lemma 5.10 to find three possibilities for KWj
. In each case we use (5.11) to

compute `Wj
and (5.9) to compute mWj

C nWj
. Also recall that (5.20) implies `N D 0

so mN C nN D 2aN � 2. We list all the possibilities here, using the notation K D KWj

and so forth. Also we let Mi D 2ai � 2. We will omit the subscript in Mi in the way that
the M which appears in the i -th spot represents Mi .
� K D .: : : ; 0;�1/, nCm D .: : : ; aN�1;M/,
� K D .�1; 1; : : : ;�1; 1;�1/, nCm D .M; 0; : : : ;M; 0;M/,
� K D .: : : ; 0;�1; 1; : : : ;�1; 1;�1/, nCm D .: : : ; ar ;M; 0; : : : ;M; 0;M/.

In each case, ˛ and ˇ cannot both satisfy Property (P3) in Lemma 5.3. This contradicts
our assumption that X is of type X�1.

Now we know what .KW1 ; KW2 ; : : : / looks like: it is a tuple of zeros with a single 1.
The next lemma investigates the form of KWj

when KWj D 0.

Lemma 5.14. Let X be a correlator of type X�1. If KW D 0, then the following hold:

(1) If W is a Fermat, then ` D 0.

(2) If W is a loop, then for all i 2 W we have `i � 1.

(3) If W is a chain with KN � 0, then for all i 2 W we have `i � 1.

Furthermore, if `i D 1, then mi C ni � ai .

Proof. The claim for the Fermat type follows from (5.7) when we substitute K D 0.
If W is a loop, by Lemma 5.10 the tuple KW is some concatenation of .�1; 1/s and

.0/s. Also, for every i 2 W , certainly iC1 2 W . So this result follows from Lemma 5.12.
Finally, letW be a chain. We will show that K is a concatenation of .0/s and .�1; 1/s.

If the set ¹1; : : : ; N � 1º obeys the NP-rule, then
P
i<N Ki � 0. Since KN � 0 andP

i Ki D 0, we must have X
i<N

Ki D KN D 0

and by Lemma 5.10, the vector .K1; : : : ; KN�1/ is a concatenation of .0/s and .�1; 1/s.
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On the other hand, if ¹1; : : : ; N � 1º does not obey the NP-rule, then KN�1 � �1.
But then (5.12) shows that KN�2 cannot be negative, so the set ¹1; : : : ; N � 2º obeys the
NP-rule. Also (5.12) shows thatKN�1CKN � 0, so

P
i�N�2Ki � 0. Then Lemma 5.10

tells us that X
i�N�2

Ki D KN�1 CKN D 0:

So .K1; : : : ; KN�2/ is a concatenation of .0/s and .�1; 1/s. Also KN D �KN�1, and
plugging into (5.12) tells us that 0 � .1 � ai /.1CKN�1/: This means thatKN�1 D �1,
so KN = 1.

Thus K is a concatenation of .0/s and .�1; 1/s. Then Lemma 5.12 proves this lemma
for i < N . Thus we only need to check when i D N . We have seen above that KN is
0 or 1. If KN D 1, we saw above that KN�1 D �1 and so by Lemma 5.11, `N D 0. If
KN D 0, then (5.20) says

`N � aN =.aN � 1/:

If aN � 3, then `N � 1, and if `N D 1, then mN C nN D 2aN � 3 � aN .
If `N D aN D 2, then there are two possibilities:
� K D .: : : ;�1; 1; 0/, ` D .: : : ; 0; 0; 2/, mC n D .: : : ;M; 1;M/,
� K D .: : : ; 0; 0/, ` D .: : : ; 0; 2/, mC n D .: : : ; aN�1 C 1;M/.

Here M D 2a � 2. We used (5.11) and (5.9) to compute ` and mC n, respectively. In
both cases, the form of mC n contradicts Property (P3) in Lemma 5.3.

Then `N � 1, as desired. In fact, we will show that when aN D 2, we have `N D 0,
so the remainder of the lemma is vacuously true in this case. For if `N D 1, then there are
three possibilities:
� K D .: : : ; 0;�1; 1; : : : ;�1; 1; 0/, ` D .: : : ; 0; 0; 0; : : : ; 0; 0; 1/, mC n D .: : : ; ar ;

M; 0; : : : ;M; 0; 1/,
� K D .�1; 1; : : : ;�1; 1; 0/, ` D .0; 0; : : : ; 0; 0; 1/, mC n D .M; 0; : : : ;M; 0; 1/,
� K D .: : : ; 0; 0/, ` D .: : : ; 0; 1/, mC n D .: : : ; aN�1; 1/.

In each case, the form of mC n contradicts Property (P3) in Lemma 5.3.

In the remainder of this paper we will repeatedly reconstruct correlators using Lem-
ma 5.2. This lemma allows us to write X D AC B C C C S , where A, B , and C are
k-point correlators and S is a linear combination of correlators with fewer than k inser-
tions. If X is a correlator of type X�1, it is critical to understand when A, B , and C have
type X�1 and how KA, KB , and KC relate to KX .

IfA ¤ 0 has the form of (5.1), then by Lemma 5.3 it satisfies (P1) and (P2). Moreover,
if A satisfies (P3), then it is of type X�1, and in this case bXi D b

A
i because the changes

in `Xi ; m
X
i , and nXi cancel each other out. Hence

KXi �K
A
i D `

X
i � `

A
i :

If A does not satisfy (P3), then we reduce its insertions so they are in the stan-
dard basis, yielding an equivalent correlator A0 of type X�1. Suppose the reconstruction
only affected variables in the direct summand Wj of W ; i.e., `Xi D `

A
i ; m

X
i D m

A
i , and
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nXi D n
A
i for all i not in Wj . Then mAi D m

A0

i and nAi D n
A0

i for all i … Wj (though we
may have mAi ¤ m

A0

i for some i 2 Wj ). Hence by the above discussion,

KXWk D K
A
Wk
D KA

0

Wk

for all k ¤ j . Then (P2) implies

KXWj D K
A
Wj
D KA

0

Wj

as well.
The same argument above works for the other two correlators B and C as well. These

observations lead to the following remark.

Remark 5.15. Suppose Lemma 5.2 yields an equation X D AC B C C C S with X ,
A, B , and C correlators. We have the following results for A:
(1) If A ¤ 0 is of type X�1, then KXi �K

A
i D `

X
i � `

A
i .

(2) IfA0 is obtained fromA by writing its insertions in the standard basis, and if `Xi D `
A
i ,

mXi D m
A
i , and nXi D n

A
i for all i not in Wj , then KXWj D K

A
Wj
D KA

0

Wj
for all k

(including k D j ).
Furthermore, if A is any nonvanishing correlator of type X�1, then:
(3) If there exists i 2 Wj with `i � 2 and Wj is a chain with KAN � 0, a Fermat, or a

loop, then by Lemma 5.14 we have KAWj D 1.
The same results above are true for correlators B and C as well.

Definition 5.16. A correlator X is called of type X0 for W D
L
Wj if X is of type X�1

with KW1 D 1 and KWj D 0 for j > 1, andX
i2W1

`i � 2: (5.21)

The main result of this section is to reconstruct correlators of type X�1 from correla-
tors of type X0, see Proposition 5.18. By using the Jacobi relations, it is not hard to get
the following lemma.

Lemma 5.17. Let ˛ D xm11 � � � x
mN
N be a monomial in the standard basis of a chain

polynomial. If i < N , then either xi˛ D 0, or when xi˛ is written in the standard basis
as

x
m0
1

1 � � � x
m0
N

N ;

with m0N D mN .

Proposition 5.18 (Splitting Principle). Any correlator of type X�1 can be reconstructed
from correlators of type X0 and correlators with fewer insertions.

Proof. Let X be a correlator of type X�1. Using Lemma 5.13 and reordering the sum-
mands of W if necessary, we may assume KW1 D 1 and KWj D 0 for j > 1. If for all
j > 1, the summand Wj is a Fermat, then Lemma 5.14 shows `i D 0 for i 2 Wj for
j > 1. Then since

P
i2W `i � 2, we know (5.21) holds.
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Now assume that (5.21) does not hold for X . Then we can assume that W2 is a loop
or chain polynomial and that there is i 2 W2 with `i � 1.

IfW2 is a chain, we do some preparatory reconstruction so Lemma 5.14 is applicable.
Let us label the last variable of W2 by N2. We know from (5.20) that KN2 � �1. If
KN2 D �1, we saw in the proof of Lemma 5.13 that `N2 D 0 (so in particular i ¤ N2)
and mN2 D nN2 D aN2 � 1, so X D hxi ; : : : ; xN2˛; ˇi. Now apply the Reconstruction
Lemma 5.2 with 
 D ˇ, ı D xi , � D xN2 , and � D ˛. Then

X D hxN2 ; : : : ; xi˛; ˇi � hxN2 ; : : : ; xiˇ; ˛i C hxi ; : : : ; ˛; xN2ˇi C S: (5.22)

If these correlators are nonvanishing, by Remark 5.15 (2) they each have KW1 D 1. Also
KN2 � 0 for the first two since `N2 � 1. If KN2 D �1 for the last correlator, then it
vanishes because mN2 D aN2 � 2 ¤ aN2 � 1. Thus we may assume KN2 � 0.

Now we return to the general case where W2 is a chain or a loop. By Lemma 5.14,
we know `i D 1 andX D hxi ; xk ; : : : ; xi˛; ˇi for some k ¤ i . Apply the Reconstruction
Lemma with 
 D ˇ, ı D xk , � D xi , and � D ˛, yielding

X D hxi ; xi ; : : : ; ˇ; xk˛i � hxi ; xi ; : : : ; ˛; xkˇi C hxi ; xk ; : : : ; ˛; xiˇi C S: (5.23)

We need to check that ifW2 is a chain, Lemma 5.14 is still applicable to each of these
correlators; i.e., KN2 � 0. Now if k 2 W2 and k D N2, swap the values of i and k. This
way we can assume k ¤ N2 (since i and k were distinct). There are two cases:
� If i D N2, then all three of the correlators above have `N2 > 0, so each hasKN2 � 0.
� If i ¤ N2, by Lemma 5.17, the exponentsmN2 and nN2 do not change when we write

the correlator insertions in the standard basis. Thus KN2 is unaffected, and so is still
nonnegative for each correlator.
Now we apply Lemma 5.14 to the first two correlators in (5.23): if they do not vanish,

KW2 D 1, since `i � 2. Thus these correlators have the desired form. Now, the third cor-
relator still hasKW2 D 0 by Remark 5.15 (2). Therefore, we can repeat this reconstruction
on the third correlator. Eventually the third correlator will have mi C ni � ai � 1, which
contradicts Lemma 5.14 (and thus this final correlator vanishes).

5.4. Atomic reconstruction and Fermat type

Now let us restate part (1) of Theorem 3.3.

Proposition 5.19. LetW be an invertible polynomial and writeW T as the sum of mono-
mials W T DM1 C � � � CMN . Then the potential F SG

0;W T ;�
is completely determined by

the Frobenius algebra structure and the correlators

hxi ; xi ;Mi=x
2
i ; �W T i; (5.24)

where Mi is a Fermat summand xa with a > 2; any monomial of a loop summand; or
the final monomial of a chain summand. Moreover, given an isomorphism of graded
Frobenius algebras ‰ W Jac.W T / Š .HW ; ?/ satisfying (2.14), the potential F FJRW

0;W is
similarly determined by the correlators h‰.xi /; ‰.xi /; ‰.Mi=x

2
i /; ‰.�W T /i.
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We will give a complete proof of this proposition in this section and in Section 7. The
proof uses the WDVV equations, Jacobi relations (FJRW ring relations), and properties
shared by correlators in both models. Since our proof of the first claim in Proposition 5.19
essentially uses only Lemma 4.1 and Lemma 5.2, the second claim is an immediate
corollary.

5.4.1. Atomic reconstruction. After reordering the summands of W so that xi is in W1,
the correlators in (5.24) are all of type X0. We say the correlators in (5.24) have final type.
According to Splitting Principle Proposition 5.18, in order to prove Proposition 5.19,
it suffices to reconstruct correlators of type X0 from correlators of final type. We will
prove this reconstruction in three cases, depending on whether the atomicW1 is a Fermat,
chain, or loop. This is called atomic reconstruction.

In each case, we filter the correlators with several types, denoted by Fk , Ck , and Lk ,
respectively. Correlators of type F0 (or C0, L0) are correlators of type X0, where W1 is
a Fermat (or chain, loop) polynomial. The types with the largest values of k are correlators
of final type.

For each atomic type, we prove Proposition 5.19 by induction on k. In the k-th step,
we reconstruct a correlator of type Fk�1 (or Ck�1;Lk�1) from correlators of type F�k
(or C�k ;L�k), correlators that vanish, and correlators with fewer insertions.

Remark 5.20. Let X be a correlator of type X�1 with KWj D 1 and KWi D 0 for i ¤ j
and

P
r2Wj

`r � 2. By reordering the summands of W we can assume j D 1, so X is of
type X0. In the remainder of our reconstruction argument we will make this assumption
whenever possible. When X is of type X0, we let K D KW1

and we use `;m, and n

similarly.

5.4.2. Atomic reconstruction of Fermat type. This subsection proves Proposition 5.19
for W D

L
Wi when W1 is a Fermat polynomial W1 D xa with a > 2. We start with the

following definition.

Definition 5.21. Let X be of type F0 for W. Then:
� X is of type F1 if X D hx; x; xa�2˛; xa�2ˇi.
� X is of type F2 if X D hx; x; xa�2; �W T i.

Now we prove Proposition 5.19 in two steps.

Step 1. Let X be a correlator of type F0. Using (5.7), we have

K � `

�
1 �

1

a

�
C
1

a
� 1:

Plugging in K D 1, we get ` � 2, so ` D 2. Then (5.6) shows that mC n D 2a � 4. So
we know

X D hxi1 62 W1; : : : ; xis 62 W1; x; x; x
a�2˛; xa�2ˇi

with ˛; ˇ 2 W �W1. If X has four insertions, then it is of type F1 and we are done.
If not, there is some insertion xi , where i 62 W1. Apply the Reconstruction Lemma 5.2
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with ı D xi , � D x, � D xa�3˛, and 
 D xa�2ˇ. Then �
 has a factor of xa�1 which
is zero in Jac.W T /. But the two remaining terms (with 
ı and �ı) have ` D 3, and so
these correlators must also vanish (if KW1 D 1, then `1 � 2; if KWj D 0, then j̀ D 0 by
Lemma 5.14). So we can reconstructX from correlators with strictly fewer insertions.

Step 2. Let X D hx; x; xa�2˛; xa�2ˇi be a correlator of type F1. Apply the Reconstruc-
tion Lemma 5.2 with 
 D x, � D xa�2, � D ˛, and ı D xa�2ˇ. Then 
� and 
ı both
vanish because they have a factor of xa�1, and we get

X D hx; x; xa�2; xa�2˛ˇi:

Now by the Dimension Axiom in Lemma 4.1, if X ¤ 0, the product ˛ˇ must be pro-
portional to the unique element of top degree in Jac.W T �W T

1 /. Hence X is a scalar
multiple of a correlator of type F2.

The strategies to prove Proposition 5.19 for chain and loop types are similar to the one
for Fermat type, but much more complicated. We leave a complete proof in Section 7.

6. Computation

The goal of this section is to compute the correlators in Theorem 3.3. In the A-model
side, the most powerful tool is from an orbifold Grothendieck–Riemann–Roch formula.
When the correlator in Theorem 3.3 is concave, then the virtual cycle can be extracted
from a top Chern class (6.15), which will imply the very useful formula (6.16) by [7]. By
analyzing the combinatorial aspect of the insertions in the A-model correlators, we will
show that most of them in Theorem 3.3 are concave. We will compute these concave corre-
lators in this section and leave the computations of the nonconcave cases in Appendix A.
In the B-model side, the values of the correlators in Theorem 3.3 follow directly from
Li–Li–Saito’s perturbative formula [22].

6.1. A-model computation: Concavity and nonconcavity

We prove part (2) of Theorem 3.3.

Proposition 6.1. Let qi be the i -th weight ofW and letMi be any monomial of a Fermat
or loop summand, or the final monomial of a chain summand in W T . Then

h‰.xi /; ‰.xi /; ‰.Mi=x
2
i /; ‰.�W T /iW0 D qi :

For notational convenience, in this section we will let �i D ‰.xi /; Si D ‰.Mi=x
2
i /,

and H D ‰.�W T /. By the symmetry of a loop polynomial, it suffices to prove Proposi-
tion 6.1 for i D N . Thus it suffices to compute the correlator

X D h�N ; �N ; SN ;H i: (6.1)

Lemma 6.2. Suppose W D
L
Wi and xN is a variable in the summand Wj . Then

h�N ; �N ; SN ; ‰.�W T /iW0 D h�N ; �N ; SN ; ‰.�W T
j
/i
Wj
0 :
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Proof. By [13, Theorem 4.2.2], we have

ƒW0;4.�N ; �N ; SN ; ‰.�W T // D ƒ
Wj
0;4.�N ; �N ; SN ; ‰.�W T

j
//
Y
i¤j

ƒ
Wi
0;4.1; 1; 1; ‰.�W T

i
//:

HereƒWi0;4.1; 1; 1; ‰.�W T
i
// 2 H 0.M0;4/, so we treat it as a scalar. By [13, Axiom C4 of

Theorem 4.2.2], we get

ƒ
Wi
0;4.1; 1; 1; ‰.�W T

i
// D

Z
M0;3

ƒ0;3.1; 1; ‰.�W T
i
// D h1; ‰.�W T

i
/i D 1:

Because of this result, in the remainder of this section we will assume that W is an
atomic polynomial. Before we start the computation, let us state some useful formulas for
each atomic type. Recall that �.i/j is the .i; j /-th entry of the matrix E�1W .

Fermat formulas. Let W D xa. Then i D N D 1, and

q1 D �
.1/
1 D

1

a
: (6.2)

Chain formulas. Let W D xa11 x2 C x
a2x3 C � � � C x

aN�1
N�1 xN C x

aN
N . Then

EW D

0BBBBB@
a1 1

a2 1
: : :

: : :

aN�1 1

aN

1CCCCCA ;
and

�
.i/
j D .�1/

j�i

jY
kDi

1

ak
; j � i;

�
.i/
j D 0; j < i:

(6.3)

Since qi D
PN
jD1 �

.i/
j , we have

qi D

NX
jDi

.�1/j�i
jY
kDi

1

ak
: (6.4)

Loop formulas. Let W D xa11 x2 C x
a2x3 C � � � C x

aN�1
N�1 xN C x

aN
N x1. Then

EW D

0BBBBB@
a1 1

a2 1
: : :

: : :

aN�1 1

1 aN

1CCCCCA :
Define

LW D

 
NY
kD1

ak C .�1/
NC1

!�1
:
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Then

�
.i/
j D .�1/

j�i

 
NY

kDjC1

ak

! 
i�1Y
kD1

ak

!
LW ; j � i;

�
.i/
j D .�1/

NCj�i

 
i�1Y

kDjC1

ak

!
LW ; j < i:

(6.5)

Here we use the convention that an empty product is 1. These formulas lead to the
following expression for the i -th weight of W :

qi D

NX
jDi

.�1/j�i

 
NY

kDjC1

ak

! 
i�1Y
kD1

ak

!
LW C

i�1X
jD1

.�1/NCj�i

 
i�1Y

kDjC1

ak

!
LW : (6.6)

6.1.1. Combinatorial preparation. Let c be an integer such that c 2 Œ�2; 2�, we define

Yi;c WD qi C c�
.i/
N : (6.7)

The following results are useful later.

Lemma 6.3. For W D xa11 x2 C x
a2
2 x3 C � � � C x

aN�1
N�1 xN C x

aN
N with aN > 2, we have

Yi;c 2 .0; 1/ except:

� YN;�2 2 .�1; 0/,

� YN;�1 D 0,

� YN�1;2 D 0 and YN;2 D 1 if aN D 3.

Proof. From (6.7), (6.4), and (6.3), we have

Yi;c D

NX
jDi

.�1/j�i
jY
kDi

1

ak
C c.�1/N�i

NY
kDi

1

ak
:

If i D N , then

YN;c D
c C 1

aN

and the result follows since aN > 2. If i < N , then since qi in (6.4) is an alternating
series, with strictly decreasing absolute value for each term, and since jcj � 2, the result
follows from

0 �

�
1 �

3

aN

�N�1Y
kDi

1

ak
�

N�1Y
kDi

1

ak
� .jcj C 1/

NY
kDi

1

ak

� Yi;c <
1

ai
C jcj

NY
kDi

1

ak
�
1

ai
C

2

aiaN
< 1:

Here Yi;c D 0 if and only if the first three equalities hold. That happens if and only if
aN D 3; c D 2, and i D N � 1.
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Lemma 6.4. Let W D xa11 x2 C x
a2x3 C � � � C x

aN�1
N�1 xN C x

aN
N x1.

(1) If N � i is odd, then Yi;c 2 .0; 1/ except

� Y1;1 D 0 if N D aN D 2,

� Y1;2 D 0 if N D 2; aN D 3,

� YN�1;2 2 .�1; 0/ if N > 2 and aN D 2.

(2) If N � i is even, then Yi;c 2 .0; 1/ except

� Y2;1 D 1 if i D N D 2; aN D 2,

� YN;2 D 1 if i D N > 2; aN D 3,

� YN;2 2 .1; 2/ if i D N > 2; aN D 2,

� YN;c 2 .�1; 0/ if N > 2 and c D �1;�2.

Proof. (1) N � i is odd. In this case, by (6.5) and (6.6), we first write Yi;c as

Yi;c D

N�1�i
2X
rD1

.ai�1C2r � 1/

 
NY

kDiC2r

ak

! 
i�1Y
kD1

ak

!
LW

C .aN � .c C 1//

 
i�1Y
kD1

ak

!
LW C

b i2 cX
rD1

 
i�1Y
kD2r

ak �

i�1Y
kD2rC1

ak

!
LW : (6.8)

If N D 2, then i D 1 and the result follows from

Y1;c D .aN � .c C 1//LW :

If N > 2, then the sum of first and third line on the right-hand side of equation (6.8) is
strictly positive. We know Yi;c > 0 as long as the second line is nonnegative or the first
line is nonzero. Thus Yi;c < 0 only if

c D aN D 2 and i D N � 1:

In order to prove the other side of the inequality, if i < N � 1, we rewrite Yi;c as

Yi;c D

 
NY

kDiC1

ak

! 
i�1Y
kD1

ak

!
LW

�

N�3�i
2X
rD1

.aiC2r � 1/

 
NY

kDiC2rC1

ak

! 
i�1Y
kD1

ak

!
LW

� .aN�1aN � .aN � c//

 
i�1Y
kD1

ak

!
LW

�

b i2 cX
rD1

 
i�1Y

kD2r�1

ak �

i�1Y
kD2r

ak

!
LW :



W. He, S. Li, Y. Shen, R. Webb 2952

Since

.aN�1aN � .aN � c//

 
i�1Y
kD1

ak

!
LW � 0;

we get

Yi;c �

 
NY

kDiC1

ak

! 
i�1Y
kD1

ak

!
LW < 1:

If i D N � 1, the result follows from a similar discussion by rewriting YN�1;c from (6.6),

YN�1;c D .aN � c/

 
N�2Y
kD1

ak

!
LW C

N�2X
jD0

.�1/jC1

 
N�2Y
kDjC1

ak

!
LW :

(2) N � i is even. In this case, the result follows from a similar discussion by rewrit-
ing Yi;c as

Yi;c D

N�i
2X
rD1

.ai�1C2r � 1/

 
NY

kDiC2r

ak

! 
i�1Y
kD1

ak

!
LW

C ..1C c/a1 � 1/

 
i�1Y
kD2

ak

!
LW

C

b i�12 cX
rD1

 
i�1Y

kD2rC1

ak �

i�1Y
kD2rC2

ak

!
LW :

Now we continue with our computation of X D h�N ; �N ; SN ;H i. We notice that
SN D �

aN�2
N whenW is a Fermat polynomial and SN D �N�1�

aN�2
N whenW is a chain

or loop polynomial as above. We will sometimes use �N ; SN and H to denote the corre-
sponding sector and use the symbols � .i/N , S .i/N , andH .i/ to refer to the i -th phase of these
sector.

Lemma 6.5. For each atomic type polynomial W with no variable of weight 1=2, we
have

�
.i/
N D qi C �

.i/
N � bqi C �

.i/
N c;

H .i/
D 1 � qi ;

S
.i/
N D qi � 2�

.i/
N C ı

i
N :

Recall that Li is the i -th orbifold line bundle in the W -structure. If .N; aN / ¤ .2; 2/,
then on each smooth fiber, the degree of Li is

li WD degLi D �1 � ıiN : (6.9)

Proof. The proof is a direct computation using the ring isomorphism in Theorem 2.14.
Lemma 6.3, Lemma 6.4 and equation (6.2) show that the quantities listed are in Œ0; 1/. In
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particular, if N D aN D 2, i.e., W D xa11 x2 C x
2
2x1, then

qN C �
.N/
N D 1:

Otherwise, qi C �
.i/
N 2 Œ0; 1/. Then (6.9) follows, since

li WD degLi D 2qi � 2�
.i/
N � S

.i/
N �H

.i/

D 2qi � 2.qi C �
.i/
N / � .qi � 2�

.i/
N C ı

i
N / � .1 � qi /

D �1 � ıiN :

The GW -decorated graphs in Figure 1 will be useful in the computation of X .

�N

�N

H

SN


1;C 
1;�
�N

H

�N

SN


2;C 
2;�
�N

SN

�N

H


2;� 
2;C

Fig. 1. Boundary strata on W0;4.�N ; �N ; SN ;H/.

Note that the two graphs on the right are the same. Here the element 
k;˙ 2 GW is
chosen uniquely such that the Integer Degree Axiom (2.5) is satisfied for each component.
It is possible that H
k;˙

D ;. Let 
 .i/
k;˙

be the i -th phase of 
k;˙ and´
h
.i/
1;C WD qi � 2�

.i/
N ; h

.i/
1;� WD qi � S

.i/
N �H

.i/;

h
.i/
2;C WD qi � �

.i/
N �H

.i/; h
.i/
2;� WD qi � �

.i/
N � S

.i/
N :

(6.10)

Let `.i/
k;C

(`.i/
k;�

) be the degree of the line bundle Li on the left(right) component of the
k-th graph above for k D 1; 2. It follows that

`
.i/

k;˙
D

j
h
.i/

k;˙

k
; (6.11)



.i/

k;˙
D h

.i/

k;˙
�

j
h
.i/

k;˙

k
: (6.12)

In particular, if .N; aN / ¤ .2; 2/, we can use the symbol in (6.7) to rewrite the following
numbers: 8̂̂̂̂

<̂̂
ˆ̂̂̂:

qi D Yi;0; �
.i/
N D Yi;1;

H .i/
D 1 � Yi;0; S

.i/
N D Yi;�2 C ı

i
N ;

h
.i/
1;C D �Yi;2; h

.i/
1;� D Yi;2 � 1 � ı

i
N ;

h
.i/
2;C D Yi;�1 � 1; h

.i/
2;� D �Yi;�1 � ı

i
N :

(6.13)

6.1.2. Concavity Axiom. Now we introduce the Concavity Axiom from [13] to compute
the necessary FJRW invariants. We recall the universal W -structure .L1; : : : ;LN / on the
universal curve � W C!Wg;k.
1; : : : ; 
k/. A correlator h�1; : : : ; �kig is called concave
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if all the insertions �j are narrow and for each geometric point ŒC � 2Wg;k.
1; : : : ; 
k/,

H 0.C;Li / D 0; 1 � i � N: (6.14)

In this case, ��.
LN
iD1 Li /D 0,R1��.

LN
iD1 Li / is locally free, and the Concavity Axiom

(see [13, Theorem 4.1.8]) implies

ŒWg;k.�
1;:::;
k /�
vir
D ctop

 
R1��

 
NM
iD1

Li

!!_
\ ŒWg;k.�
1;:::;
k /�: (6.15)

Here ctop is the top Chern class and ŒWg;k.�
1;:::;
k /� is the fundamental cycle. Then
[7, Theorem 1.1.1] expresses the FJRW virtual cycles in terms of tautological classes
on Mg;k . In particular, on M0;4 we have R1��Li ¤ 0 for some unique Li and

h�1; : : : ; �ki D

Z
M0;4

 
B2.qi /

2
�1 �

4X
jD1

B2.‚
.i/

j /

2
 j C

X
�cut

B2.‚
.i/


C
/

2
Œ�cut�

!
: (6.16)

Here �1 is the first kappa class,  j is the j -th psi class, B2 is the second Bernoulli
polynomial that B2.x/ D x2 � x C 1

6
, and �cut are all the fully GW -decorated graphs

on the boundary. For the correlator X D h�N ; �N ; SN ;H i in (6.1), the graphs are listed
in Figure 1.

Lemma 6.6. Consider the correlator X D h�N ; �N ; SN ;H i in (6.1). Assume aN > 2. If
for k D 1; 2, the unordered pairs .`.i/

k;C
; `
.i/

k;�
/ satisfy

.`
.N/

k;C
; `
.N/

k;�
/ 2 ¹.�2;�1/º; .`

.i/

k;C
; `
.i/

k;�
/ 2 ¹.�1;�1/; .�1; 0/º; i < N; (6.17)

and the sectors of ‚N , SN and H are narrow, then

X D
1

2

"
�qN .1 � qN /C

4X
jD1

‚.N/
j
.1 �‚.N/
j

/ �
X
�cut

‚.N/
C
.1 �‚.N/
C

/

#
: (6.18)

Proof. For a singular curve ŒC � 2W0;4.�N ; �N ; SN ;H/, from (6.10) and (6.11), we
know

`
.i/

k;C
C `

.i/

k;�
D

j
h
.i/

k;C

k
C

j
h
.i/

k;�

k
D �1 � ıiN � ınarrow; (6.19)

where ınarrow is 1 when the local isotropy group at the node acts nontrivially on the fiber
and 0 otherwise. Thus we can check (6.17) holds.

To apply Concavity Axiom (6.15), we must check (6.14), which is true if the line bun-
dle degrees are negative on all components of all stratifications. Combine (6.9), we only
need to check when .`.i/

k;C
; `
.i/

k;�
/ D .�1; 0/ and i < N . According to (6.19), the unique

node n 2 C must be broad. We denote the normalization of C by p W C1 q C2 ! C , and
get a long exact sequence

0! H 0.C;Li jC /! H 0.C1;Li jC1/˚H
0.C2;Li jC2/! H 0.n;Li jn/

! H 1.C;Li jC /! H 1.C1;Li jC1/˚H
1.C2;Li jC2/! 0:

Let us focus on the first line. Since .`.i/
k;C
; `
.i/

k;�
/ D .�1; 0/, the third term is just C. The

broadness implies that the last arrow is an isomorphism. Thus (6.14) follows.
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Now we apply the Riemann–Roch formula to (6.9) and (6.17). Then R1��Li<N D 0,
and R1��LN is a vector bundle of rank 1. Now formula (6.18) follows from equa-
tion (6.16) and Z

M0;4

�1 D

Z
M0;4

 i D

Z
M0;4

Œ�cut� D 1:

6.1.3. Chain computation. Let

W D x
a1
1 x2 C x

a2
2 x3 C � � � C x

aN�1
N�1 xN C x

aN
N

with aN > 2. Combine Lemma 6.3 with the notation in (6.13), we get the following
corollary.

Corollary 6.7. The sectors ‚N , SN , and H are narrow. That is, 1 � i � N , � .i/N ;H .i/,
and S .i/N are in .0; 1/ for all 1 � i � N . Furthermore, we have

�1 � h
.i/
1;C � 0 and �1 � h

.i/
2;C < 0:

The first equality holds if and only if i D N and aN D 3: The second equality holds if
and only if i D N � 1 and aN D 3. The third equality holds if and only if i D N .

Using (6.11), (6.12), and (6.19), it is easy to check that the corollary above implies

.`
.i/
1;C; `

.i/
1;�/ D

´
.0;�1/ if i D N � 1; aN D 3;
.�1;�1 � ıiN / otherwise,

and
.`
.i/
2;C; `

.i/
2;�/ D .�1;�1 � ı

i
N /:

Then by Lemma 6.6, only LN has nonzero contribution to the correlator X and (6.18) is
applicable. A direct computation shows

�
.N/
N D 2qN ; H .N/

D S
.N/
N D 1 � qN ; 


.N/
1;C D 1 � 3qN ; 


.N/
2;C D 0:

We plug these numbers into (6.18) and get

X D
1

2

�
2.2qN /.1 � 2qN /C 2.1 � qN /qN � qN .1 � qN /

� .1 � 3qN /3qN � 2.0/.1 � 0/
�
D qN :

6.1.4. Loop polynomial W D xa11 x2 C x
a2x3 C � � � C x

aN�1
N�1 xN C x

aN
N x1. If aN > 2,

we again have concavity. Recall the notations in (6.13), we know that Lemma 6.4 implies
H .i/; S

.i/
N ; �

.i/
N 2 .0; 1/, and

� h
.N/
1;C; h

.N/
2;� 2 .�1; 0/ and h.N/1;� ; h

.N/
2;C 2 .�2;�1/ if aN > 3,

� h
.i/

k;C
; h
.i/

k;�
2 Œ�1; 0� otherwise.

Moreover, we know h
.i/

k;C
C h

.i/

k;�
D �1 � ıiN for all k D 1; 2. According to (6.11), we

have:
� The pair .`.N/1;C; `

.N/
1;� / D .�1;�2/ and the pair .`.N/2;C; `

.N/
2;� / D .�2;�1/ if aN > 3.

� The pair .`.i/
k;C
; `
.i/

k;�
/ 2 ¹.�1;�1/; .�1; 0/º otherwise.
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Thus the correlator X satisfies the condition in Lemma 6.6 and we can apply (6.18) to
compute its value. A direct computation shows

�
.N/
N D YN;1; H .N/

D 1 � YN;0; S
.N/
N D 1C YN;�2;



.N/
1;C D 1 � YN;2; 


.N/
2;C D YN;�1:

As a consequence, we have

X D
1

2

�
2 YN;1.1 � YN;1/C .1 � YN;0/ YN;0 C .1C YN;�2/.�YN;�2/

�YN;0.1 � YN;0/ � .1 � YN;�2/.YN;�2/ � 2 YN;�1.1 � YN;�1/

�
D qN :

If aN D 2, then X is never concave. We can classify them into three exceptional fam-
ilies. The computation of each family is known. We list the computations in Appendix A.

6.2. B-model computation: A perturbative formula

In this subsection we prove part (3) of Theorem 3.3.

Proposition 6.8. Let qi be the i -th weight ofW and letMi be any monomial of a Fermat
or loop summand, or the final monomial of a chain summand in W T . Then

hxi ; xi ;Mi=x
2
i ; �W T i D �qi : (6.20)

Proof. Since the variables are symmetric in loop case, we only need to deal with i D N .
Let f D W T . We recall that the perturbative formula (2.10) takes the following form:

e
F�f
z �.z; s/D

�
dNx

�
1C z�1

X
˛

J˛�1�˛ C z
�2
X
˛

J˛�2�˛ C � � �

��
2Hf ŒŒs��: (6.21)

By definition (2.11) and equation (2.10), we know

hxN ; xN ;MN =x
2
N ; �W T i D

@4F SG
0;f;�

@2txN @tS@tH

ˇ̌̌̌
tD0

D
@3J1�2.t/

@2txN @tS

ˇ̌̌̌
tD0

: (6.22)

Here we denote S WDMN =x
2
N ;H WD �W T and t˛ is the flat coordinate dual to �˛ . Fol-

lowing the notations in Section 2.2.2, we use the subscript .� k/ to denote the k-th Taylor
expansion in terms of s (or t). As shown in [23, Proposition 3.12], the perturbative for-
mula implies that .F SG

0;f;�
/.�4/.t/ depends on �.�1/.s/, the primitive form up to first order,

only. The algorithm described in Section 2.2.2 shows that

�.�1/.s/ D Œd
Nx�:

Therefore we only need to expand the 1eft-hand side of (6.21) using �.�1/.s/�
dNx

�
1C

F � f

z
C
1

2Š

�
F � f

z

�2
C
1

3Š

�
F � f

z

�3
CO.s4/

��
to compute the 4-point function. The term J1�2 corresponds to the coefficient in front of
z�2Œ�1d

Nx� D z�2ŒdNx�. The correlation function (6.22) comes from t2XN tSz
�2ŒdNx�.
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The contribution from 1
2Š
.F�f

z
/2 is s

2
1

2
: This has no contribution to the right-hand side

of equation (6.22), since equation (2.9) shows

s˛ D t˛ CO.t2/:

It follows that the correlator hxN ; xN ;MN =x
2
N ; �W T i is just twice of the coefficient of

s2xN sS z
�2�1 in 1

3Š
.F�f

z
/3 (again using s˛ D t˛ CO.t2/:). On the other hand, since

xN xN
MN

x2N
DMN ;

to obtain (6.20), we only need to prove the following equation:

ŒMNd
Nx� D �qN zŒd

Nx� 2 Hf : (6.23)

For both Fermat polynomial and chain polynomial, equation (6.23) is true because

aN ŒMNd
Nx� D �zŒdNx� 2 Hf :

For the loop polynomial, equation (6.23) follows from equation (6.6) and by cancelling
M1; : : : ;MN�1 among the relations

ai ŒMid
Nx�C ŒMiC1d

Nx� D �zŒdNx� 2 Hf :

7. A proof of Proposition 5.19

In this section, we complete a proof of Proposition 5.19 for W D
L
Wi when W1 is

a chain or a loop.

7.1. Atomic reconstruction of Chain type

This subsection proves Proposition 5.19 for W D
L
Wi when W1 is a chain

W1 D x
a1
1 x2 C x

a2
2 x3 C � � � C x

aN
N :

7.1.1. Preliminary facts about chain polynomials. We will repeatedly use the follow-
ing relations in Jac.W T

1 /:8̂̂<̂
:̂

a1x
a1�1
1 D �x

a2
2 ;

aixi�1x
ai�1
i D �x

aiC1
iC1 ; i D 2; : : : ; N � 1;

xN�1x
aN�1
N D 0:

(7.1)

These relations imply
xi�1x

ai
i D 0; i < N: (7.2)

Additionally, the following lemma tells us what K looks like in most cases.

Lemma 7.1. If KW1 D 1 and W1 D x
a1
1 x2 C x

a2
2 x3 C � � � C x

aN
N is a chain, then

KN � `N :
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If in addition KN � 0, then K is one of the following:

� A concatenation of .0/s and .�1; 1/s followed by .1/.

� A concatenation of .0/s and .�1; 1/s with one of .�1; 2/, .�2; 3/, or .1/, followed by
.0/.

Proof. We know that

mN C nN D .`N �KN C 1/ � `N � 2:

Combining this with mN C nN � 0, we know KN � `N because

KN �

�
`N C

aN � 2

aN � 1

��
aN � 1

aN

�
< `N C 1:

If KN � 0, then ¹1; : : : ; N � 1º obeys the NP-rule. Otherwise we must have KN�1 < 0.
However, because mN�1 C nN�1 � 2aN�1 � 2, equation (5.9) shows that

.aN�1 � 1/`N�1 � aN�1KN�1 C aN�1 C .`N �KN / � 1 � 2aN�1 � 2:

Since `N�1 � 0, andKN�1 � �1, and `N �KN � 0, the left-hand side of this inequality
must be at least 2aN�1 � 1. This is a contradiction.

Thus ¹1; : : : ; N � 1º obeys the NP-rule and Lemma 5.10 implies
P
i<N Ki � 0. Then

we have ¹
P
i<N Ki ; KN º D ¹0; 1º. Thus by Lemma 5.10, we obtain the first case if

KN D 1 and we obtain the second case if KN D 0.

We introduce the following definition.

Definition 7.2. Let X and X 0 be correlators of type C0 with the same number of inser-
tions. Assume

PN
iD1 `i D

PN
iD1 `

0
i , where 1; : : : ; N are the indices in W1. We say that

X > X 0 if `N D `0N ; : : : ; `rC1 D `
0
rC1, and `r > `0r , for some r 2 W1. We say that X is

maximal if there does not exist X 0 > X , or equivalently, if

X D hxi1 62 W1; : : : ; xis 62 W1; xN ; : : : ; xN ; ˛; ˇi:

The relation > is well-defined because of the ordering of primitive insertions in cor-
relators of type X�1 (see (5.1)). Also, this relation is transitive. We immediately have:

Lemma 7.3. LetX be a correlator of type C0. If there is i 2 W1 such that we can rewrite
X as X D h: : : ; xi ; : : : ; x

aiC1
iC1 ˛; ˇi with i C 1 2 W1, then X can be reconstructed from

correlators with fewer insertions and correlators Z of type C0 satisfying Z > X .

Proof. Apply the Reconstruction Lemma 5.2 to X with 
 D xi , ı D ˇ, � D xaiC1iC1 , and
� D ˛. Then 
� D xix

aiC1
iC1 vanishes by (7.2) and the other two correlators have the form

X 0 D h: : : ; x
aiC1
iC1 ; : : : ; ˛

0; ˇ0i:

Apply the Reconstruction Lemma 5.2 to X 0 with 
 D ˛0, ıD ˇ0, �D xiC1, � D xaiC1�1iC1 .
The correlators with �ı and 
ı have the form h: : : ; xiC1; : : : ;�;�i; the remaining corre-
lator looks like

X 00 D h: : : ; x
aiC1�1

iC1 ; : : : ; ˛00; ˇ00i:



Landau–Ginzburg mirror symmetry conjecture 2959

Perform a similar reconstruction onX 00, this time with � D xaiC1�2iC1 . By repeating the
process, we can reduce the exponent of xiC1 and eventually, we will have determined X
from correlators with fewer insertions and correlators of the form

Y D h: : : ; xiC1; : : : ;�;�i

with `Yi D `
X
i � 1 and `YiC1 D `

X
iC1 C 1. After reducing insertions to the standard basis,

all the nonvanishing correlators we get from this process are of type X�1. Furthermore,
if each such Y is of type C0, then the result follows since Y > X . Thus we only need
to reconstruct those correlators that are not of type C0. Then we must have KW1 D 0 for
such a correlator Y .

On the other hand, since X is of type C0, besides xi , X must have at least one
more insertion xk , with xk 2 W1. Since the Reconstruction Lemma 5.2 does not change
the insertions in dotted positions of X D h: : : ; xi ; : : : ; x

aiC1
iC1 ˛; ˇi, we know Y could

be rewritten in the form of Y D hxiC1; xk ; : : : ;�;�i: Since KW1 D 0, we may assume
KN1 � 0, otherwise we do a preparatory reconstruction as (5.22) to get KN1 � 0. Thus
by Lemma 5.14, we know i C 1 ¤ k and `iC1 D `k D 1. Then we can repeat the process
as in Proposition 5.18 to reconstruct Y from type C0 correlators Z such that Z > X , and
correlators with fewer insertions. Such correlators Z will be of the form

Z D

´
hxiC1; xiC1; : : : ; ˛Z ; ˇZi if k � i ,
hxk ; xk ; : : : ; ˛Z ; ˇZi if k > i .

We remark that during the process, the ordered pair of insertions .xi ; xk/ in (5.23) are
replaced by the ordered pair .xiC1; xk/ if k � i , or by .xk ; xiC1/ if k > i . This guarantees
that we have Z > X .

By the above lemma, we have:

Proposition 7.4. Let X be a correlator of type C0 which is not maximal. Then X can
be reconstructed from correlators with fewer insertions and correlators Z of type C0
satisfying Z > X .

Proof. Since X is not maximal, we can choose i to be the largest index such that i 2 W1
with i < N and `i � 1. So X D h: : : ; xi ; x

mN
N ˛X ; ˇX i for some mN � 0.

IfmN � 1, then we apply Reconstruction Lemma 5.2 with 
 D ˇX , ı D xi , � D xN ,
and � D xmN�1N ˛X : By Remark 5.15, the correlators with ı� and ı
 are type C0-correla-
tors of the form h: : : ; xN ;�;�i. The correlator with �
 equalsh: : : ; xi ; x

mN�1
N ˛X ; xNˇX i.

By induction we reconstruct X from C0-correlators of the form h: : : ; xN ;�;�i and the
C0-correlator Y D h: : : ; xi ; ˛Y ; ˇY i, where mYN D 0.

Similarly, we move all xN�1 from ˛Y to ˇY , and so on, until we move all xiC1 from
˛ to ˇ. Thus we reconstruct X from correlators X 0 of type C0 with X 0 > X , and the
correlator Z D h: : : ; xi ; ˛Z ; ˇZi, where mZiC1 D � � � D m

Z
N D 0. After reducing to the

standard basis, Z is of type X0 and

mZk C n
Z
k � ak � 1

for k > i .
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From here on we will speak only of the correlator Z and drop the Z-superscript from
our notation. By definition,

mN C nN D .`N �KN C 1/aN � `N � 2: (7.3)

But mN C nN � aN � 1, so .`N �KN C 1/aN � `N � 2 � aN � 1. This shows

KN �

�
`N �

1

aN � 1

��
aN � 1

aN

�
> �

1

aN
: (7.4)

Thus KN � 0 and we may use Lemma 7.1. This lemma gives us a list of possible vectors
K which we analyze case by case. In each case, if the correlator is not in the desired form,
we write the insertions in a nonstandard basis and so that there is some k with `k � 1 and
mk C nk � ak . Then we use Lemma 7.3 to finish the reconstruction.

Case KN D 1. In this case K is a concatenation of .0/s and .�1; 1/s, followed by
KN D 1.

If K D .: : : ;�1; 1; 1/, then ` D .: : : ; 0; 0;�/ and mC n D .: : : ; 2aN�2 � 2; 0;�/

by Lemma 5.11. ThenN � 2 > i , butmN�2 C nN�2 � aN�2, contradicting our assump-
tion on Z. Similarly, we reach a contradiction if there is j > i such that

.Kj ; KjC1/ D .�1; 1/:

Therefore, K D .: : : ; 0; 0; : : : ; 0; 1/ and ` D .: : : ; 1; 0; : : : ; 0;�/, where the under-
line marks the i -th spot and `i D 1 by (5.11). Possibly, i D N � 1. If i ¤ N � 1, then
by assumption .KiC1; `iC1/ D .0; 0/ so mi C ni D 2ai � 2 by (5.9). If i D N � 1, then
.KiC1; `iC1/ D .KN ; `N /, where `N � KN . Then (5.9) showsmi C ni � 2ai � 2 so by
Property (P3) we know mi C ni D 2ai � 2. Thus

mC n D .: : : ; 2ai � 2;�; : : : ;�;�/:

Now we have three cases. In each case we compute mC n by first using (5.11) to compute
` and then using (5.9).
(1) K D .: : : ; 0; 0; : : : ; 1/ and mC n D .: : : ; ai�1;M ; : : : ;�/,
(2) K D .�1; 1; : : : ;�1; 1; 0; : : : ; 1/ and mC n D .M; 0; : : : ;M; 0;M; : : : ;�/,
(3) K D .: : : ; 0;�1; 1; : : : ;�1; 1; 0; : : : ; 1/ and mC n D .: : : ; ar ;M; 0; : : : ;M; 0;M;

: : : ;�/:

HereM D 2a � 2with the appropriate subscripts. In each case if there is a factor of ˛ that
equals xaiC1iC1 (˛ will not be written in the standard basis), then we can apply Lemma 7.3.
We find a factor of xaiC1iC1 in ˛ for each case as follows:
(1) Here ˛ has a factor of xi�1x

ai�1
i , which by (7.1) equals xaiC1iC1 in Jac.W T

1 /.
(2) Repeatedly apply (7.1) starting with a1x

a1�1
1 D �x

a2
2 .

(3) Repeatedly apply (7.1) starting with arC1xrx
arC1�1

rC1 D �x
arC2
rC2 .

Case KN D 0. In this case, (7.4) shows that `N D 0. Let i be the largest index such that
.Ki ; `i / ¤ .0; 0/. Since 0 � mi C ni , equation (5.9) shows Ki � `i . Then Lemma 5.11
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shows that .Ki�1; Ki / cannot be .�2; 3/, .�1; 2/, or .�1; 1/. Six cases remain, which are
enumerated below. In each case an underline is below the i -th index, M D 2a � 2, and
we computed ` and mC n using (5.11) and (5.9), respectively.
� K D .: : : ;�1; 1; 1; 0; : : : ; 0/, ` D .: : : ; 0; 0; 2; 0; : : : ; 0/, and mC n D .: : : ;M; 0;

M � 1;�; : : : ;�/,
� K D .: : : ; 0; 1; 0; : : : ; 0/, ` D .: : : ; 0; 2; 0; : : : ; 0/, and mC n D .: : : ; ai�1;M � 1;

�; : : : ;�/,
� K D .: : : ; 0; 1; 0; : : : ; 0/, ` D .: : : ; 1; 1; 0; : : : ; 0/, and mC n D .: : : ;M; ai � 2;�;

: : : ;�/,
� K D .: : : ; 0; 0; 0; : : : ; 0/, ` D .: : : ; 0; 1; 0; : : : ; 0/, and mC n D .: : : ; ai�1;M ;�;

: : : ;�/,
� K D .: : : ;�1; 1; 0; 0; : : : ; 0/, ` D .: : : ; 0; 0; 1; 0; : : : ; 0/, and mC n D .: : : ;M; 0;

M;�; : : : ;�/,
� K D .: : : ; 1; 0; 0; : : : ; 0/, ` D .: : : ; `i�1; 1; 0; : : : ; 0/, and mC n D .: : : ;�;M ;�;

: : : ;�/.
Notice that in each case, i is the same as the i we had defined previously. Now the dis-
cussion is similar to the KN D 1 case. More explicitly, we have the following situations:
� The first case here splits into cases (2) and (3) above.
� The second and fourth case here are same as case (1) when KN D 1.
� For the third case, .Ki�1; Ki / D .0; 1/. As we did for .KN�1; KN / D .0; 1/, we find

a factor of ˛ equal to xaii (note the different index). All three cases above are possible.
Since `i�1 D 1, we can apply Lemma 7.3.
� For the fifth case, let r be the last index before the .�1; 1/ pairs of K . If Kr D 0, we

can find a factor of ˛ equal to xaiC1iC1 (like in cases (2)–(3) of .KN�1; KN / D .0; 1/).
If Kr D 1 (but not as part of a .�1; 1/ pair), then mr C nr D `r .ar � 1/ is 0 only if
`r D 0. Similarly, for the last case, let r D i � 1. Thenmr C nr D `r .ar � 1/, which
will be 0 only if `r D 0. If `r > 0, then mr C nr > 0 and as usual we can find that ˛
has a factor xaiC1iC1 . Thus we only need to check for both of these cases when `r D 0.
SinceX was of type X0 and the reconstruction fromX toZ did not change the number
of insertions in W1, there is some k < r < i such that `k � 1. But in the indices less
than r , the vector K is a concatenation of .�1; 1/s and .0/s. This means that if we
truncate the vector K before the k-th place, then the truncated vectors will look like
the fourth case or the fifth case with Kr D 0. So we can use (7.1) to find a factor of ˛
equal to xakC1

kC1
.

7.1.2. Reconstruction procedure. The remainder of the present subsection proves Propo-
sition 5.19 when W1 D x

a1
1 x2 C x

a2
2 x3 C � � � C x

aN
N is a chain.

Definition 7.5. Let X be a correlator of type C0. We say
� X is of type C1 if X D hxi1 62 W1; : : : ; xis 62 W1; xN ; : : : ; xN ; ˛; ˇi;
� X is of type C2 if X D hxN ; : : : ; xN ; ˛; ˇi;
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� X is of type C3 if X D hxN ; xN ; ˛; ˇi;
� X is of type C4 if X D hxN ; xN ; xN�1x

aN�2
N ; �W T i.

We will do the reconstruction in four steps. In k-th step, we will reconstruct a corre-
lator of type Ck�1 from correlators of type C�k , correlators that vanish, and correlators
with fewer insertions.

Step 1. We do this by applying Proposition 7.4.

Step 2. Let X be a correlator of type C1. Our discussion breaks into three cases:
(1) mNnN ¤ 0,
(2) mNnN D 0 and .`N ; aN / ¤ .2; 2/,
(3) mNnN D 0 and .`N ; aN / D .2; 2/.

For case (1), we will reconstruct X from correlators with fewer insertions and corre-
lators of type C2. We may assume mN ¤ 0. Let S be the set of insertions xi in X such
that xi 62 W1. If S ¤ ;, choose some xi 2 S and use the Reconstruction Lemma 5.2 with

 D ˇ, ı D xi , � D xN , and � D ˛=xN : Then all correlators coming from the recon-
struction have `N � `XN � 2, so KN � 0 (we saw in the proof of Lemma 5.13 that when
KN < 0, we have `N � 0). Then Remark 5.15 3) implies that all the correlators have type
C0 or they vanish. Moreover, all these correlators have mN D mXN � 1. Repeat this same
reconstruction until either mN D 0 in all correlators or S D ;.

In cases (2) and (3) we must have mN C nN � aN � 1 so (7.4) holds, and K is in
the form of Lemma 7.1. So KN is 0 or 1; if KN D 0, then (7.4) shows that `N D 0, and
if KN D 1, then (7.4) shows that `N is 1, 2 or 3. But since X is of type C1, we know
`N � 2, so in fact KN D 1 and .`N ; aN / D .2; 2/; .2; 3/ or .3; 2/.

If .`N ; aN / ¤ .2; 2/, then by (7.3), we get

mN C nN D `N .aN � 1/ � 2 D aN � 1:

We have the following cases, where again M D 2a � 2:
(1) K D .�1; 1; : : : ;�1; 1; 1/ and mC n D .M; 0; : : : ;M; 0; aN � 1/,
(2) K D .�; : : : ; 0; 1/ and mC n D .�; : : : ; aN�1; aN � 1/,
(3) K D .�; : : : ; 0;�1;1; : : : ;�1;1;1/ and mCn D .�; : : : ; ar ;M;0; : : : ;M;0; aN�1/:

Without loss of generality assume mN D 0 so nN D aN � 1. Then in every case X
cannot have Property (P3), so it vanishes.

If .`N ; aN / D .2; 2/, then

X D hxi1 62 W1; : : : ; xis 62 W1; xN ; xN ; ˛; ˇi:

Since KN D 1 and ` D .0; : : : ; 0; 2/, a calculation using (5.9) and Lemma 7.1 shows
that there is some j 2 W1 with mj C nj � aj . In particular, mj > 0. Reconstruct X as
in case (1), beginning with ı D xi1 , 
 D ˇ, � D xj , and � D ˛=xj . All resulting corre-
lators have type C1 as discussed in case (1). By repeating this reconstruction, we can
determine X from correlators with fewer insertions, type C1 correlators of the form
hxN ; xN ; xj ; : : :i, and a type C1 correlator with the same primitive insertions as X but
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with mj D 0 for all j 2 W1. The correlators hxN ; xN ; xj ; : : :i can be reconstructed from
correlators hxN ; xN ; xN ; : : :i as in Proposition 7.4. The final correlator vanishes by the
discussion at the start of this paragraph.

Step 3. Let X be a correlator of type C2. From (5.20), since `N � 2, we find

KN �
aN � 2

aN
:

Thus KN � 0 and equality is possible only if aN D 2. If KN D 0 and aN D 2, then
(5.20) shows that `N � 2, so in fact X is of type C3.

If KN ¤ 0, then KN D 1 by Lemma 7.1. Then (5.20) shows `N � 2aN =.aN � 1/,
so `N D 2 (and X is of type C3), or `N D aN D 3, or aN D 2 and `N D 3 or 4. We will
show that in each case where `N > 2, the correlator does not satisfy (P3) in Lemma 5.3,
a contradiction.

If `N D aN D 3, then mN C nN D 3aN � 5 D 2aN � 2. Either .KN�1; `N�1/ is
.0; 0/ or it is .1; 0/; in each case, mN�1 C nN�1 � 1. Without loss of generality we can
assume mN�1 � 1, so that ˛ has a factor of xN�1x

aN�1
N , violating Property (P3).

Similarly, if aN D 2 and `N D 3 or 4, we can check all possibilities for K and ` and
show that mC n violates Property (P3).

Step 4. Let X be a correlator of type C3. We know ` D .0; : : : ; 0; 2/. By (5.19), if
M D 2a � 2, we have three possibilities for K :
(1) K D .0; : : : ; 0; 0; 1/ and mC n D .a1 � 1; : : : ; aN�2 � 1; aN�1; 2aN � 4/.
(2) K D .�1; 1; : : : ;�1; 1; 1/ and mC n D .M; 0; : : : ;M; 0; 2aN � 4/.
(3) K D .0; : : : ; 0; 0;�1; 1; : : : ;�1; 1; 1/ and mCn D .a1 � 1; : : : ; ar�1 � 1; ar ;M; 0;

: : : ;M , 0; 2aN � 4/.
In all cases, if X ¤ 0, we must have

X D hxN ; xN ; x
m1
1 � � � x

mN�1
N�1 x

aN�2
N ˛; x

n1
1 � � � x

nN�1
N�1 x

aN�2
N ˇi; (7.5)

where mi C ni D ai � 1 for i < N � 2 and mN�1 C nN�1 D aN�1.
In the first case, both mN�1 and nN�1 are at least 1. If mN D aN � 1, then ˛ D 0

by (7.1), since it has a factor of xN�1x
aN�1
N . This shows that mN D nN D aN � 2 and

(7.5) follows.
In the second case, ˛ D xa1�11 x

a3�1
3 � � � x

aN�2�1
N�2 x

mN
N . The relations (7.1) show

˛ / x
a2�1
2 x

a4�1
4 � � � x

aN�1
N�1 x

mN
N :

If mN D aN � 1, we have a factor of ˛ equal to xN�1x
aN�1
N , and ˛ D 0 by (7.1). Other-

wise, mN D nN D aN � 2 and (7.5) follows.
In the last case, ˛ has a factor equal to xmrr x

arC1�1

rC1 � � � x
aN�2�1
N�2 x

mN
N . As before we

can use the relations (7.1) to rewrite this as

xmr�1r x
arC2�1

rC2 � � � x
aN�1
N�1 x

mN
N ;

and as before if X ¤ 0, then (7.5) follows.
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Finally, we apply the Reconstruction Lemma 5.2 to X in (7.5) with


 D xN ; � D xN�1x
aN�2
N ; � D x

m1
1 � � � x

mN�1�1
N�1 ˛; ı D x

n1
1 � � � x

nN�1
N�1 x

aN�2
N ˇ:

Then �
 and 
ı have a factor of xN�1x
aN�1
N , and hence both are 0 by (7.1). The last

correlator is of type C4.

7.2. Atomic reconstruction of Loop type

This subsection proves Proposition 5.19 for W D
L
Wi when W1 is a loop

W1 D x
a1
1 x2 C x

a2
2 x3 C � � � C x

aN
N x1:

7.2.1. Preliminary facts about loop polynomials. First, we have

aixi�1x
ai�1
i D �x

aiC1
iC1 2 Jac.W T

1 / for i D 1; : : : ; N: (7.6)

Recalling that

�W T
1
D

NY
iD1

x
ai�1
i ;

we obtain the following vanishing conditions in Jac.W T
1 /:8̂<̂

:
xi�1x

ai
i D 0;

x
a1�1
1 x

a3�1
3 � � � x

aN�2�1
N�2 x

aN
N D 0; 2 − N;

.�W T
1
=xi /xk D 0; k ¤ i; .N; ai ; k/ ¤ .2; 2; i C 1/:

(7.7)

Second, we may apply Lemmas 5.10 and 5.11 and renumber the variable indices so
that K ends with the exceptional tuple .1/, .�1; 2/, or .�2; 3/. Then we get:

Lemma 7.6. If KW1 D 1 and W1 D x
a1
1 C x1x

a2
2 C � � � C x

aN
N x1 is a loop, then we can

number the indices so that K is some concatenation of .0/s and .�1; 1/s, followed by one
of .1/, .�1; 2/, or .�2; 3/. The final case can only occur if aN�1 D 2. Also, in the last
two cases, `N�1 C `N � 1.

7.2.2. Reconstruction procedure. As in the previous subsections, we define progressively
simpler correlator types and perform the reconstruction in a number of steps.

Definition 7.7. Let X be a correlator of type L0. We say
� X is of type L1 if X D hxp; xp; : : : ; ˛; ˇi for some p 2 W1,
� X is of type L2 if X D hxp; : : : ; xp; ˛; ˇi for some p 2 W1,
� X is of type L3 if X D hxp; xp; ˛; ˇi for some p 2 W1,
� X is of type L4 if X D hxp; xp; xp�1x

ap�2
p ; �W T i with p 2 W1.

In k-th step, we will reconstruct a correlator of type Lk�1 from correlators of type
L�k and correlators with fewer insertions. Each type has KW1 D 1 by Lemma 5.14 (3),
so we will generally not need to check this condition.
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Step 1. Let X be a correlator of type L0. If there exists some `i 2 W1 such that `i � 2,
then we are done. If `i � 1 for all i 2 W1, then we will show that for some i 2 W1, we
have `i D 1 and mi C ni � ai .

By Proposition 5.18 we can assume there exist distinct indices i; k 2 W1 such that
`i D `k D 1. Now assume that KW1 is in the form of Lemma 7.6. If some `i D 1 for
i � N � 2, then Lemma 5.12 shows mi C ni D 2ai � 2 � ai .

Otherwise, `N�1 D `N D 1, and by Lemma 7.6 we must have KN D 1. In this case
KN�1 is 1 or 0. But ifKN�1 D 1, thenKN�2 D �1 and `N�1 D 0 by (5.15). So we have
KN�1 D 0 and (5.9) shows mN�1 C nN�1 D 2aN�1 � 2 � aN�1.

Now we do the reconstruction part of this step. Let k 2 W1 be any index such that
`k D 1 and mk C nk � ak . Then X D h: : : ; xk ; xi ; xk˛; ˇi where mk � 1 and i ¤ k
(we do not require i 2 W1). Using the Reconstruction Lemma 5.2 with 
 D ˇ, ı D xi ,
� D xk , and � D ˛, we find

X D h: : : ; xk ; xk ; ˇ; xi˛i � h: : : ; xk ; xk ; ˛; xiˇi � h: : : ; xk ; xi ; ˛; xkˇi C S:

After rewriting the last insertion in the standard basis, the first two correlators are of
type L1. We use the same reconstruction on the third correlator until it has the form
h: : : ; xk ; xi ;ę; xmkk ˇi, where ę is a monomial in the standard basis with no factor of xk .
When we rewrite the last insertion in the standard basis, we find thatmk C nk < ak . This
contradicts Lemma 5.14 if KW1 D 0, so KW1 D 1. Then either the third correlator is of
type L1, or it has some k0 such that `k0 D 1 andmk0 C nk0 � ak0 . We can repeat the same
reconstruction, moving all x0

k
from ˛ to ˇ. Eventually, we will run out of such indices,

showing that the third form eventually vanishes.

Step 2. Let X be a correlator of type L1. This step is similar to Step 1. Since p̀ � 2, we
know that p is N or N � 1 by Lemma 5.12. Then KN D 1 by Lemma 7.6. We will show
thatmp C np � ap . Then the same reconstruction argument as in Step 1 gives the desired
result.
� If p D N � 1, then (5.15) implies KN�1 D 0 and (5.9) implies

mp C np � 3ap � 4 � ap:

� If p D N , then using (5.9) we compute

mp C np � p̀.ap � 1/ � 1 �KpC1;

since p̀C1 � 0. If KpC1 D �1, we are done, since p̀ � 2 and 2ap � 2 � ap . If
KpC1 D 0, then mp C np � ap unless p̀ D 2 and ap D 2.

Now we address this exceptional case.

Exceptional case. Let X be a correlator of type L1 with .p;Kp; p̀; ap/ D .N; 1; 2; 2/.
If X is not of type L2, there exists an index i ¤ N such that

X D hxN ; xN ; : : : ; xi ; ˛; ˇi: (7.8)

We claim that `N�1 D 0. From Lemma 7.6, we know that KN�1 is 1 or 0. If KN�1
is 1, then it is part of a .�1; 1/ pair, so (5.15) implies that `N�1 D 0. If KN�1 D 0, then
(5.11) tells us that `N�1 D 0.
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Next we claim that we can find ˛0 / ˛ and ˇ0 / ˇ in Jac.W T / such that

n0N�2 > 0 and m0N�1 C n
0
N�1 � aN�1: (7.9)

This ˛0 and ˇ0 may not be in the standard basis.
If KN�1 D 0, then in fact we may take ˛ D ˛0 and ˇ D ˇ0. For in this case (5.9)

impliesmN�1 C nN�1 D aN�1. IfW1 is a 2-variable loop, then similarlymN C nN D 1,
and we get (7.9). If not, then KN�2 D 0. Otherwise we have .KN�3; KN�2/ D .�1; 1/
and `N�3 D `N�2 D 0. Then (5.9) would force mN�2 C nN�2 D �1 which is nonsen-
sical. So KN�2 D 0 and (5.9) implies mN�2 C nN�2 � 1. Thus again we get (7.9).

If KN�1 D 1, then .KN�2; KN�1/ D .�1; 1/ and K D .: : : ; 0;�1; 1; : : : ;�1; 1; 1/:

Here the 0 is the last 0 before the .�1; 1/-sequence; say it occurs at the r-th spot. We
know from (5.9) that

mC n D .: : : ; t; 2arC1 � 2; 0; : : : ; 2aN�2 � 2; 0;�/

where t � ar . Then we may assume ˛ has a factor of xrx
arC1�1

rC1 � � � x
aN�2�1
N�2 . Using the

relation in (7.6), this factor is proportional to a multiple of xaN�1N�1 . Let ˛0 equal ˛ with
this replacement, and let ˇ0 D ˇ. Then m0N�1 � aN�1 and n0N�2 D aN�2 � 1, and (7.9)
follows.

Finally, we use the Reconstruction Lemma 5.2 with 
 D ˇ, ı D xi , � D xN�1, and
� D ˛00 where ˛0 D xN�1˛00 to get

X D h: : : ; ; xN ; xN ; xN�1; xi˛
00; ˇi � h: : : ; ; xN ; xN ; xN�1; ˛

00; xiˇi

C h: : : ; ; xN ; xN ; xi ; ˛
00; xN�1ˇi C S:

After reducing the insertions of the first three correlators, by Remark 5.15 (3) they all are
of type L1 if they are nonvanishing. By Lemma 7.6 they have KN D 1. As discussed
earlier, a nonvanishing correlator in the form of (7.8) withKN D 1 must have `N�1 D 0.
Thus the first two correlators vanish. Use the same reconstruction on the third correlator
until nN�1 D aN�1. We still have nN�2 > 0, so now ˇ contains the factor xN�2x

aN�1
N�1 ,

which is 0 by (7.7). So the third correlator is also zero. Thus we have reconstructed X
from correlators with fewer insertions.

Step 3. Let X be a correlator of type L2, so `i D 0 if i ¤ p. Since X is also of type L1,
we know KN D 1, and p D N � 1 or N from Step 2.

If p D N � 1, since p̀ ¤ 0, then (5.15) implies Kp ¤ 1. Thus Kp D 0, KpC1 D 1,
p̀C1 D 0, and (5.9) implies that

mp C np D p̀.ap � 1/C ap � 2:

Thus Property (P3) in Lemma 5.3 implies that p̀ � 2where p̀ D 2 if and only if ap D 2.
If p D N , thenKp D 1; p̀C1 D `1 D 0, andKpC1 D K1 D 0 or �1. Then (5.9) and

Property (P3) in Lemma 5.3 imply

mp C np D p̀.ap � 1/ � 1 � 2ap � 2;

so p̀ � 3. If p̀ D 3, then ap D 2 and KpC1 D 0. In this case

X D hxN ; xN ; xN ; ˛; ˇi:
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We will reconstruct X from correlators with fewer insertions. Since Property (P3) in
Lemma 5.3 implies mN C nN � 2aN � 2 D 2, by (5.18), there is no 1 before any 0 in
the vector K . So there are two possibilities:
� K D .0; : : : ; 0; 1/, ` D .0; : : : ; 0; 3/, and mC n D .a1 � 1; : : : ; aN�1 C 1; 2/.
� K D .0; : : : ; 0; 0;�1; 1; : : : ;�1; 1; 1/, `D .0; : : : ; 0; 0; 0; 0; : : : ; 0; 0; 3/, and mCnD

.a1 � 1; : : : ; ar�1 � 1; ar ;M; 0; : : : ;M; 1; 2/.
Here M D 2a � 2, with the appropriate subscripts. In the first case, mN D nN D 1

and both mN�1 and nN�1 are at least 2 (note that aN�1 ¤ 2 in this case since that
would imply aN�1 C 1 D 3 > 2aN�1 � 2). We can choose ˛ so that mN�2 > 0. Now
apply the Reconstruction Lemma 5.2 with 
 D ˛, ı D xN , � D xnN�1�1N�1 , and � D ˇ=�.
Thus ˛ contains x2N�1xN and � contains xN�1xN . Then �ı and 
ı both have a factor of
xN�1x

2
N , so they vanish by (7.7). Similarly, 
� has a factor of xN�2x

aN�1
N�1 D 0.

In the second case, again mN D nN D 1. Without loss of generality we can assume
that nN�1 D 1. Apply the Reconstruction Lemma with 
 D ˛, ı D xN , � D xrC1, and
ˇ D ��. Then ı� has a factor equal to xN�1x2N , which equals 0 by (7.7). Similarly, �

has a factor equal to xrx

arC1
rC1 D 0. Finally, in the third correlator, ı
 has a factor equal to

xrx
arC1�1

rC1 x
arC3�1

rC3 � � � x
aN�2�1
N�2 x2N :

As in the exceptional case in Step 2, we can use relation (7.6) to rewrite the first terms to
have a factor xaN�1N�1 . Since this is multiplied by xaNN , it is zero by (7.7).

The last step will use the following lemmas.

Lemma 7.8. If the correlator

Xk;i D hxk ; xi ; xk�1x
ak�1

k
; ˛ �W T

1
=xi i; ˛ 2 Jac.W T

�W T
1 /; (7.10)

is of type X�1 then it can be reconstructed from correlators of type L4.

Proof. If .N; ai / D .2; 2/, then up to symmetry

W1 D x
a
1x2 C x1x

2
2 and X D hx1; x2; x

a�1
1 x2; ˛x

a�1
1 i:

If a D 2, thenX is already of final type. If a > 2, the result follows from a reconstruction
as in (A.5) and (A.6) in Section A.

Now we assume .N; ai / ¤ .2; 2/. We apply the Reconstruction Lemma 5.2 to the
correlator

Ai D hxi ; xi�1; x
ai�1
i ; �W T

1
˛i

with � D xi , � D x
ai�2
i , ı D xi�1, and 
 D �W T

1
˛. Since 
ı D 
� D 0 for degree rea-

sons, we obtain
Ai D hxi ; xi ; xi�1x

ai�2
i ; �W T

1
˛i: (7.11)

By Dimension Axiom in Lemma 4.1, if Ai is nonzero, then it is a correlator of type L4.
Now let us start the reconstruction. Let Xk;i be the correlator in (7.10). We replace

xk�1x
ak�1

k
with �xakC1

kC1
=ak in Xk;i using the relation (7.6), and then apply the Recon-

struction Lemma 5.2 with ı D xk ; � D xkC1; � D x
akC1�1

kC1
, and 
 D ˛ �W T

1
=xi :
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If i ¤ k; k C 1, the terms with 
ı and 
� are both zero by (7.7), and

Xk;i D �
1

ak
hxkC1; xi ; xkx

akC1�1

kC1
; ˛ �W T

1
=xi i D �

XkC1;i

ak
: (7.12)

For k D i � 1 or k D i , one of 
ı or 
� is nonzero, and we get

Xi�1;i D �
1

ai�1

�
Ai C hxi ; xi ; xi�1x

ai�1
i ; ˛ �W T

1
=xi i

�
D �

Ai CXi;i

ai�1
; (7.13)

Xi;i D �
1

ai

�
AiC1 C hxiC1; xi ; xix

aiC1�1

iC1 ; ˛ �W T
1
=xi i

�
D �
�AiC1 CXiC1;i

ai
: (7.14)

Combining (7.12), (7.13), and (7.14), we find

Xk;i D

i�1Y
rDk

�
�
1

ar

�
Ai �

iY
rDk

�
�
1

ar

�
AiC1 C

NY
rD1

�
�
1

ar

�
Xk;i :

Using (7.11), we know Xk;i can be reconstructed from correlators of type L4.

Lemma 7.9. The correlator

Xk D hxk ; xk�1x
ak�1

k
; ˛; ˇ �W T

1
i; ˛; ˇ 2 Jac.W T

�W T
1 /;

vanishes. Furthermore, the correlator

Yk D hxk ; xk ; xk�1x
ak�2

k
˛; �W T

1
ˇi; ˛; ˇ 2 Jac.W T

�W T
1 /;

can be reconstructed from correlators of type L4.

Proof. In Xk;i , replace the insertion xk�1x
ak�1

k
with �xakC1

kC1
=ak in Xk;i using the rela-

tions (7.6), and then apply the Reconstruction Lemma 5.2 with

ı D xk ; � D xkC1; � D x
akC1�1

kC1
; 
 D ˇ �W T

1
:

Via a similar argument to the one used in the proof of Lemma 7.8, we have

Xk D

NY
rD1

�
�
1

ar

�
Xk :

Then Xk D 0 as desired. Now apply the Reconstruction Lemma to Yk with

ı D xk ; � D ˛; � D x
akC1�1

kC1
; 
 D ˇ �W T

1
:

We know 
ı D 0 for degree reasons. The term with �
 is of type L4. The term with ı�
is XkC1, which we have seen is 0.



Landau–Ginzburg mirror symmetry conjecture 2969

Step 4. We saw in Step 3 that if X is a correlator of type L3, there are two general
possibilities for K : .0; : : : ; 0;�1; 1; : : : ;�1; 1; 1/ and .�1; 1; : : : ;�1; 1; 0; 1/. In the first
case, p D N ; in the second, p D N � 1. We will (a) reconstruct the second case from the
first case, (b) reconstruct the first case from correlators with K D .0; : : : ; 0; 1/, and (c)
reconstruct these last correlators from the correlators of final type.

Step 4 (a). Assume K D .�1; 1; : : : ;�1; 1; 0; 1/. We saw in Step 3 that p D N � 1 and
ap D 2. Let ˛1 and ˇ1 be the factors of ˛ and ˇ in W1, respectively. By (5.9), we know

mC n D .2a1 � 2; 0; : : : ; 2ap�2 � 2; 1; 2ap � 2; 0/;

so without loss of generality ˇ1 D ˛1=xp�1 and

˛1 D x
a1�1
1 x

a3�1
3 � � � x

ap�2�1

p�2 xp�1x
ap�1
p / x

a2�1
2 x

a4�1
4 � � � x

ap�3�1

p�3 x
ap�1
p�1 x

apC1�1

pC1 :

Apply the Reconstruction Lemma to X with ı D xp , � D xp�1, 
 D ˇ, and

� D x
a2�1
2 x

a4�1
4 � � � x

ap�3�1

p�3 x
ap�1�1

p�1 x
apC1�1

pC1 :

We can check that the correlator with �
 is of type L3 and

K D .0; : : : ; 0;�1; 1; : : : ;�1; 1; 1; 0/:

It fits into the first case by shifting the index by 1. The remaining two correlators are

A D hxp; xp�1; ˛A; ˇAi and B D hxp; xp�1; ˛B ; ˇBi;

where

˛A D x
a2�1
2 x

a4�1
4 � � � x

ap�1�1

p�1 xpx
apC1�1

pC1 ˛0; ˇA D x
a1�1
1 x

a3�1
3 � � � x

ap�2�1

p�2 x
ap�1
p ˇ0;

˛B D x
a2�1
2 x

a4�1
4 � � � x

ap�1�1

p�1 x
apC1�1

pC1 ˛0; ˇB D x
a1�1
1 x

a3�1
3 � � � x

ap�2�1

p�2 x
ap
p ˇ0:

Apply the Reconstruction Lemma to B with

ı D xp; � D xp�1; � D ˛B=xp�1; 
 D ˇB :

Then we get

B D hxp�1; xp�1; x
a2�1
2 x

a4�1
4 � � � x

ap�1�2

p�1 xpx
apC1�1

pC1 ˛0;

x
a1�1
1 x

a3�1
3 � � � x

ap�2�1

p�2 x
ap
p ˇ0i:

(7.15)

Since �
 has a factor of xp�1x
ap
p , this monomial vanishes. Also 
ı D 0 because we can

apply the Jacobi relations beginning with

x
ap
p D .�ap�1/xp�2x

ap�1�1

p�1

to get

ı / x

a2�1
2 x

a4�1
4 � � � x

ap�1�1

p�1 x2px
apC1�1

pC1 :

This has a factor of xp�1x2p D xp�1x
ap
p D 0. Now we write the last insertion of (7.15)
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in the standard basis (it equals xa2�12 x
a4�1
4 � � � x

ap�1�1

p�1 xpx
apC1�1

pC1 ˇ0). Then B is of type
L3 with the vector K D .1;�1; 1; : : : ;�1; 1; 1; 0;�1/. Again, B fits into the first case
by shifting the index.

Now apply the Reconstruction Lemma to A with 
 D xp; � D xp�1xp , � D ˛A=�,
and ı D ˇA. Then �
 D xp�1x

ap
p D 0. The remaining correlators are

D D hxp�1; xp; xp�1xp; x
a1�1
1 x

a2�1
2 � � � x

ap�1�2

p�1 x
ap�1
p x

apC1�1

pC1 ˛00i;

and E D hxp�1; xp�1xp; ˛E ; ˇE i with

˛E D x
a2�1
2 x

a4�1
4 � � � x

ap�1�2

p�1 x
apC1�1

pC1 ˛0; ˇE D x
a1�1
1 x

a3�1
3 � � � x

ap�2�1

p�2 x
ap
p ˇ0:

NowD can be reconstructed via Lemma 7.8. ForE, apply the Reconstruction Lemma one
last time with � D xp�1, � D xp , ı D ˛E , and 
 D ˇE . Then �
 has a factor of xp�1x

ap
p

which is 0. Also, the correlator with ı� equals B , which we already saw satisfies p D N .
Finally,


ı D x
a1�1
1 x

a2�1
2 � � � x

ap�1�2

p�1 x
ap
p x

apC1�1

pC1

is 0 by (7.7) when .N; ap�1/ ¤ .2; 2/. If .N; ap�1/ D .2; 2/, then the correlator with 
ı
is of type L4.

Step 4 (b). Now assume K D .0; : : : ; 0;�1; 1; : : : ;�1; 1; 1/ and p D N . Let ˛1 and ˇ1
be the factors of ˛ and ˇ inW1. If K ¤ .0; : : : ; 0; 1/, we claim that we can find monomials
˛01 / ˛1 and ˇ01 / ˇ1 (˛01 and ˇ01 may not be in the standard basis) such that

m0i C n
0
i D ai � 1 for i < N � 1

.m0N�1; n
0
N�1; m

0
N ; n

0
N / D .aN�1; 0; aN � 2; aN � 1/; (7.16)

xNˇ
0
1 D 0: (7.17)

We find ˛01 and ˇ01 by analyzing the possibilities for K .
If K D .�1; 1; : : : ;�1; 1; 1/, then

mC n D .2a1 � 2; 0; : : : ; 2aN�2 � 2; 0; 2aN � 2/;

so
˛1 D ˇ1 D x

a1�1
1 x

a3�1
3 � � � x

aN�2�1
N�2 x

aN�1
N :

Then xNˇ1 D 0 by (7.7). We may take ˇ01 D ˇ1 and

˛1 / ˛
0
1 D x

a2�1
2 x

a4�1
4 � � � x

aN�3�1
N�3 x

aN�1
N�1 x

aN�2
N 2 Jac.W T

1 /:

If K D .0; : : : ; 0; 0;�1; 1; : : : ;�1; 1; 1/, then

mC n D .a1 � 1; : : : ; ar�1 � 1; ar ; 2arC1 � 2; 0; : : : ; 2aN�2 � 2; 0; 2aN � 3/:

We can assume that

˛1 D x
m1
1 � � � x

mr�1
r1

xmrr x
arC1�1

rC1 x
arC3�1

rC3 � � � x
aN�2�1
N�2 x

aN�2
N :

Since mr C nr D ar , we know that mr � 1. Then we find that

˛1 / x
m1
1 � � � x

mr�1
r�1 xmr�1r x

arC2�1

rC2 � � � x
aN�3�1
N�3 x

aN�1
N�1 x

aN�2
N :
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Secondly, in this case,

xNˇ1 D x
n1
1 � � � x

nr�1
r�1 x

nr
r x

arC1�1

rC1 x
arC3�1

rC3 � � � x
aN�2�1
N�2 x

aN
N :

Then
xNˇ1 / x

n1
1 � � � x

nr�1
r�1 x

nr�1
r x

arC2�1

rC2 � � � x
aN�3�1
N�3 x

aN�1
N�1 x

aN
N D 0

because it has a factor of xN�1x
aN
N . Thus we may take ˇ01 D ˇ1 and

˛01 D x
m1
1 � � � x

mr�1
r x

arC2�1

rC2 � � � x
aN�1
N�1 x

aN�2
N :

Having found monomials ˛01 and ˇ01 satisfying (7.16) and (7.17), in the correlator X
replace ˛1 with ˛01 in ˛, and similarly with ˇ. Let ˛0 D ˛=˛01 and ˇ0 D ˇ=ˇ01. Apply
the Reconstruction Lemma 5.2 with ı D xN , 
 D ˇ, � D xN�1, and � D ˛=�: Then the
term with 
� has K D .0; : : : ; 0; 1/, as can be checked by computing mC n (note that
all elements are already in the standard basis). The term with 
ı vanishes by (7.17). The
final term with ı� has the form

hxN ; xN�1; x
m1
1 � � � x

mN�2
N�2 x

aN�1�1
N�1 x

aN�1
N ˛0; ˇi:

Apply the Reconstruction Lemma again with 
 D xN , ı D ˇ, � D xN�1x
aN�1
N , and

� D x
m1
1 � � � x

mN�2
N�2 x

aN�1�2
N�1 ˛0: Then 
� has a factor equal to xN�1x

aN
N , so this cor-

relator vanishes. The correlator with 
ı also vanishes by (7.17). Finally, by (7.16), the
correlator with ı� is in the form of Lemma 7.8.

Step 4 (c). Finally, we reconstruct correlators X of type L3 with K D .0; : : : ; 0; 0; 1/

from correlators of final type. For such X ,

mC n D .a1 � 1; : : : ; aN�2 � 1; aN�1; 2aN � 3/:

Thus both mN�1 and nN�1 are at least 1, and we can assume that mN D aN � 2 and
nN D aN � 1. If m D .0; : : : ; 0; 1; aN � 2/, we are done; otherwise there is some i such
that mi is larger than it should be.

Apply the Reconstruction Lemma with ı D xN , 
 D ˇ, � D xi , and � D ˛=�. Then

ı has a factor equal to xN�1x

aN
N , which is 0. We can check that the correlator with


� is of type L3 and K D .0; : : : ; 0; 0; 1/, but deg.˛/ < deg.˛X /. So if we use the same
reconstruction on this correlator, eventually the second form in the reconstruction will be

hxi ; xi ; xi�1x
ai�2
i ˛; �W T

1
ˇi; ˛; ˇ 2 Jac.W T

�W T
1 /:

This correlator can be reconstructed from correlators of type L4 by Lemma 7.9.
The correlator containing ı� equals

hxN ; xi ; x
m1
1 � � � x

mi�1
i � � � x

mN�1
N�1 x

aN�1
N ˛0; x

n1
1 � � � x

nN�1
N�1 x

aN�1
N ˇ0i:

Here ˛0 and ˇ0 are the factors of ˛ and ˇ not in W1. Apply the Reconstruction Lemma
with


 D xN ; ı D ˇ; � D xN�1x
aN�1
N ; � D ˛=�:

Then 
ı and 
� vanish because they have a factor equal to xN�1x
aN
N . The final term with

ı� is in the form of Lemma 7.8.
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Appendix A. Loop polynomial W D x
a1

1
x2 C xa2x3 C � � � C x

aN�1

N�1
xN C x

aN

N
x1,

aN D 2

For the loop polynomial W D xa11 x2 C x
a2x3 C � � � C x

aN�1
N�1 xN C x

aN
N x1, if aN D 2,

thenX D h�N ; �N ; SN ;H i is never concave. They can be classified into three exceptional
families listed below. For the first two families, we use WDVV equations to solve X from
concave correlators. For the last family, we apply a result of Guéré [17].

We can use Lemma 6.4 to compute the phases. Now we list all the cases as follows:

Case 1: N D 2 and aN�1 D 2. In this case, �N and �N�1 are broad.

Case 2: N D 2 and aN�1 > 2. In this case, �N is broad.

Case 3: N � 3. In this case, h.N�1/1;C 2 .0; 1/ and h.N�1/1;� 2 .�2;�1/. This implies

`
.N�1/
1;C D 0; `

.N�1/
1;� D �2:

A similar discussion using the normalization exact sequence as in Lemma 6.6 implies
there is a singular curve ŒC � 2W0;4.�N ; �N ; SN ;H/ such that H 0.C;LN�1jC / D C.
Thus the correlator is not concave.

Now we compute the correlator X D h�N ; �N ; SN ;H i for each case as shown above.

Case 1. In this case W D x21x2 C x1x
2
2 and both �1 and �2 are broad. We recall that the

mirror map ‰ in (2.13) is given by

1 D ‰.1/ D d1IJW c; J 2 WD ‰.x1x2/ D d1IJ
�1
W c;

�i D ‰.xi / D dxi I 1c; i D 1; 2:

Since two variables x1 and x2 are symmetric in W , we only need to compute

X D h�1; �1; �2; J
2
i D h�1; �2; �2; J

2
i:

Both �1 and �2 are broad. It is very difficult for us to compute X directly. However, all
the correlators can still be determined by WDVV equations and the correlator

X0 WD hJ
2; J 2; J 2; J 2; J 2; J 2; J 2i:

We can check that X0 is concave and

degL1 D degL2 D �3:

This correlator can be calculated by the Concavity Axiom using [7, Theorem 1.1.1]. The
computation of X0 is exactly the same as the computation of

hJ 2D4 ; J
2
D4
; J 2D4 ; J

2
D4
; J 2D4 ; J

2
D4
; J 2D4i

in the FJRW theory of a pair .D4 D x21x2 C x
3
2 ; ¹JD4º/. The later is worked out in [11].

Hence we get

X0 D
2

27
:
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By the Dimension Axiom and Integer Degrees Axiom on the B-side (see Lemma 4.1),
besides X and X0, all other possible nonvanishing primary correlators with at least four
insertions are

X1 D h�1; �1; �1; J
2
i D h�2; �2; �2; J

2
i;

X2 D h�1; �1; J
2; J 2; J 2i D h�2; �2; J

2; J 2; J 2i;

X3 D h�1; �2; J
2; J 2; J 2i:

Since the pairing satisfies

��1;�1 D ��2;�2 D �2; ��1;�2 D 1;

the inverse of the pairing matrix is�
��i ;�j

�
D

�
�
2
3
�
1
3

�
1
3
�
2
3

�
:

We apply Reconstruction Lemma 5.2 to X1 with 
 D ı D �2, � D � D �1. We find

�2X1 D X CX � .�2X/:

Apply Reconstruction Lemma 5.2 to X1; X2 and X3, with 
 D ı D J 2, � D � D �1.
We get

�2X2 D 2

�
�
2

3
X21 �

1

3
.2XX1/ �

2

3
X2
�
;

�2X3 D 2

�
�
2

3
XX1 �

1

3
XX1 �

1

3
X2 �

2

3
X2
�
;

�2X0 D

 
4

2

!�
�
2

3
X22 �

1

3
.2X2X3/ �

2

3
X23

�
:

Combine all the equations together, we get

X1 D �2X; X2 D 2X
2; X3 D �X

2; X0 D 6X
4:

This implies
X D

c

3
for some fourth root of unity c: (A.1)

Now the result follows by adjusting the mirror map ‰ via

‰.xi / D c
�1
dxi I 1c; i D 1; 2

and adjusting the pairing similarly.

Case 2. If N D 2, aN D 2, and aN�1 > 2, then W D xa1x2 C x
2
2x1 and

.q1; q2/ D

�
1

2a � 1
;
a � 1

2a � 1

�
:
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In this case ‚2 is broad, but the correlator h�1; �1; �a�21 �2; �
a�1
1 �2i is concave and we

can apply formula (6.18) to get

h�1; �1; �
a�2
1 �2; �

a�1
1 �2i D q1: (A.2)

Next we will use reconstruction to compute the correlator

X D h�2; �2; �1; �
a�1
1 �2i:

We notice that W T D W , and under the Krawitz’s map ‰, the relations in Jac.W T /

become
a�a�11 �2 C �

2
2 D 0; �a1 C 2�1�2 D 0: (A.3)

Now we apply the Reconstruction Lemma 5.2 with 
 D ı D �2, � D �1, and � D �a�21 �2.
Then ı ? � D �a�21 �22 D 0 by (A.3) and our assumption that a > 2. Then

X D h�1; �2; �
a�2
1 �2; �1�2i � h�1; �1; �

a�2
1 �2; �

2
2 i

D

�
�1; �2; �

a�2
1 �2;�

1

2
�a1

�
� h�1; �1; �

a�2
1 �2;�a�

a�1
1 �2i

D �
1

2
h�1; �2; �

a�2
1 �2; �

a
1 i C aq1: (A.4)

The second equality follows from (A.3) and the third equality is a consequence of the
formula (A.2). Now we apply the Reconstruction Lemma 5.2 again to h�1; �2; �a�21 �2; �

a
1 i

with ı D �2, 
 D �a�21 �2, � D �1, and � D �a�11 . This time ı ? 
 D 0, and we find

h�1; �2; �
a�2
1 �2; �

a
1 i D h�1; �1; �

a�2
1 �2; �

a�1
1 �2i C h�1; �2; �

a�1
1 ; �a�11 �2i

D q1 C h�1; �2; �
a�1
1 ; �a�11 �2i: (A.5)

Finally, we apply the Reconstruction Lemma 5.2 to h�1; �2; �a�11 ; �a�11 �2i with ı D �2,

 D �a�11 �2, � D �1, and � D �a�21 . Then 
 ? ı D �a�11 �22 D 0 and � ? 
 D �2�a1 D 0
by (A.3), so we get

h�1; �2; �
a�1
1 ; �a�11 �2i D h�1; �1; �

a�2
1 �2; �

a�1
1 �2i D q1: (A.6)

Thus from (A.2), (A.4), (A.5), and (A.6), we have deduced that

X D .a � 1/q1 D q2:

Case 3. In this case, N � 3 and aN D 2. Now the correlator is not concave and for-
mula (6.18) is not applicable directly. However, we can use the following techniques of
Guéré [17] for computing the Polishchuk–Vaintrob virtual class.

Theorem A.1 ([17]). LetW be an invertible polynomial of atomic type. Let Y be a corre-
lator such that there is some index i such that H 0.C;Li / D 0 for any geometric fiber C .
Let t .j / be the unique index such that xajj xt.j / is a monomial of W . Define

�t.j / D �
�aj
j if H 0.C;Li / ¤ 0,

�j D � for every remaining index j .
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Then the corresponding Polishchuk–Vaintrob virtual class cvir.Y / in H�.Wg;k ;C/ is

cvir.Y / D lim
�!1

 
NY
jD1

.1 � �j /
�Ch0.R��Lj /

!
exp

 
NX
jD1

X
`�1

s`.�j /Ch`.R��Lj /

!
; (A.7)

where Ch` is the term of degree ` of the Chern character,

s`.x/ D
B`.0/

`
C .�1/`

X̀
kD1

.k � 1/Š

�
x

1 � x

�k

.`; k/;

and 
.`; k/ is defined by the generating functionX
`�0


.`; k/
z`

`Š
D
.ez � 1/k

kŠ
:

On the other hand, when all insertions in the correlator are narrow, Chang, Li and
Li [6] showed that the Polishchuk–Vaintrob and Fan–Jarvis–Ruan–Witten virtual classes
are equal. Thus we can use formula (A.7) to compute the correlator X in Case 3, where
t .j / D j C 1. According to (6.9), on a generic fiber, the line bundle degrees are

degLj D �1 for j < N; degLN D �2:

Then Ch0.R��Lj / D h0.C;Lj / � h1.C;Lj / D deg.Lj /C 1 by Riemann–Roch. Thus

Ch0.R��Lj / D 0 for j < N; Ch0.R��LN / D �1:

Also, since we are working on M0;4, by degree considerations the sum over ` has only
the summand ` D 1, and the power series defined by the exponential terminates after the
linear part. Thus, plugging in the function sj , formula (A.7) becomes

cvir.X/ D lim
�!1

.1 � �N /

 
1C

NX
jD1

�
�
1

2
�

�j

1 � �j

�
Ch1.R��Lj /

!

D �

NX
jD1

lim
�!1

�j .1 � �N /

1 � �j
Ch1.R��Lj /;

where �N D ��aN�1 and �j D � for j < N . Because Lj is concave and lj D �1 for
j < N � 1, so Ch1.R��Lj / D 0. Thus

cvir.X/ D

�
� lim
�!1

�.1 � ��aN�1/

1 � �
Ch1.R��LN�1/ � Ch1.R��LN /

�
D aN�1 Ch1.R��LN�1/ � Ch1.R��LN /:

As in the derivation of (6.18), we can apply [7, Theorem 1.1.1] to compute

X D aN�1.�qN�1 � 2�
.N�1/
N / � .�1C 2�

.N/
N / D qN :
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