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Abstract. We give a negative answer to the Newman–Shapiro problem on weighted approximation
for entire functions formulated in 1966 and motivated by the theory of operators on the Fock space.
There exists a function in the Fock space such that its exponential multiples do not approximate
some entire multiples in the space. Furthermore, we establish several positive results under different
restrictions on the function in question.
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1. Introduction and the main results

Let F D F.1/ be the classical Bargmann–Segal–Fock space, where

F.˛/ D

²
F 2 Hol.C/ W kF k2F D

1

�

Z
C
jF.z/j2e�˛�jzj

2

dm.z/ <1

³
;

and m stands for the area Lebesgue measure. This space serves as a model of the phase
space of a particle in quantum mechanics and so plays an important role in theoretical
physics. Moreover, this space appears in time-frequency analysis, as a spectral model
of L2.R/ via the Bargmann transform (see, e.g., [15, Section 3.4]). Note also that the
complex exponentials e�, where e�.z/ D e�z , are the reproducing kernels of F , i.e.,

hF; k�iF D F.�/; F 2 F ;

where k� D �e� N�.

In 1966, D. J. Newman and H. S. Shapiro [20] posed the following problem about the
structure of the operator adjoint to the multiplication operator in Fock space. Let F be an
entire function such that, for every A > 0,

jF.z/j � C.A; F / exp
�
�

2
jzj2 � Ajzj

�
; z 2 C: (1.1)
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This condition is equivalent to e� � F being in F for every � 2 C. Now we can define the
multiplication operator MF W G 7! FG on the linear span of the exponentials

L D Span ¹e� W � 2 Cº:

The natural domain of the operator MF is

RF D ¹G 2 F W FG 2 F º:

Thus, we can consider the adjoint operator M �F as well as the operator adjoint to the
restriction MF jL, which we denote by F �. d

dz
/ (following [20]). This notation is moti-

vated by the fact that when F D P is a polynomial, we have

P.�/G.�/ D hMPG;�e� N�i D hG;P
�.d=dz/.�e� N�/i;

where P �.z/ D P. Nz/ and P �. d
dz
/ is understood in the usual sense as a differential oper-

ator. In this case it is easy to see that M �P D P �. d
dz
/. The Newman–Shapiro problem

(related to a much earlier work of E. Fischer [13]) is whether M �F D F
�. d
dz
/ for all F

satisfying (1.1). In [20] (see also [22] and an extended unpublished manuscript [21]) New-
man and Shapiro proved that this is the case when F is an exponential polynomial (i.e.,
F D

Pn
kD1 Pke�k , where Pk are polynomials and �k 2 C) and for some other special

cases (i.e. F has no zeros or F.z/ D .sin z/=z). Moreover, they revealed some connec-
tions of this problem with weighted polynomial approximation in F . More precisely,
they proved the following result (to avoid inessential technicalities we assume that F has
simple zeros only). Denote by E the space of all entire functions.

Theorem 1.1 ([20, Theorem 1], [22]). For every F satisfying estimates (1.1) the follow-
ing statements are equivalent:

(1) Span ¹znF W n � 0º D EF \ F ;

(2) M �F D F
�. d
dz
/;

(3) KerF �. d
dz
/ D Span ¹e N� W e N� 2 KerF �. d

dz
/º D Span ¹e N� W F.�/ D 0º:

The Newman–Shapiro problem has remained open since 1966. Several similar ques-
tions were studied, e.g., in [19] (see also [12, Chapter X.8]). For related questions on
Toeplitz operators on the Fock space see [11] and the references therein.

It should be mentioned that the Newman–Shapiro problem is closely related to the
spectral synthesis (hereditary completeness) problem for systems of reproducing kernels
in the Fock space (or of Gabor-type expansions with respect to time-frequency shifts of the
Gaussian). In the Paley–Wiener space setting, the spectral synthesis problem was solved
in [2], whereas for the reproducing kernels of the Fock space the solution (in general, also
negative) was recently given in [3].

In this article we prove that the answer to the Newman–Shapiro problem is in general
negative and establish several positive results under different restrictions on the growth
and regularity of the function F .
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The original Newman–Shapiro problem is formulated for the Fock spaces on Cn,
n� 1. Here, we restrict ourselves to the case nD 1. The negative answer to the Newman–
Shapiro problem in the case n D 1 means the negative answer for every n � 1. It seems
that one should use different techniques to obtain positive results for n > 1.

Theorem 1.2. For any ˛ 2 .1; 2/, there exist entire functions F and G such that G;GF
are in F and for every entire function h of order at most ˛ we have hF 2 F , but

GF … Span ¹pF W p 2 P º D Span ¹e�F W � 2 Cº:

Thus, the equivalent conditions of Theorem 1.1 do not hold for F . Here and later on,
P is the space of the polynomials.

Next we establish that under more restrictive growth and regularity conditions on the
function F the answer to the Newman–Shapiro problem becomes positive.

Given ˛ � 0, denote by E2;˛ the class of all entire functions of type at most ˛ for
order 2, that is,

lim sup
jzj!1

log jF.z/j
jzj2

� ˛:

Set E2 D
S
˛<1 E2;˛ .

Given F 2 E2, consider its indicator function for order 2,

hF .�/ D lim sup
r!1

log jF.rei� /j
r2

; � 2 Œ0; 2��:

We say that F 2 E2 is of completely regular growth if log jF.rei� /j=r2 converges uni-
formly in � 2 Œ0; 2�� to hF .�/ as r !1 and r 62 EF for some set EF � Œ0;1/ of zero
relative measure, that is,

lim
R!1

EF \ Œ0; R�

R
D 0:

Theorem 1.3. Let F 2 E . Suppose that there exists G 2 E2 of completely regular growth
and ˛ < 1 such that .FG � E/\F.˛/ D FG �C, and infŒ0;2�� hG > 0. Then F 2 F.
/ for
every 
 � ˛, and

Span ¹e�F W � 2 Cº D EF \ F :

Thus, the equivalent conditions of Theorem 1.1 hold for such F .
The assumptions of the theorem mean that the zero set of F can be complemented by

a set of positive angular density to a set ƒ such that the system ¹k�º�2ƒ is complete and
minimal in F.˛/.

When the zero set of F is sufficiently regular and not very dense, we get the following
result.

Corollary 1.4. Let F 2 F be of completely regular growth. Suppose that the upper
Beurling–Landau density DC

Z.F /
of the zero set Z.F / of F .with multiplicities taken

into account/ is less than 1=�:

lim sup
R!1

sup
z2C

card.Z.f / \D.z;R//
�R2

<
1

�
: (1.2)

Then
Span ¹e�F W � 2 Cº D EF \ F :



Y. Belov, A. Borichev 1230

Here and later on D.z; r/ stands for the open disc centered at z of radius r .
Condition (1.2) is indispensable here as demonstrated by the example given in the

proof of Theorem 1.2.
When we restrict the growth of F , there are no more regularity restrictions on the

zeros:

Theorem 1.5. There exists � > 0 such that if F 2 E2;� , then

Span ¹e�F W � 2 Cº D EF \ F :

Thus, the situation here could be compared to that of the cyclicity/invertibility prob-
lem in the Bergman space. Invertibility does not imply cyclicity there [9], but it does if we
impose additional growth restrictions. (Stronger lower estimates also imply cyclicity [7].)
The main difference is that Bergman space cyclic/invertible functions f are zero free and
one works with harmonic log jf j, while in our situation Fock space functions have a lot
of zeros, which makes the problem much more complicated.

The Fock space does not possess a Riesz basis of reproducing kernels. Instead, we
have the system K D ¹kwºw2Z0 which is complete and minimal in F . Here and later on,
Z D ZC iZ � C and Z0 D Z n ¹0º. Let � be the Weierstrass sigma function associated
to Z, and �0.z/ D �.z/=z. For more information about these functions see Section 2.
The system ¹gwºw2Z0 , where gw D �0=.�

0
0.w/.� � w//, is biorthogonal to K . One of

our main technical tools to get the completeness results is the following Parseval-type
relation: if F1; F2 2 F and � 2 Z.F2/ nZ0, thenX

w2Z0

hF2; kwi � hgw ; F1i

�
1

z � w
C

1

w � �

�
D
hF2; F1i

z
C

�
F2

� � �
;F1

�
C o.jzj�1/; jzj ! 1; z 2 C n�;

for some thin set �. Furthermore, we study related continuous Cauchy transforms corre-
sponding to pairs of Fock space functions, whose asymptotics gives their scalar product.
In particular, given F1; F2 2 F , we have

1

�0.z/

�
�0.z/F1 � F1.z/�0

z � �
; F2

�
D

Z
C

F2.�/F1.�/

z � �
e��j� j

2

dm2.�/ �
F2.z/

�0.z/

Z
C

�0.�/F1.�/

z � �
e��j� j

2

dm2.�/

D
hF2; F1i

z
C o.jzj�1/; jzj ! 1; z 2 C n�;

for some thin set�. Finally, we establish and use a number of uniqueness results on Fock
space functions outside thin sets (thin lattice sets).

The plan of the paper is as follows. In Section 2 we introduce some notations and
prove three uniqueness results for functions in the Fock space. Section 3 contains several
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auxiliary results on interpolation formulas and the scalar product in the Fock space. The-
orem 1.3 together with some auxiliary lemmas is proved in Section 4. Theorem 1.5 and
Corollary 1.4 are proved in Section 5. Finally, Theorem 1.2 is proved in Section 6 using
techniques that are quite different from those in the previous part of the paper.

Notations

Throughout this paper the notation U.x/ . V.x/ for functions U;V � 0 means that there
is a constant C such that U.x/ � CV.x/ for all x in the set in question. We write U.x/�
V.x/ if both U.x/ . V.x/ and V.x/ . U.x/.

2. Notations and some uniqueness results for the Fock space

In this section, after introducing some notations, we establish three uniqueness results for
Fock space functions.

Given ˛ 2 C, the time-frequency shift operator T˛ given by

.T˛F /.z/ D e
� N̨z��2 j˛j

2

F.z � ˛/

is unitary on the Fock space F .
Put d�.z/ D e��jzj

2
dm2.z/.

Given F 2 E we denote by Z.F / its zero set.
It is known [17, Theorem 5, Chapter 3] that if F; G 2 E2 and F is of completely

regular growth, then
hFG D hF C hG :

Together with F we consider its subspace

F0 D ¹F 2 E W PF 2 F º:

Given F 2 F0, denote
ŒF �F D Span ¹PF º:

Following [3] we say that a measurable subset of C is thin if it is the union of a
measurable set �1 of zero (area) density,

lim
R!1

m2.�1 \D.0;R//

R2
D 0;

and a measurable set �2 such thatZ
�2

dm2.z/

.jzj C 1/2 log.jzj C 2/
<1:

The union of two thin sets is thin. If � is thin, then its lower density

lim inf
R!1

m2.� \D.0;R//

R2

is zero. In particular, C is not thin. If � is thin, then its translations z C� are thin for all
z 2 C.
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We start with the following Liouville type result. Although we do not use it directly in
the paper, it helps us to better understand how sparse thin sets are with respect to the small
value sets of Fock space functions. The lemma was originally formulated in [3, Lemma
4.2]. A corrected proof is given in [4]. Here we give an alternative proof.

Lemma 2.1. Let F be an entire function of finite order, bounded on C n� for some thin
set �. Then F is a constant.

Proof. Suppose that F is not a constant and that

log jF.z/j D O.jzjN /; jzj ! 1; (2.1)

for some N <1. We can find w 2 C and c 2 R such that the subharmonic function

u.z/ D log jF.z � w/j C c

is negative on C n z� for some open thin set z�, and u.0/ D 1. Given R > 0, consider
the connected component OR of z�\D.0;R/ containing 0. By the theorem on harmonic
estimation [16, VII.B.1], we have

1 D u.0/ � !.0; @OR \ @D.0;R/;OR/ � max
jzjDR

u.z/;

where !.z; E; O/ is the harmonic measure at z 2 O of E � @O with respect to O . By
(2.1) we obtain

!.0; @OR \ @D.0;R/;OR/ � aR�N ; R � 1; (2.2)

for some a > 0.
For some R � 1 to be chosen later we set

'.z/ D

8̂̂<̂
:̂
!.z; @OR \ @D.0;R/;OR/; z 2 OR;

1; z 2 @OR \ @D.0;R/;

0; z 2 .D.0;R/ nOR/ [ .@D.0;R/ n @OR/;

 .r/ D max
@D.0;r/

':

By the maximum principle,  increases on Œ0; R�.
We use the following radial version of Hall’s lemma (attributed to Øksendal in [14,

p. 125]): if E is a measurable subset of D.0; 1/ nD.0; 1=2/, then

!.0;E;D.0; 1/ nE/ � ım2.E/

for some absolute constant ı > 0.
Let 0 < r < .1C "/r < R for some " 2 .0; 1=2/ and assume that

m2
�
OR \D.0; .1C "/r/ nD.0; r/

�
�
�"2

8
r2:



The Newman–Shapiro problem 1233

Then by Hall’s lemma, applied in the discs

D.�; "r=2/; � 2 @D.0; .1C "=2/r/;

we obtain
 .r/ � .1 � ˇ/ ..1C "/r/

for some absolute constant ˇ > 0. Choose " > 0 such that .1 C "/2N .1 � ˇ/ D 1 and
assume that R D .1C "/M for some integer M . Put

N D

²
n � 0 W m2. z� \D.0; .1C "/

nC1/ nD.0; .1C "/n// >
�"2

8
.1C "/2n

³
;

and set N �M D ZC \ Œ0;M/ nN . Then

 ..1C "/n/ � .1C "/�2N ..1C "/nC1/; n 2 N �M :

By (2.2) we obtain

a.1C "/�NM �  .1/ � .1C "/�2N card.N �
M
/ .R/ D .1C "/�2N card.N �

M
/;

and hence
M � 2 card.N �M / � c; M � 0:

In particular,
card.Œ3s; 3sC1/ \N / � 3s�2; s � s0: (2.3)

We have z� D �1 [�2, where �1 and �2 are open, and

lim
R!1

m2.�1 \D.0;R//

R2
D 0;

Z
�2

dm2.z/

.jzj C 1/2 log.jzj C 2/
<1:

Furthermore, Z
�2;n

dm2.z/

.jzj C 1/2 log.jzj C 2/
�
c

n
; n � n0; n 2 N ;

for some c > 0, where �2;n D �2 \D.0; .1C "/nC1/ nD.0; .1C "/n/. Thus,X
n2N

1

n
<1;

which contradicts (2.3). This completes the proof.

We say that a subset A of the lattice Z D ZC iZ is lattice thin if for some (or equiv-
alently for every) c > 0, the set [

w2Z

D.w; c/

is thin.
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Let � be the Weierstrass sigma function associated to Z,

�.z/ D z
Y
w2Z0

�
1 �

z

w

�
e
z
wC

z2

2w2 ;

where Z0 D Z n ¹0º. Set �0.z/ D �.z/=z. Since

j�.z/j � dist.z;Z/e.�=2/jzj
2

; z 2 C;

we have � 2 E2;�=2, h� � �=2 and Z0 is a uniqueness set for F .

Lemma 2.2. There exists ˇ 2 .0; 1/ such that if S 2 E2 and Z1 is a subset of Z0 of lower
density at least 1 � ˇ satisfying

inf
@D.z;� log�2.1Cjzj//

jS j < 1

for every � 2 .0; 1/ and z 2 Z1, then S is a constant.

Proof. For every z 2 Z1 put

�z D ¹w 2 D.z; log�2.1C jzj// W jS.w/j < 1º:

Then every �z contains a finite family of intervals z C ei�k;zJ kz with pairwise disjoint
J kz � RC of total length .1=2/ log�2.1C jzj/. Set

� D C n
[
z2Z1

�z :

Given z 2 C and a > 0, set

Zz;a� D ¹w 2 Z1 W �w � D.z; a/ nD.z; a=2/º:

Next, given ı 2 .0; 1/ to be chosen later, if the lower density Z1 is at least 1� ˇ with
0 < ˇ � ˇ.ı/ < 1, then

card.Zz;rı� / �
�

4
ı2r2; z 2 @D.0; r/; r > r.ı/: (2.4)

Now we are going to prove that, under condition (2.4), we have

!
�
z; @� \D.z; ıjzj/;D.z; ıjzj/ \�

�
� 
; jzj > r.ı/; (2.5)

for some absolute constant 
 > 0.
Given z 2 C, set t D ıjzj and

F D
°
w 2 D.0; 1/ W z C wt 2

[
w2Z

z;rı
�

�w

±
;

� D c
X

w2Z
z;rı
�

�w D c
X

w2Z
z;rı
�

X
k

�
.wCe

i�k;wJkw�z/=t
m;
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where m is one-dimensional Lebesgue measure and c is a normalization constant such
that � is a probability measure.

Then, under condition (2.4), we have c � .log2 t /=t for large t , and the logarithmic
energy of � is estimated from below as follows:

�I.�/ D �

Z Z
log j�1 � �2j d�.�1/ d�.�2/

D �c2
X

w2Z
z;rı
�

I.�w/

� c2
X

w2Z
z;rı
�

X
w12Z

z;rı
� n¹wº

Z Z
log j�1 � �2j d�w.�1/ d�w1.�2/

� O.1/C
log2 t
t
� sup
u2D.0;1/

X
w2Z

z;rı
�

Z
log

1

j� � uj
d�w.�/ D O.1/:

Since supp��F , the logarithmic capacity ofF is bounded below by an absolute constant
c > 0. Finally, [14, Theorem III.9.1] yields (2.5).

Put
 .r/ D max

@D.0;r/
log jS j; r > 0:

Since S 2 E2, we have
 .r/ D O.r2/; r !1: (2.6)

Under condition (2.4), by the theorem on harmonic estimation [16, VII.B.1] and by (2.5),
we obtain

 .r/ �  .r C ır/.1 � 
/; r > r.ı/: (2.7)

If ı is sufficiently small, 0 < ı � .1� 
/�1=2 � 1, then (2.6) and (2.7) together imply that
 � 0, and hence S is a constant. This completes the proof.

Lemma 2.3. Let F 2 F0 \ `
1.Z/. Then F is a constant.

Proof. By the Lagrange interpolation formula, for every k � 0 and z 2 C nZ0 we have

zkF.z/

�.z/
D

X
w2Z

wkF.w/

� 0.w/.z � w/
;

and hence ˇ̌̌̌
zkF.z/

�.z/

ˇ̌̌̌
D

ˇ̌̌̌X
w2Z

wkF.w/

� 0.w/.z � w/

ˇ̌̌̌
�

X
w2Z

jwjk � jF.w/j

j� 0.w/j � jz � wj
:

Therefore,

jF.z/j . j�.z/j �min
k�0

1

jzjk

X
w2Z

jwjk

j� 0.w/j
; dist.z;Z/ > 1=3:
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Thus,

jF.z/j . e
�
2 jzj

2

�min
k�0

1

jzjk

X
w2Z

jwjke�
�
2 jwj

2

� e
�
2 jzj

2

�min
k�0

1

jzjk

Z
C
jwjke�

�
2 jwj

2

dm2.w/

D 2�e
�
2 jzj

2

�min
k�0

1

jzjk

Z 1
0

rkC1e�
�
2 r
2

dr

. min
k�0

exp
�
�

2
jzj2 � k log jzj C

k C 1

2
log

k C 1

�
�
k C 1

2

�
. 1C jzj; dist.z;Z/ > 1=3:

It remains to use the Liouville theorem.

3. Interpolation formulas and duality in the Fock space

In this section we establish several results on relations between interpolation formulas,
expansions with respect to some fixed complete and minimal systems of reproducing
kernels and their biorthogonal systems, and the scalar product in the Fock space.

Lemma 3.1. Let F1; F2 2 F and F3 2 F0. Thenˇ̌̌̌Z
C

F2.�/F1.�/

z � �
d�.�/

ˇ̌̌̌
D o.1/; jzj ! 1;ˇ̌̌̌Z

C

F3.�/F1.�/

z � �
d�.�/

ˇ̌̌̌
D O..1C jzj/�1/; jzj ! 1;ˇ̌̌̌Z

C

�0.�/F1.�/

z � �
d�.�/

ˇ̌̌̌
D O.jzj�1 log1=2 jzj/; jzj ! 1:

Proof. We use the fact that if F 2F , then jF.z/j D o.e�jzj
2=2/ as jzj!1. Furthermore,

F2.�/F1.�/ d�.�/D '.�/dm2.�/ with ' 2 L1.C/\C0.C/. Therefore, for everyR > 0,
we have ˇ̌̌̌Z

C

F2.�/F1.�/

z � �
d�.�/

ˇ̌̌̌
�

ˇ̌̌̌Z
CnD.z;R/

'.�/ dm2.�/

z � �

ˇ̌̌̌
C

ˇ̌̌̌Z
D.z;R/

'.�/ dm2.�/

z � �

ˇ̌̌̌
.
k'kL1.C/

R
CR � o.1/; jzj ! 1:

The proof of the second inequality is analogous.
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To prove the third inequality, we verify thatˇ̌̌̌Z
C

�0.�/F1.�/

z � �
d�.�/

ˇ̌̌̌
�

ˇ̌̌̌Z
CnD.z;1/

�0.�/F1.�/ dm2.�/

z � �

ˇ̌̌̌
C

ˇ̌̌̌Z
D.z;1/

�0.�/F1.�/ dm2.�/

z � �

ˇ̌̌̌
. kF1kL2.C/

�Z
CnD.z;1/

dm2.�/

.1C j�j2/jz � �j2

�1=2
C o

�
1

jzj

�
D O.jzj�1 log1=2 jzj/; jzj ! 1:

Given F 2 F , z 2 C, set

A.F; z/.�/ D
F.�/�0.z/ � F.z/�0.�/

z � �
; � 2 C:

Then

A.F; z/ D �0.z/
F � F.z/

z � �
C F.z/

�0.z/ � �0

z � �
2 F :

Given F1; F2 2 F , set

I.F1; F2/.z/ D
1

�0.z/
hA.F2; z/; F1i

D

Z
C

F2.�/F1.�/

z � �
d�.�/ �

F2.z/

�0.z/

Z
C

�0.�/F1.�/

z � �
d�.�/:

Then �0 � I.F1; F2/ 2 E .
The following result is contained in [3, proof of Lemma 4.3].

Lemma 3.2. Let F1; F2 2 F . Then

I.F1; F2/.z/ D
hF2; F1i

z
C o.jzj�1/; jzj ! 1; z 2 C n�;

for some thin set �.

The system K D ¹kwºw2Z0 is a complete and minimal system in F , and the system
¹gwºw2Z0 , where gw D �0=.� 00.w/.� � w//, is biorthogonal to K (see [3, 6]).

Lemmas 2.3 and 4.1 of [3] give us the following result:

Lemma 3.3. Let F1; F2 2 F . Define

cw D hF2; kwi � hgw ; F1i D
F2.w/

� 00.w/

�
�0

� � w
;F1

�
; w 2 Z0:

Then X
w2Z0

jcw j
2

log.1C jwj/
<1; (3.1)
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and for every � 2 Z.F2/ nZ0 we haveX
w2Z0

cw

�
1

z � w
C

1

w � �

�
D I.F1; F2/.z/C

�
F2

� � �
;F1

�
; z 2 C nZ0;

with the series converging absolutely in C nZ0.

The following lemma establishes some relations between orthogonality in the Fock
space and the corresponding discrete Cauchy transform.

Lemma 3.4. Let F2; F3 2 E2 and F1; F2F3 2 F , and let F3 be of completely regular
growth with infŒ0;2�� hF3 D � > 0. Suppose that

F1 ?
F2F3

� � �
; � 2 Z.F3/;

and define

dw D hgw ; F1i D
1

� 00.w/

�
�0

� � w
;F1

�
; w 2 Z0:

Fix distinct �1; �2 2 Z.F3/ and set

C.z/ D
X
w2Z0

dwF2.w/F3.w/

.z � w/.w � �1/.w � �2/
:

Then for every " > 0,

C.z/ D o.1/; jzj ! 1; dist.z;Z0/ � ": (3.2)

Set U D �0 � I.F1; F2/. Then U 2 E2;�=2�� and

�0 � C D
UF3

.� � �1/.� � �2/
;

U.w/ D dw�
0
0.w/F2.w/; w 2 Z0:

Proof. By [3, Lemma 2.3], we have

jdw j . e�.�=2/jwj
2

log1=2.2C jwj/; w 2 Z0;

and hence X
w2Z0

jF2.w/F3.w/j � jdw j

jwj2
<1:

This implies (3.2).
By the simple argument in [6, proof of Lemma 3.1], for any distinct �1; �2; �3 2

Z.F3/ we have

0 D

�
F2F3

.� � �1/.� � �2/.� � �3/
; F1

�
D

X
w2Z0

dwF2.w/F3.w/

.w � �1/.w � �2/.w � �3/
:
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Hence, for fixed �1; �2 2 Z.F3/ we obtain

C.z/ D
X
w2Z0

dwF2.w/F3.w/

.z � w/.w � �1/.w � �2/
D

F3.z/U.z/

�0.z/.z � �1/.z � �2/

for some entire function U . Next, since � D infŒ0;2�� hF3 > 0, we have U 2 E2;�=2�� .
Comparing the residues, we conclude that U.w/ D dw� 00.w/F2.w/ for w 2 Z0.

Finally, set
T D U � �0 � I.F1; F2/:

Then T 2 E , and by Lemma 3.3, T vanishes on Z0. Set zT D T=�0. We have zT 2 E , and
by Lemma 3.1, we deduce that zT is of at most polynomial growth. Lemma 3.2 implies that
zT D o.1/ as jzj ! 1, z 2 C n�, for some thin set �, and hence zT D 0 and T D 0.

Lemma 3.5. Let F1;F2 2 F , and suppose that F1 6? F2, and for someE 2 E and P 2P

we have
I.F1; F2/ D

E

�0
C P:

Then, given 
 > 0, there exists a lattice thin set Z1 such that E has at least one zero in
every disc D.w; 
/ with w 2 Z0 nZ1.

Proof. By Lemma 3.2,

I.F1; F2/.z/ D
aC o.1/

z
; jzj ! 1; z 2 C n�; (3.3)

for some a 6D 0 and some thin set �. Set

I1.z/ D

Z
C

F2.�/F1.�/

z � �
d�.�/; I2.z/ D

Z
C

�0.�/F1.�/

z � �
d�.�/:

so that I.F1; F2/ D I1 � F2I2=�0. By Lemma 3.1, for some B <1 we have

jI2.z/j
2
� B

log.2C jzj/
1C jzj2

; z 2 C: (3.4)

Let 
 2 .0; 1=2/. Set

Z1 D

²
w 2 Z0 W sup

D.w;
/nD.w;
=2/

ˇ̌̌̌
F2

�0

ˇ̌̌̌2
�

jaj2

100B log.2C jzj/

³
:

If w 2 Z1, then Z
D.w;1/

jF2.�/j
2 d�.�/ &

1

jwj2 log.1C jwj/
;

and hence Z1 is lattice thin.
By (3.4), if w 2 Z nZ1, then

sup
z2D.w;
/nD.w;
=2/

ˇ̌̌̌
z
F2.z/

�0.z/
I2.z/

ˇ̌̌̌
�
jaj

4
: (3.5)
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Next we use the fact that N@I1.z/ D �F2.z/F1.z/e��jzj
2
, and hence N@I1 2 L1.C/ \

L1.C/\ C1.C/. Furthermore, @I1 is the Beurling–Ahlfors transform [1, Chapter 4] of
N@I1 2 L

2.C/, and hence @I1 2 L2.C/. Set

Z2 D

²
w 2 Z0 W

Z
D.w;
/nD.w;
=2/

jrI1.z/j
2 dm2.z/ �

jaj2
2

100jwj2

³
:

Since rI1 2 L2.C/, the set Z2 is lattice thin. Furthermore, if w 2 Z n Z2, then there
exists Q.w/ � .
=2; 
/ such that T .w/ D

S
r2Q.w/ @D.w; r/ satisfies m2.T .w// � 
2

and
oscT.w/.zI1.z// � jaj=4:

Here and later on,
oscA.f / D sup

z1;z22A

jf .z1/ � f .z2/j:

Now, if w 2 Z n .Z1 [Z2/, then, by (3.5), we have

oscT.w/.zI.F1; F2/.z// � jaj=2: (3.6)

Set

Z3 D ¹w 2 Z0 n .Z1 [Z2/ W jzI.F1; F2/.z/ � aj � 3jaj=4 for some z 2 T .w/º:

By (3.3) and (3.6), the set Z3 is lattice thin.
Now, if w 2 Z0 n .Z1 [Z2 [Z3/ and r D r.w/ 2 Q.w/, then

jzI.F1; F2/.z/ � aj � 3jaj=4; z 2 @D.w; r/:

Thus the total change of the argument ofE=�0 along @D.w; r/ is 0 (consider first the case
P D 0, then the case P 6D 0), and hence E has one zero in D.w; r/.

Finally, E has at least one zero in every discD.w;
/ for w 2 Z0 outside a lattice thin
set.

4. Proof of Theorem 1.3

We start this section with four lemmas dealing with the closed polynomial span ŒF �F of
F 2 F . Then we pass to the proof of the theorem.

Lemma 4.1. Let F 2 E , and suppose that for every A > 0, the function F satisfies (1.1).
Then

Span ¹e�F W � 2 Cº D ŒF �F :

Proof. By (1.1), we haveZ
C
jF.z/j2

�X
k�0

j�zjk

kŠ

�2
d�.z/ <1; � 2 C:
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Therefore,
e�F 2 ŒF �F ; � 2 C:

In the opposite direction, let H 2 F be orthogonal to all e�F , � 2 C. Set

an D

Z
C
�nF.�/H.�/ d�.�/; n � 0:

By (1.1), the series
P
n�0 anz

n=nŠ converges in the whole plane and equals the zero
function. Hence, an D 0 for n � 0. By the Hahn–Banach theorem, we conclude that

PF � Span ¹e�F W � 2 Cº:

Lemma 4.2. Let F 2 F0 and H 2 ŒF �F . Then for every � 2 Z.H/ nZ.F / we have

H

� � �
2 ŒF �F :

Proof. If P 2 P and kH � PF k < ", then

jP.�/j � " � C.F; �/:

Hence,

kH � .P � P.�//F k � " � C1.F; �/;



 H

� � �
�
P � P.�/

� � �
F





 � " � C2.F; �/:
Thus, H=.� � �/ can be approximated by elements in ŒF �F .

Lemma 4.3. Let F 2 F0 and let H 2 E2 be of completely regular growth. Suppose that
infŒ0;2�� hH > 0, H has simple zeros, Z.F / \ Z.H/ D ;, and FH 2 ŒF �F . Next, let
W 2 E be such that FW 2 F and

FW ? ŒF �F :

Then

H.z/

Z
C

F.�/F.�/W.�/

z � �
d�.�/ D

Z
C

F.�/H.�/F.�/W.�/

z � �
d�.�/: (4.1)

Proof. Denote

A.z/ D

Z
C

F.�/F.�/W.�/

z � �
d�.�/; B.z/ D

Z
C

F.�/H.�/F.�/W.�/

z � �
d�.�/:

Since N@.AH � B/ D 0, AH � B is an entire function; this function vanishes on Z.H/
because of Lemma 4.2. Denote T D A � B=H . We have T 2 E . Applying Lemma 3.1
to A and B we find that max�2Œ0;2�� jT .rei�/j ! 0 as r tends to1, outside a set of r of
zero relative measure, and hence T D 0.
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Lemma 4.4. Let F 2 F0 and let H 2 E2 be of completely regular growth. Suppose that
�D infŒ0;2�� hH > 0,H has simple zeros,Z.F /\Z.H/D ;, .FH � E/\F D FH �C,
and FH 2 ŒF �F . Then

ŒF �F D EF \ F : (4.2)

Proof. Without loss of generality, we can assume that F has infinitely many zeros. Shift-
ing F and H by an operator T˛ if necessary, we can assume that Z.FH/ \ Z0 D ;.
Suppose that (4.2) does not hold and choose V 2 E n ¹0º such that FV 2 F and

FV ? ŒF �F :

By Lemma 4.2,

FV ?
FH

� � �
; � 2 Z.H/:

Set

aw D F.w/V.w/; dw D
1

� 00.w/

�
�0

� � w
;FV

�
; w 2 Z0:

Fix distinct �1; �2 2 Z.H/ and set U D �0 � I.F V;F /. By Lemma 3.4 (applied to F1 D
FV , F2 D F , F3 D H ), we have U 2 E2;�=2�� , and

C1.z/ D
X
w2Z0

dwF.w/H.w/

.z � w/.w � �1/.w � �2/
D

H.z/U.z/

�0.z/.z � �1/.z � �2/
:

Furthermore,
U.w/ D dw�

0
0.w/F.w/; w 2 Z0;

and for every " > 0,

C1.z/ D o.1/; jzj ! 1; dist.z;Z0/ � ": (4.3)

Fix � 2 Z.FV / and set

C2.z/ D
X
w2Z0

awdw

�
1

z � w
C

1

w � �

�
;

R D
UV

�0
� C2: (4.4)

By Lemma 3.3 (applied to F1D F2D FV ), the series C2 converges absolutely in C nZ0.
By (3.1), for every " > 0,

C2.z/ D o.log jzj/; jzj ! 1; dist.z;Z0/ � ": (4.5)

Comparing the residues, we conclude that R 2 E .
Next, choose distinct �1; �2 2 Z.F / and write the Lagrange interpolation formula

C3.z/ D
X
w2Z0

F.w/V.w/

� 00.w/.z � w/.w � �1/.w � �2/
D

F.z/V .z/

�0.z/.z � �1/.z � �2/
:



The Newman–Shapiro problem 1243

Since FV 2 F , the series converges absolutely in C n .Z0 [ ¹�1; �2º/, and for every
" > 0,

C3.z/ D o.1/; jzj ! 1; dist.z;Z0/ � ": (4.6)

Now,

C1.z/C3.z/ D
H.z/U.z/

�0.z/.z � �1/.z � �2/
�

F.z/V .z/

�0.z/.z � �1/.z � �2/

D
F.z/H.z/

�0.z/
�

R.z/C C2.z/

.z � �1/.z � �2/.z � �1/.z � �2/
:

By (4.3), (4.5), (4.6), and the maximum principle, FHR belongs to P �F . Furthermore,
FH.R � 1/ 2 P �F . Since the only entire multiples of FH in F are the constant ones,
we conclude that R is a polynomial.

By Lemma 3.3 (applied to F1 D F2 D FV ) and (4.4) we have

UV

�0
D I.F V; F V /C

Z
C

jF.�/V .�/j2

� � �
d�.�/CR:

By Lemma 3.5 (applied to F1 D F2 D FV ), we see that UV has at least one zero in every
disc D.w; 1=10/ for w 2 Z0 outside a lattice thin set. Since R is a polynomial, (4.4) and
(4.5) show that UV 2 P �F . Since U 2 E2;�=2�� , a subset of Z.V / of positive lower
density is contained in

S
w2Z0

D.w; 1=10/. Repeating the above argument for T1=2.F /

and T1=2.V /, we obtain U1 2 E2;�=2�� such that W D T1=2.V /U1 has at least one zero
in every disc D.w; 1=10/ for w 2 Z0 outside a lattice thin set. Since W 2 P � F , and
a subset of Z.W / of positive lower density is contained in C n

S
w2Z0

D.w; 1=10/, we
obtain a contradiction. Thus, relation (4.2) does hold.

Proof of Theorem 1.3. Suppose that

Span ¹e�F W � 2 Cº 6D EF \ F :

Set V.z/DG.z/�..1� ˛/1=2z/. We have V 2E2;q for some q � 1. Furthermore, FV 2F .
Without loss of generality, we can assume that FV has simple zeros: otherwise, we can
shift the zeros of F and G a bit without changing our hypothesis and conclusions. By
Lemmas 4.1 and 4.4,

FV 62 ŒF �F :

Next, let
Vs.z/ D V.sz/; 0 < s � 1:

Since F 2 E2;�=2�ˇ for some ˇ > 0, FV 2 F , and V is of completely regular growth
with infŒ0;2�� hV > 0, we find that FVs 2 F , 0 < s < 1.

Let 0 < � < �1 <
p
ˇ=q and 0 < t � �. Let Pn, n � 0, be the n-th partial sum of the

Taylor series of Vt . Then

sup
z2C
jPn.z/ � Vt .z/je

��2
1
qjzj2
! 0; n!1:
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Hence, PnF ! VtF in F as n!1. Thus,

FVt 2 ŒF �F ; 0 < t � �:

Hence, there exist ı 2 .0;min.1 � �; �2.1 � ˛/=.2q/// and s 2 Œ�; 1 � ı� such that

FVs 2 ŒF �F ; F VsCı 62 ŒF �F :

Once again, without loss of generality, we can assume that FVs has simple zeros and
Z.FVsCı/ \Z0 D ;.

Choose W 2 E such that

FW 2 F ; FW ? ŒF �F ; FW 6? FVsCı :

By Lemma 4.2,

FW ?
FVs

� � �
; � 2 Z.Vs/: (4.7)

Set

aw D F.w/VsCı.w/;

dw D
1

� 00.w/

�
�0

� � w
;FW

�
; w 2 Z0:

Furthermore, set
U D �0 � I.FW;F /: (4.8)

By (4.7) and by Lemma 3.4 (applied to F1 D FW , F2 D F , F3 D Vs), we have U 2
E2;�˛=2 and U.w/ D dw� 00.w/F.w/ for w 2 Z0.

Fix � 2 Z.FVsCı/ nZ0 and define

C.z/ D
X
w2Z0

awdw

�
1

z � w
C

1

w � �

�
;

S D
UVsCı

�0
� C : (4.9)

Comparing the residues we see that S 2 E . By Lemma 3.3 (applied to F1 D FW , F2 D
FVsCı ), the series defining C converges absolutely in C nZ0, and

UVsCı

�0
D I.FW;FVsCı/C

�
FVsCı

� � �
;FW

�
C S:

As in the proof of Lemma 4.4, we deduce that for every " > 0,

C2.z/ D o.log jzj/; jzj ! 1; dist.z;Z0/ � ": (4.10)

By (4.8),
UVsCı

�0
D VsCı � I.FW;F /:



The Newman–Shapiro problem 1245

Hence,

S.z/ D �

Z
C

F.�/VsCı.�/F.�/W.�/

z � �
d�.�/

C VsCı.z/

Z
C

F.�/F.�/W.�/

z � �
d�.�/ �

�
FVsCı

� � �
;FW

�
: (4.11)

By Lemma 4.3 applied with H D Vs we have

S.z/ D �

Z
C

F.�/VsCı.�/F.�/W.�/

z � �
d�.�/ �

�
FVsCı

� � �
;FW

�
C
VsCı.z/

Vs.z/

Z
C

F.�/Vs.�/F.�/W.�/

z � �
d�.�/:

Therefore, S 2 E2;q.sCı/2�qs2 � E2;2qı . Hence, zS D S.2qı/�1=2 2 F .
Next, by (4.11) and by Lemma 3.1, S is bounded onZ.VsCı/, and hence zS is bounded

on a lattice of density at least �2.1� ˛/=.2qı/ > 1. By Lemma 2.3, zS D S is a constant.
Thus,

UVsCı

�0
D I.FW;FVsCı/C

�
FVsCı

� � �
;FW

�
C S.0/:

By (4.9) and (4.10), UVsCı 2 P � F . By Lemma 3.5 (applied to FW and FVsCı ), we
conclude that UVsCı has at least one zero in every discD.w; 1=10/ for w 2 Z0 outside a
lattice thin set. However, shifting F and VsCı we see that a subset of Z.VsCı/ of positive
density is contained in C n

S
w2Z0

D.w; 1=10/. We get a contradiction, which completes
the proof.

5. Proof of Theorem 1.5 and Corollary 1.4

Proof of Corollary 1.4. Choose an integer N such that

sup
z2C

card.Z.F / \Qz;N / < N 2;

where Qz;N is the square centered at z of sidelength
p
� N . Let M 2 NN be a number

to be chosen later. Choose ƒ � C disjoint from Z.F / in such a way that

card.�z/ D ˛M 2; z 2 ZM DMZ �MZ;

for some ˛ < 1, where �z D .Z.F /[ƒ/\Qz;M . Without loss of generality Z.F /[ƒ
is disjoint from

S
z2ZM @Qz;M .

We can choose large M and place the points of ƒ in such a way that the measures
˛M 2ız �

P
�2�z

ı�, z 2ZM , have the first three moments equal to 0. Then, arguing as in
[8, Section 4.4] (see also [18]), we conclude that the canonical product H corresponding
to the set Z.F / [ƒ satisfies the estimate

dist.w;Z.H//Be�˛jwj
2=2 . jH.w/j . e�˛jwj

2=2; w 2 C; (5.1)
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for some B > 0. Indeed, choose w 2 C and z 2 ZM , and denote L.�/ D log.1 � w=�/.
We have ˛M 2 D card�z andˇ̌̌̌X
�2�z

�
log

ˇ̌̌̌
1 �

w

�

ˇ̌̌̌
� log

ˇ̌̌̌
1 �

w

z

ˇ̌̌̌�ˇ̌̌̌
� jL0.z/j �

ˇ̌̌X
�2�z

.z � �/
ˇ̌̌
C
1

2
jL00.z/j �

ˇ̌̌X
�2�z

.z � �/2
ˇ̌̌
C C �

�
1

jw � zj3
C

1

jzj3

�
:

Since the first two sums on the right hand side are zero, summing over z 2 ZM we arrive
at (5.1).

Choose �1; �2 2 ƒ and setH1 DH=Œ.� � �1/.� � �2/� and G DH1=F . Then G is of
completely regular growth, hG � c > 0, and .FG � E/ \ F.˛/ D FG � C. It remains to
apply Theorem 1.3.

Lemma 5.1. There existsK 2 .1;1/ such that if � > 0, F 2 E2;� , V 2 E and FV 2 F ,
then V 2 E2;�=2CK� .

Proof. See [17, Chapter I, Sections 8, 9].

Proof of Theorem 1.5. Suppose that � < �ˇ=.8K/, where ˇ 2 .0;1/ is as in the statement
of Lemma 2.2 andK is as in the statement of Lemma 5.1. Choose " 2 .2K�=�;ˇ=4/ and
set H.z/ D �..1 � "/1=2z/. Clearly, FH 2 ŒF �F . Without loss of generality, we can
assume that Z.H/ \Z.F / D ;.

Suppose that the claim of the theorem does not hold. Choose V 2 E such that FV 2F

and FV ? ŒF � and setU D �0 � I.F V;F /. By Lemma 3.4 (applied to F1D FV , F2D F ,
F3 D H ), we get U 2 E2;�"=2. Next, arguing as in the proof of Lemma 4.4, we obtain

UV

�0
D I.F V; F V /C S

for some S 2 E . Since V 2 E2;�=2CK� , we have S 2 E2;�".
Replacing F and V by F˛ D T˛.F / and V˛ D T˛.V /, respectively, we find

U˛V˛

�0
D I.F˛V˛; F˛V˛/C S˛:

If S˛ and S˛1 are polynomials for some ˛; ˛1 2 C such that ˛ � ˛1 62 Z, then we
choose 
 > 0 such that D.˛ � ˛1; 
/ \ Z D ;. By Lemma 3.5 we find that both U˛V˛
and U˛1V˛1 have at least one zero in every disc D.w; 
/ for w 2 Z outside a lattice thin
set. Then the lower density of the set

¹w 2 Z W D.w C ˛; 
/ \Z.V / 6D ;º

is at least 3=4. The same is true with ˛ replaced by ˇ. This contradicts the fact that the
upper density of Z.V / is at most 5=4.

Thus, for some ˛0 and every ˛ 2 C n .˛0 CZ/, S˛ is not a polynomial. We can find
˛ 62 ˛0 C Z and Z1 � Z0 of lower density at least 1 � " such that V˛ has no zeros in
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S
z2Z1

D.z; log�2.1 C jzj//. Accordingly, for some Z2 � Z of lower density at least
1 � 2" the function U˛V˛ has no zeros in

S
z2Z2

D.z; log�2.1C jzj//. By Lemma 3.1,
U˛V˛=�0 � S˛ has at most polynomial growth. By the Rouché theorem, for some C > 0

and N <1 we obtain
inf

@D.z;� log�2.1Cjzj//

jS˛j < C jzj
N

for every 0 < � < 1 and every z 2 Z2. Dividing S˛ by several zeros (and possibly adding
a polynomial), we arrive at the conditions of Lemma 2.2. Thus, we conclude that S˛ is a
polynomial. This contradiction completes the proof.

6. Proof of Theorem 1.2

The main idea of the proof goes back to [10].

Step 1: Construction of F . We choose ˇ such that

1 < ˛ < ˇ < 2:

Consider the function

f .z/ D exp
�
�

2
z2 � zˇ

�
; z 2 � D ¹rei� W r > 0; j� j � �=4º;

with the principal branch zˇ .1/ D 1. The function f is bounded on @�. Moreover,

log jf .rei� /j D
�

2
cos.2�/r2 � cos.ˇ�/rˇ ; rei� 2 �;

log jf .x C iy/j D
�

2
x2 � xˇ CO.1/; x !1; jyj � 1;

log jf .re˙i�=4/j D � cos
�
�ˇ

4

�
rˇ ; r > 0;

log jf 0.re˙i�=4/j D �
�

cos
�
�ˇ

4

�
C o.1/

�
rˇ ; r !1:

Next, set

f1.z/ D
1

2�i

Z
@�

f .w/ dw

z � w
; z 2 C n�:

It is well known that f1 extends to an entire function. Indeed, f1 is analytic in C n�. Put

f R1 .z/ D
1

2�i

Z
@�R

f .w/ dw

z � w
; z 2 C n�R;

�R D � \ ¹jzj > Rº:

The function f R1 is an analytic continuation of f1 to C n �R. Thus, when R ! 1,
f1 extends to an entire function.
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By the Sokhotskiı̆–Plemelj theorem we get

jf1.re
i� /j D exp

�
�

2
cos.2�/r2 � cos.ˇ�/rˇ

�
CO.1/; rei� 2 �; r !1; (6.1)

jf1.x C iy/j D exp
�
�

2
x2 � xˇ

�
CO.1/; x !1; jyj � 1: (6.2)

We fix ı such that ˇ < ı < 2 and define

F.z/ D f1.e
�i�=.2ı/z/C f1.e

i�=.2ı/z/:

Claim 6.1. For every entire function h of order at most ˛ we have

hF 2 F :

Proof. By (6.1),

log jF.rei� j �

8̂<̂
:
�

2
.r2 � rˇ /CO.1/; � 2 J;

�

2
cos.1=5/r2; � 62 J;

where

J D

�
�
�

2ı
�
1

10
;�

�

2ı
C

1

10

�
[

�
�

2ı
�
1

10
;
�

2ı
C

1

10

�
:

Therefore, Z
C
jhF.z/j2e��jzj

2

dm2.z/ <1:

Step 2: Key estimate. Choose 
 2 .ˇ; ı/.

Claim 6.2. Let P1 be the family of polynomials P such that

kPF kF � 1: (6.3)

Then for some C > 0 we have

sup
P2P1

jP.x/j � C exp.x
 /; x � 0:

Proof. The estimates (6.2) and (6.3) yieldZ
x>0; jyj�1

jP..x C iy/ei�=.2ı//j2e�2x
ˇ

dx dy � C; P 2 P1:

In the same way,Z
x>0; jyj�1

jP..x C iy/e�i�=.2ı//j2e�2x
ˇ

dx dy � C; P 2 P1:

By the Fubini theorem, for every P 2 P1 we can find y.P / 2 Œ�1; 1� such thatZ 1
0

jP..x ˙ iy.P //e˙i�=.2ı//j2e�2x
ˇ

dx � C1:
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Since point evaluations are locally uniformly bounded in the Fock space, by the maximum
principle we obtain

sup
P2P1; jzj�2

jP.z/j � C2:

Note that the lines ¹.xC iy.P //ei�=.2ı/ W x 2Rº and ¹.x � iy.P //e�i�=.2ı/ W x 2Rº
intersect at the point �y.P /=sin �

2ı
. Therefore, if we set

Q.z/ D P

�
z �

y.P /

sin �
2ı

�
;

then we have Z 1
0

jQ.te˙i�=.2ı//j2e�2t
ˇ

dt � C3:

Put
Q1.re

i� / D Q.r1=ıei�=ı/ exp
�
�
1
2
r
=ıei�
=ı

�
; r � 0; j� j � �=2:

Then Q1 is bounded and analytic in the right half-plane, andZ
R
jQ1.iy/j

2 dy � C4:

Therefore,
jQ1.x/j � C5; x � 1;

and as a result,
jP.x/j � C6 exp.x
 /; x � 0:

Step 3: Construction of G. Next we fix � and � such that ı < � < � < 2. We consider
the function

g.z/ D exp.z� /; z 2 �1 D

²
rei� W r > 0; j� j �

�

2�

³
;

with the principal branch z� .1/ D 1. Then

log jg.rei� /j D cos.��/r� ; rei� 2 �1;

log jg.x/j D x� ; x � 0;

log jg.re˙i�=.2�//j D cos
�
��

2�

�
r� ; r > 0;

log jg0.re˙i�=.2�//j D
�

cos
�
��

2�

�
C o.1/

�
r� ; r !1:

Set

G.z/ D
1

2�i

Z
@�1

g.w/ dw

z � w
; z 2 C n�1:

Then G extends to an entire function,

jG.x/j D exp.x� /CO.1/; x � 0; (6.4)
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and

jG.rei� /j D

´
exp.cos.��/r� /CO.1/; � 2 Œ� �

2�
; �
2�
�;

O.1/; � 2 Œ��; �� n Œ� �
2�
; �
2�
�:

(6.5)

Claim 6.3. FG 2 F .

Proof. By (6.1) and (6.5) we have

log j.FG/.rei� /j �
�

2
r2

� �Œ�=.2ı/��=4;�=.2ı/C�=4�.�/

�
cos
�
2� �

�

ı

�
�
�

2
r2 � cos

�
ˇ� �

ˇ�

2ı

�
� rˇ

�C
C �Œ��=.2ı/��=4;��=.2ı/C�=4�.�/

�
cos
�
2� C

�

ı

�
�
�

2
r2 � cos

�
ˇ� C

ˇ�

2ı

�
� rˇ

�C
C �Œ��=.2�/;�=.2�/�.�/.cos.��/r� / �

�

2
r2 CO.1/; r !1; � 2 Œ��; ��:

Hence, for some " D ".�; ı/ > 0 and d D d.ˇ; �; ı/ > 0, we have

log j.FG/.rei� /j �
�

2
r2

�

´
�drˇ ; � 2 J D Œ �

2ı
� "; �

2ı
C "� [ Œ� �

2ı
� ";� �

2ı
C "�;

�dr2; � 2 Œ��; �� n J;

and so FG 2 F .

Step 4: End of the proof. Now, we argue as in [10]. Suppose that Pn are polynomials
such that

PnF
F
! FG:

Then for some C1 > 0 we have

¹Pn=C1ºn�1 2 P1;

and by Claim 6.2 we get

jPn.x/j � CC1 exp.x
 /; n � 1; x � 0: (6.6)

Since PnF tend to FG uniformly on compact subsets of the complex plane, (6.6) contra-
dicts (6.4), and

FG 62 Clos F ¹PF º:
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