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Abstract. In this note we investigate propagation of smallness properties for solutions to heat equa-
tions. We consider spectral projector estimates for the Laplace operator with Dirichlet or Neumann
boundary conditions on a Riemanian manifold with or without boundary. We show that using the
new approach for the propagation of smallness of Logunov and Malinnikova (2018) allows one to
extend the spectral projector type estimates of Jerison and Lebeau (1999) from localisation on open
sets to localization on arbitrary sets of non-zero Lebesgue measure; we can actually go beyond and
consider sets of non-vanishing d � ı (ı > 0 small enough) Hausdorff measure. We show that these
new spectral projector estimates allow one to extend Logunov–Malinnikova’s propagation of small-
ness results to solutions to heat equations. Finally, we apply these results to the null controllability
of heat equations with controls localized on sets of positive Lebesgue measure. The main novelty
here is that we can drop the constant coefficient assumptions of Apraiz et al. (2013, 2014) on the
Laplace operator (or the analyticity assumption of Escauriaza et al. (2017) and Lebeau and Moy-
ano (2019)) and deal with Lipschitz coefficients. Another important novelty is that we get the first
(non-one-dimensional) exact controllability results with controls supported on measure zero sets.
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1. Introduction

In this note we are interested in understanding the propagation of smallness and in control
for solutions to heat equations and their connections with the propagation of smallness for
high frequency sums of eigenfunctions of the Laplace operator on a compact Riemanian
manifold .M; g/ with boundary. Let

� D
1

p
detg

@i .
p

detg gij @j /

be the Laplace–Beltrami operator onM and let .ek/ be a family of eigenfunctions of ��,
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with eigenvalues �2
k
!C1 forming a Hilbert basis of L2.M/,

��ek D �
2
kek ; ekj@M D 0 (Dirichlet condition) or @�ekj@M D 0 (Neumann condition):

(Note that we will also denote by � the more general operator defined in (1.1) below.)
Now, we consider an arbitrary finite linear combination of the form

� D
X
�k�ƒ

ukek.x/;

and given a small subsetE �M (of positive Lebesgue measure or at least not too small in
a sense to be made precise later), we want to understand how Lp norms of the restrictions
of � to the set E dominate Sobolev norms of � on M .

In the case of domains and constant coefficient Laplace operators and subsets of pos-
itive Lebesgue measure, or in the case of Lipschitz metrics and open subsets E, this is
now quite well understood [2, 5]. Here we shall be interested in the two cases where M
is a W 2;1 compact manifold of dimension d with or without boundary (endowed with
a Lipschitz metric) and observation domains E of positive Lebesgue measure or even of
positive .d � ı/-dimensional Hausdorff content for ı > 0 small enough, but depending
only on the dimension of the manifold M .

Here and below by W 2;1 manifolds, we mean that the changes of charts are
C 1 \W 2;1 maps (C 1 with second order distribution derivatives bounded a.e. or equiv-
alently the derivatives of the change of charts are Lipschitz functions). We allow slightly
more general operators than Laplace–Beltrami operators and assume that M is endowed
with a Lipschitz (positive definite) metric g and a Lipschitz (positive) density �. Let

� D
1

�.x/
divg�1.x/�.x/rx D div� rg (1.1)

be the corresponding Laplace operator. When �.x/ D
p

detg.x/, we recover the usual
Laplace–Beltrami operator on .M; g/.

In all the results below, the manifoldM will be assumed to satisfy theW 2;1 regularity
above, and unless stated explicitly otherwise, � stands for the operator defined by (1.1)
with Dirichlet or Neumann boundary condition if @M ¤ ;. Recall that the d -Hausdorff
content (or measure) of a set E � Rn is

CdH .E/ D inf
°X
j

rdj I E �
[
j

B.xj ; rj /
±
;

and the Hausdorff dimension of E is defined as

dimH .E/ D inf ¹d I CdH .E/ D 0º:

We shall denote by jEj the Lebesgue measure of the setE. Let us recall that the Hausdorff
content of order n is equivalent to the Lebesgue measure,

9Cd ; cd > 08A Borel set; cd jAj � CdH .A/ � Cd jAj;
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and
CdH .E/ > 0 H) 8d 0 < d; Cd

0

H .E/ � inf.1;CdH .E// (1.2)

(indeed,
P
j r

d 0

j � 1 if there exists i0 such that ri0 � 1, and otherwise
P
j r

d 0

j �
P
j r

d
j ).

The value of the Hausdorff content is not invariant by diffeomorphisms, but the Haus-
dorff dimension is invariant by Lipschitz diffeomorphisms, as shown by

Proposition 1.1. Let � W Rn ! Rn be a Lipschitz diffeomorphism, such that

krx.�/kL1 � C: (1.3)

Then, for any � > 0,

C�H .E/ > m H) C�H .�.E// > C
��m: (1.4)

Proof. Indeed, assume that E �
S
j B.xj ; rj /. Then �.E/ �

S
j �.B.xj ; rj //. But,

according to (1.3), with yj D �.xj /, we have

k�.x/ � �.yj /k � Ckx � xj k H) �.B.xj ; rj // � B.�.xj /; C rj /;

As a consequence,

C�H .E/ D inf
°X
j

r�j I E �
[
j

B.xj ; rj /
±

� C�� inf
°X
j

r�j I �.E/ �
[
j

B.yj ; C rj /
±
D C��C�H .�.E//:

Our first result is the following generalization of Jerison–Lebeau’s work [5].

Theorem 1. There exists ı 2 .0; 1/ .depending only on the dimension of the manifoldM/

such that for any m > 0, there exist C;D > 0 such that for any E1 �M with jE1j � m,
any E2 �M satisfying

Cd�ıH .E2/ > m; (1.5)

and any ƒ > 0, we have

� D
X
�k�ƒ

ukek.x/ H) k�kL1.M/ � Ce
Dƒ
k�1E1kL1.M/; (1.6)

� D
X
�k�ƒ

ukek.x/ H) k�kL1.M/ � Ce
Dƒ sup

x2E2

j�.x/j: (1.7)

Remark 1.2. The assumption (1.5) is not invariant by change of variables. It has to be
understood in a fixed local chart (and we shall prove Theorem 1 in a chart). Taking 0 <
ı0 < ı, we could have replaced it by dimH .E/ > d � ı

0 (which implies Cd�ı
H

> 0 and
is invariant by Lipschitz diffeomorphisms). Of course replacing ı > 0 by any 0 < ı0 < ı
does not substantially change the final result (as we have no control on the actual value of
the constant ı). For the sake of consistency with [8–10] we kept (1.5).
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Remark 1.3. Notice that in Theorem 1 no assumption is made on the set E2 other than
the positivity of the Hausdoff content. This implies that in the presence of a boundary, the
estimate (1.7) also holds when E2 is concentrated arbitrarily closely to @M (with uniform
constants).

As a consequence of these spectral projector estimates we deduce the following
observability estimates and controllability results for the heat equation.

Theorem 2 (Null controllability from sets of positive measure). Let F � .0; T / �M of
positive Lebesgue measure. Then there exists C > 0 such that for any u0 2 L2.M/ the
solution u D et�u0 to the heat equation

@tu ��u D 0; ujtD0 D u0;

uj@M D 0 .Dirichlet condition/ or

@�uj@M D 0 .Neumann condition/;

satisfies .recall that � is defined in (1.1)/

keT�u0kL2.M/ � C

Z
F

juj.t; x/�.x/ dx dt: (1.8)

As a consequence, for all u0; v0 2 L2.M/ there exists f 2 L1.F / such that the solution
to

.@t ��/u D f 1F .t; x/; ujtD0 D u0;

uj@M D 0 or @�uj@M D 0;
(1.9)

satisfies
ujtDT D e

T�v0:

Theorem 3 (Observability and exact controllability from measure zero sets). There exists
ı 2 .0;1/ .depending only on the dimension of the manifoldM/which depends only on the
dimension of the manifold M such that for any E � M of positive .d � ı/-dimensional
Hausdorff content, and any J � .0; T / of positive Lebesgue measure, there exists C > 0

such that for any u0 2 L2.M/ the solution u D et�u0 to the heat equation

@tu ��u D 0; uj@M D 0 or @�uj@M D 0;

satisfies

keT�u0kL2.M/ � C

Z
J

sup
x2E

juj.t; x/ dt: (1.10)

As a consequence, under the additional assumption that E is a closed subset of M , for
all u0; v0 2 L2.M/ there exists a Borel measure � supported on .0; T /�E such that the
solution to

.@t ��/u D �.t; x/1J�E ; ujtD0 D u0;

uj@M D 0 or @�uj@M D 0;
(1.11)

satisfies
ujt�T D e

t�v0:
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We refer to Section 5 (see (5.4)) for the precise meaning of (1.11). Actually, we can
even go a step further and show that the d C 1-dimensional heat equation can be steered
to zero by using measure-valued controls supported on a set of space-time Hausdorff
measure d � ı.

Theorem 4 (Observability and exact controllability using controls localized at fixed times).
Take ı 2 .0; 1/ as in Theorem 1. Let m > 0, � 2 .0; 1/ and D > 0. There exists C > 0

such that if E1 � M satisfies jE1j � m and E2 � M satisfies Cd�ı
H

.E2/ � m, then for
any sequence .sn/n2N ,

J D ¹0 < � � � < sn < � � � < s0 < T º

converging to 0 not too fast,

9� 2 .0; 1/; 8n 2 N; sn � snC1 � �.sn�1 � sn/;

we have that for any u0 2 L2.M/, the solution u D et�u0 to the heat equation

@tu ��u D 0; uj@M D 0 or @�uj@M D 0;

satisfies

keT�u0kL2.M/ � C sup
n2N

e
� D
sn�snC1

Z
E1

jesn�u0j.sn; x/j dx (1.12)

and
keT�u0kL2.M/ � C sup

n2N; x2E2

e
� D
sn�snC1 jesn�u0j.sn; x/: (1.13)

As a consequence, under the additional assumption thatE1 is a closed subset ofM , given
any sequence .tn/n2N ,

J D ¹0 < t0 < � � � < tn < � � � < T º;

converging to T not too fast,

90 < � < 1; 8n 2 N; tnC1 � tn � �.tn � tn�1/; (1.14)

for all u0; v0 2 L2.M/ there exists a sequence .fj / of functions on E1 such thatX
j

e
D

tjC1�tj kfj kL1.E1/ < C1;

and the solution to

.@t ��/u D

C1X
jD1

ıtDtj ˝ fj .x/1E1 ; ujtD0 D u0;

uj@M D 0 or @�uj@M D 0;

(1.15)

satisfies
ujt>T D e

t�v0:
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Similarly under the additional assumption that E2 is a closed subset of M , given any
sequence .tn/n2N ,

J D ¹0 � t0 < � � � < tn < � � � < T º

converging not too fast to T as in (1.14), for all u0; v0 2 L2.M/, there exists .�j / a
sequence of Borel measure supported on E2 such thatX

j

e
D

tjC1�tj j�j j.E2/ < C1;

and the solution to

.@t ��/u D

C1X
jD1

ıtDtj ˝ �j .x/1E2 ; ujtD0 D u0;

uj@M D 0 or @�uj@M D 0;

(1.16)

satisfies
ujt>T D e

t�v0:

The meaning of solution to (1.15), (1.16) is also explained in Section 5.

Remark 1.4. We have tjC1 � tj � T � tj . As a consequence,

kfj kL1.E1/ � Ce
� D
T�tj ; j�j j.E1/ � Ce

� D
T�tj

which means that our controls are exponentially small when j !C1 (t ! T ).

The plan of the paper is as follows. In Section 2 we show how, for manifolds with-
out boundary, the estimate for spectral projectors (Theorem 1) follows quite easily from
Logunov–Malinnikova’s results [8–10] combined with Jerison–Lebeau’s method [5].
Then in Section 3, we show how to extend the results to the case of manifolds with bound-
ary. When the manifold is smooth, this is quite standard as we can extend it by reflection
across the boundary using geodesic coordinates. This allows us to define a new W 2;1

manifold without boundary (the double manifold), which is topologically two copies of
the original manifold glued along the boundary, and into which these two copies embed
isometrically. At our low regularity level, the use of geodesic coordinate systems is pro-
hibited and a careful work is required to perform this extension. We actually provide a
natural alternative for geodesic systems (see Proposition 3.4). We believe that this con-
struction of the double manifold at this low regularity level has interest of its own. In
Section 4 we prove the propagation of smallness and observation estimates for solutions
to heat equation (estimates (1.8), (1.10) and (1.12) in Theorems 2, 3 and 4), by adapt-
ing a proof in Apraiz et al. [2], which in turn relied on mixing ideas from Miller [11]
and Phung–Wang [12], following the pioneering work by Lebeau–Robbiano [7]. Finally,
in Section 5 we prove the exact controllability results by adapting quite classical dual-
ity methods to our setting. Here we also improve on previous results by allowing control
supported on a sequence of times (hence a measure zero set in time).



Propagation of smallness and control 1355

2. Proof of the spectral inequalities for compact manifolds

In this section we give a proof of Theorem 1 in the case of a manifold without boundary.
We first show in Section 2.1 that the estimate (1.6) is actually a straightforward con-
sequence of the results obtained by Logunov and Malinnikova [10]. In Section 2.2 we
combine [10] with the spectral estimates on open sets obtained by Jerison and Lebeau [5]
to get (1.7) when @M D ;.

We deal with the case @M 6D ; in Section 3.

2.1. The spectral inequality for very small sets implies the spectral inequality for sets of
non-zero measure

Here we prove that (1.7) implies (1.6). Assume that jE1j > m is given and consider

� D
X
�k�ƒ

ukek.x/ with k�kL2.M/ D 1:

Let F �M with jF j > m=2. According to (1.2) (and the fact that the Lebesgue measure
and Cd

H
are equivalent), we have

CdH .F / > cdm=2; so Cd�ıH .F / � min.1; cdm=2/:

Now, according to (1.7), for any such F �M with jF j � m=2, we have

k�kL1.M/ � Ce
Dƒ sup

x2F

j�.x/j: (2.1)

with constants uniform as long as jF j � m=2. Let

F D

²
x 2 E1I j�.x/j �

1

2C
e�Dƒk�kL1.M/

³
:

If jF j � m=2, we have

k�kL1.M/ � Ce
Dƒ sup

x2F

j�.x/j � k�kL1.M/=2;

which shows that F cannot satisfy (2.1) (because k�kL2.M/ D 1, so � 6� 0). Hence,
jF j < m=2, and consequentlyZ

E1

j�.x/j dx �

Z
E1nF

j�.x/j dx �
jE1j

4C
e�Dƒk�kL1.M/;

which implies (1.6).

2.2. Proof of the precise estimate for compact manifolds

Let m > 0 and let E2 � M be a given set with Cd�ı
H

.E2/ > m. Our goal is to obtain
estimate (1.7) in this case.
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We first localize the estimate on a coordinate patch. Since M is compact, there exists
a finite covering

M �

N[
jD1

Uj ;

and W 2;1 diffeomorphisms  j W Vj ! Rd , with Vj a neighborhood of Uj in M .
From [5, Theorem 14.6] there exist C; D > 0 depending only on M such that for any
j 2 ¹1; : : : ; N º,

k�kL2.M/ � Ce
Dƒ
k�kL2.Uj /: (2.2)

Let j0 be such that
Cd�ıH .E2 \ Uj0/ >

m

N
:

We now work in a coordinate patch Uj0 and define the sets

V D  j0.Vj0/; U D  j0.Uj0/; F D  j0.E2 \ Uj0/:

Observe that, as  j0 is a diffeomorphism of class W 2;1 by hypothesis, we must have

Cd�ıH .F / > C. 0/
m

N
: (2.3)

Now, denote by fk and ' the images of ek and � by the push forward . j0/�, which are
defined on V . Consider the functions

u.t; x/ D
X
�k�ƒ

uk
sinh.�kt /
�k

fk.x/; '.x/ WD
X
�k�ƒ

ukfk.x/ D @tujtD0;

for .uk/k given. Here by convention we set, for � D 0, sinh.�t/
�
D t . We have�

1

�
divg�1�rx C @2t

�
u D 0 ” .divg�1�rx C @t�@t /u D 0:

Consider for T2 > T1 > 0 the sets

K WD Œ�T1; T1� � U ; � WD .�T2; T2/ � V; E D ¹0º � F;

which by construction satisfy the inclusions E � K � �. Next, thanks to (2.3), we can
write

Cn�1�ıH .E/ > m0 for n D d C 1; m0 D C. 0/
m

N
: (2.4)

For sufficiently small ı > 0 we can now apply [10, Theorem 5.1] and get from (2.4)

sup
K

jrt;xuj � C
�

sup
E

jrt;xuj
�˛�

sup
�

jrt;xuj
�1�˛

: (2.5)

We now need a variant of Sobolev embedding, which we prove for the reader’s conve-
nience:
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Proposition 2.1. There exists � > 0 such that for

H�
D D..��/�=2/

endowed with its natural norm

kukH� D

�X
k

jukj
2.1C �k/

2�
�1=2

;

we have
krxukL1 C kukL1 � CkukH� :

Remark 2.2. For smooth metrics and compact manifolds (without boundary), the
space H� coincides with the usual Sobolev space H � , and Lemma 2.1 is just the usual
Sobolev injection. At our level of regularity it is no more the case, because the spacesH �

and H� coincide for 0 � � � 2 but no further.

Proof of Proposition 2.1. We start with a lemma about eigenfunctions of the Laplace
operator.

Lemma 2.3. For all �1 > d=2 there exists C > 0 such that for all eigenfunctions ek of
the Laplace operator we have

krxekkL1 � C.1C �k/
1C�1kekkL2 ; kekkL1 � C�

1C�1
k
kekkL2 :

Proof of Lemma 2.3. We start with the bound for kekkL1 . For n � 3, it follows from
elliptic regularity that

kekkH2 � C.k�ekkL2 C kekkL2/ � C.1C �
2/;

which implies for 0 � s � 2,

kekkH s � C.1C �
2/s=2;

and Lemma 2.3 follows from Sobolev embeddings. For higher dimensions, we shall use
the following results from [4] about weak solutions to

�

X
i;j

@yiai;j @yjw C cw D f (2.6)

with

�j�j2 �

nX
i;jD1

ai;j .x/�i�j � ƒj�j
2:

Theorem 5 ([4, Theorem 3.8, combined with Corollary 3.2]). Let w 2 H 1.B.0; 1//

be a weak solution to (2.6). Assume that ai;j 2 C 0.B.0; 1//, c 2 Ln.B.0; 1// and
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f 2 Lq.B.0; 1// for some q 2 .n=2; n/. Then w 2 C ˛.B.0; 1// for ˛ D 2� n=q 2 .0; 1/.
Moreover, there exists M DM.�;ƒ; kckLn ; �/ > 0 such that

kwkC0;˛.B.0;1=2// D sup
B.0;1=2/

jwj C sup
x;y2B.0;1=2/; x 6Dy

jw.x/ � w.y/j

jx � yj˛

�M.kf kLq.B.0;1// C kwkH1.B.0;1///; (2.7)

where � is the uniform continuity modulus of the functions ai;j ,

8y; y0 2 B.0; 1/; jai;j .y/ � ai;j .y
0/j � �.jy � y0j/:

Using a partition of unity and applying this lemma in charts with cD��2
k
�.x/, f D 0,

we find that ek 2 L1 (with an implicit bound in terms of �k). Then applying again the
result with c D 0, f .x/ D �2

k
�.x/ek.x/, we get (choosing q D n=2C 0, i.e. arbitrarily

close to n=2)

kekkL1 �M.�
2
kkekkLq C kekkH1/ �M.�

2
kkekk

1��
L1 kekk

�
L2
C �kkekkL2/

with � D 2
q
D

4
n
� 0, and consequently

kekkL1 �M
0.�

2=�

k
kekkL2 C �kkekkL2/ � C.1C �k/

n=2C0
kekkL2 :

Now, we turn to the estimates for krxekkL1 . In this case we shall use

Theorem 6 ([4, Theorem 3.13, combined with Theorem 1.3]). Let w 2 H 1.B.0; 1// be
a weak solution to (2.6). Assume that ai;j 2 C ˛.B.0; 1// and f 2 Lq.B.0; 1// for some
q > n. Then ryw 2 C ˛.B.0; 1// for ˛ D 1 � n=q 2 .0; 1/. Moreover, there exists M D
M.n; �; kai;j kC˛ / > 0 such that

krywkC0;˛.B.0;1=2// D sup
B.0;1=2/

jrywj C sup
y;y02B.0;1=2/; y 6Dy0

jryw.y/ � ryw.y
0/j

jy � y0j˛

�M.kf kLq.B.0;1// C kwkH1.B.0;1///: (2.8)

Using again a partition of unity and applying now this lemma in charts with c D 0,
f .x/ D �2

k
�.x/ek.x/, we get (choosing q D nC 0, i.e. arbitrarily close to n)

krxekkL1 �M.�
2
kkekkLq C kekkH1/ �M.�

2
kkekk

1��
L1 kekk

�
L2
C �kkekkL2/

with � D 2
q
D

2
n
� 0, and consequently

kekkL1 �M.�
2C.n=2C0/.1��/

k
kekkL2 C �kkekkL2/ � C.1C �k/

n=2C1C0
kekkL2 :

Let us now come back to the proof of Proposition 2.1. From Weyl’s formula,

�k � k
1=d :
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As a consequence, we have


X
k

ukek





L1
� C

X
k

jukj.1C �k/
�1

� C
�X
k

jukj
2.1C �k/

2�1C2p
�1=2�X

k

.1C �k/
�2p

�1=2
� CkukH�1Cp (2.9)

as long as 2p > d .

We now come back to the proof of (1.7). Using Sobolev embedding, we observe

sup
�

jrt;xuj � Ckrt;xu.t/kH� � Ce.T2C1/ƒk�kL2.M/:

By definition of u, we have

rxujE D 0; ujE D 0; @tujE D '1F :

We deduce from (2.2) and (2.5) that

k�kL2.M/ � Ce
Dƒ
k�kL2.Uj / � C

0eDƒ sup
Uj

j�j

� C 0eDƒ sup
�

jrt;xuj � C
00eDƒ

�
sup
E

jrt;xuj
�˛�

sup
K

jrt;xuj
�1�˛

� C 00eD
0ƒ
�

sup
F

j�j
�˛
k�k1�˛

L2
; (2.10)

which implies

k�k˛
L2.M/

� C 00eD
0ƒ
�

sup
F

j�j
�˛
:

Another use of Sobolev embedding concludes the proof of (1.7).

3. The double manifold

In this section we give the proof of Theorem 1 for a manifold with boundary M and
Dirichlet or Neumann boundary conditions on @M . The classical idea is to reduce this
question to the case of a manifold without boundary by gluing two copies of M along
the boundary in such a way that the new double manifold zM inherits a Lipschitz metric,
which allows one to apply the previous results (without boundary) to this double mani-
fold. However, this procedure of gluing has to be done properly, as otherwise the resulting
glued metric might not even be continuous. The main difficulty in our context comes from
the fact that the usual method for this doubling procedure relies on the use of a reflection
principle in geodesic coordinate systems. However, the existence of such coordinate sys-
tems requires at least C 2 (resp. C 3) regularity for the metric (resp. the domain), compared



N. Burq, I. Moyano 1360

to ourW 1;1 andW 2;1 assumptions, to get a C 1 (hence integrable) geodesic flow. To cir-
cumvent this technical difficulty, we shall define a pseudo-geodesic system relying on a
regularization of the normal direction to the boundary, which will be W 2;1 and tangent
at the boundary to the “geodesic coordinate system" (which actually does not exist at this
low regularity level).

Let zM D M � ¹�1; 1º=@M be the double space made up of two copies of M where
we identify the points on the boundary, .x;�1/ and .x; 1/, x 2 @M .

Theorem 7 (The double manifold). Let g be given. There exists a W 2;1 structure on
the double manifold zM , a metric zg of class W 1;1 on zM , and a density z� of class W 1;1

on zM such that the following hold.

� The maps
i˙ WM 3 x 7! .x;˙1/ 2 zM DM � ¹˙1º=@M

are isometric embeddings.

� The density induced on each copy of M is the density �,

z�jM�¹˙1º D �:

� For any eigenfunction e with eigenvalue �2 of the Laplace operator �� D
�
1
�

div g�1�r with Dirichlet or Neumann boundary conditions, there exists an eigen-
function ze with the same eigenvalue � of the Laplace operator �� D � 1

z�
div zg�1z�r

on zM such that

zejM�¹1º D e; zejM�¹�1º D

´
�e .Dirichlet boundary conditions/;

e .Neumann boundary conditions/:
(3.1)

Corollary 3.1. Estimate (1.7) for manifolds without boundary implies (1.6) for Dirichlet
or Neumann boundary conditions, and in the case of Dirichlet boundary conditions, we
could even add any constant to the spectral projector and replace � by

‰ D u0 C
X
�k�ƒ

ukek.x/:

Remark 3.2. Since the vector spaces generated respectively by the Dirichlet or Neumann
eigenfunctions are dense in L2.M/, the vector space generated by their extensions as
defined in (3.1) is dense in L2. zM/. We deduce that there exists a Hilbert basis of L2. zM/

made up of eigenfunctions of z� on zM which are the extensions of the Dirichlet and
Neumann eigenfunctions of � on M .

To prove Theorem 7, we are going to endow zM with aW 2;1 manifold structure and a
Lipschitz metric zg which coincides with the original metric g on each copy ofM . For this
we just need to work near the boundary @M (as away from @M , zM coincides with one of
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the copiesM � ¹˙1º). Consider a point x0 2 @M . There exists a covering @M �
SN
jD1Uj

(here @M is seen as a subset ofM ), where Uj are open subsets ofM , and there areW 2;1

diffeomorphisms

 j W Vj ! Rd D Ry �Rd�1x ; Uj � Vj �M;

such that  j .Vj /DB.0;1/y;x \ ¹y � 0º and j .Uj /� Œ0; ���B.0; ı/x for some ı; � > 0
small enough. Here W 2;1 regularity means W 2;1 \ C 1 regularity of every change of
charts

 k ı  
�1
j W  j .Uk \ Uj /! Rd :

Let a D a.y; x/ be the metric in this coordinate system, which is hence W 1;1 and
defined for

kxk � ı0; y 2 Œ0; �0�; ı0 < ı < 1; �0 < �:

For any x 2 ¹y D 0º, consider the vector defined by

n.x/ D .�.x//�1=2a�1.0; x/

�
1

0

�
for �.x/ D .1; 0/ � a�1.0; x/

�
1

0

�
: (3.2)

One can check that
x 7! n.x/ 2 W 1;1.B.0; ı0// (3.3)

is the inward normal to the boundary for the metric a at the point .0; x/ 2  j .@M \ Vj /.
Indeed,

tn.x/a.0; x/n.x/ D .�.x//�1.1; 0/a�1.0; x/a.0; x/a�1.0; x/

�
1

0

�
D 1;

which makes n.x/ unitary and if X 2 Rd�1x , then

tn.x/a.0; x/

�
0

X

�
D .�.x//�1=2.�1; 0/a�1.0; x/a.0; x/

�
0

X

�
D 0;

which proves that n.x/ is orthogonal to the vectors tangent to the boundary. Finally, since
its first component is positive, n.x/ points inward.

We now study the regularity of the quasi-geodesic coordinates. Let � 2 C10 .B.0; ı
0//

be equal to 1 in B.0; ı/, and

m.s; z/ D e�hsDziC1.�n/.0; z/ with hzi D .1C jzj2/1=2:

Lemma 3.3. For any q 2 R and j D 1; : : : ; d � 1, the operators

hsDzi
qe�hsDziC1 and sDzj hsDzi

qe�hsDziC1

are uniformly bounded on L1.Rd�1/ with respect to s 2 R.
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Proof. Indeed, these are convolution operators with kernels

K1;q.z/ D
1

sd�1
F .h�iqe�h�iC1/

�
z

s

�
; K2;q D

1

sd�1
F .i�j h�i

qe�h�iC1/

�
z

s

�
;

where F stands for the usual Fourier transform on Rd�1. Since the functions

� 7! h�iqe�h�i; � 7! �j h�i
qe�h�i (3.4)

are in the Schwartz class, we deduce that the kernelsK1;q andK2;q are uniformly bounded
(with respect to s � 0) in L1.Rd�1x /, which implies that the corresponding operators are
bounded on L1.Rd�1x / (uniformly with respect to s � 0).

According to (3.3), the map .s; z/ 7! m.s; z/ is Lipschitz and therefore so is z 7!
m.0; z/. Using Lemma 3.3 and the basic relations

d

ds
hsDzi D sD

2
z hsDzi

�1;
d

ds
e�hsDziC1 D �sD2

z hsDzi
�1e�hsDziC1

we deduce that the map

Œ��0; �0� � B.0; ı0/ 3 .s; z/ 7! �j .s; z/ D z C sm.s; z/ D z C se
�hsDziC1.�njsD0/

is W 2;1. Indeed, since by assumption �n 2 L1 and rz.�n/ 2 L1, a direct calculation
gives, using Lemma 3.3,

rz�j .s; z/ D 1C se
�hsDziC1.rz.�njsD0// 2 L

1..��; �/ � B.0; ı/z/: (3.5)

@s�j .s; z/ D e
�hsDziC1.�njsD0/ � s

2D2
z hsDzi

�1e�hsDziC1.�njsD0/

D .1 � hsDzi C hsDzi
�1/e�hsDziC1.�njsD0/

2 L1..��; �/ � B.0; ı/z/; (3.6)

r
2
z�j .s; z/ D srze

�hsDziC1.rz.�njsD0// 2 L
1..��; �/ � B.0; ı/z/: (3.7)

@srz�j .s; z/ D .1 � hsDzi C hsDzi
�1/e�hsDziC1.rz.�njsD0//

2 L1..��; �/ � B.0; ı/z/; (3.8)

@2s�j .s; z/ D �.1 � hsDzi C hsDzi
�1/sD2

z hsDzi
�1e�hsDziC1.�njsD0/

� sD2
z .hsDzi

�1
C hsDzi

�3/e�hsDziC1.�njsD0/

D sD2
z .1 � 2hsDzi

�1
� hsDzi

�2
� hsDzi

�3/e�hsDziC1.�njsD0/

D

d�1X
pD1

sDzp .1 � 2hsDzi
�1
� hsDzi

�2
� hsDzi

�3/e�hsDziC1.Dzp .�njsD0//

2 L1..��; �/ � B.0; ı/z/: (3.9)

The differential of �j at s D 0 is

ds;z�j jsD0 D

�
�n.0; z/y 0

�n.0; z/z Id

�
;
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which, according to (3.2) and the fact that a is positive definite, is invertible for z 2
B.0; ı/. Hence, we deduce that �j is a W 2;1 diffeomorphism from a neighborhood of
¹0ºs � B.0; ı/z to a neighborhood of ¹0ºs � B.0; ı/z . Notice also that since �j sends
the half-plane ¹s > 0º to itself, so does its inverse. As a consequence, shrinking Uj to a
possibly smaller U 0j we get a covering

@M �

N[
jD1

U 0j

and W 2;1 diffeomorphisms  0j D �
�1
j ı  j such that after this change of variable, the

metric b.s; z/ is given for s � 0 by

b.s; z/ D t 0ja.y; z/ 
0
j :

In particular, for s D 0C we get

b.0C; z/ D

�
n.z/y n.z/z
0 Id

�
a.0; z/

�
n.z/y 0

n.z/z Id

�
: (3.10)

Since n.z/ is the normal to the boundary we have

tn.z/a.0; z/n.z/ D 1;
�
0;Z

�
a.0; z/n.z/ D 0; 8Z 2 Rd�1:

We deduce

b.0C; z/ D

�
1 0

0 b0.z/

�
; (3.11)

with b0.z/ positive definite. We have just proved

Proposition 3.4. Assume that M is a W 2;1 manifold of dimension d with boundary,
endowed with a Lipschitz .positive definite/ metric g and a Lipschitz .positive/ density �.
Let

� D
1

�
divg�1.x/�rx D div� rg : (3.12)

Then near any point X0 2 @M there exists a W 2;1 coordinate system

X0 D .0; 0/ 2 Ry �Rd�1z ;

� D .0;C1/ �Rd�1; @� D ¹0º �Rd�1;

� D
1

�.y; z/
t
ry;z�.y; z/b.y; z/ry;z ; bj@� D

�
1 0

0 b0.z/

�
:

(3.13)

Remark 3.5. In a geodesic coordinate system, we would have a diagonal form for the
metric as in (3.11) in a neighborhood of the boundary. Proposition 3.4 corresponds to
the fact that our coordinate system is, at the boundary, “tangent to a geodesic coordinate
system”.
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Summarizing, we have defined a covering
SN
jD1 U

0
j � @M and W 2;1 diffeomor-

phisms
 0j W U

0
j ! Rd D Rs �Rd�1x

such that  0j .Vj / � B.0; 1/s;x \ ¹s � 0º, and after the change of variables  0j , the metric
takes the form (3.11) on the boundary ¹s D 0º.

We can now perform the gluing by defining a covering of @M (now seen as a subset
of zM ),

@M �

N[
jD1

U 0j � ¹�1; 1º D

N[
jD1

zUj

where we identify the points in U 0j \ @M � ¹�1; 1º, and define the map

‰j W U
0
j � ¹�º 3 z 7!

´
 0j .x/ if � D 1;

S ı  0j .x/ if � D �1;

where
S.s; z/ D .�s; z/:

To conclude the proof of the first part of Theorem 7, it remains to check that

� the image of the metric on zM induced by the metrics on the two copies of M is well
defined and Lipschitz,

� the changes of charts
‰k ı‰

�1
j W ‰j .

zUk \ zUj /! Rd

are W 2;1,

� the density z� obtained by gluing the two copies of � on each copy of M is W 1;1.

The first result follows from (3.11) because on ‰j .U 0j � ¹1º/ the metric is given by

b.s; x/1s�0;

while on ‰j .U 0j � ¹�1º/ it is given by

S 0b ı S.s; x/S 01s�0 D

�
�1 0

0 Id

��
1 tr.s; x/

r.s; x/ b0.�s; x/

��
�1 0

0 Id

�
1s�0; (3.14)

where from (3.13), r.0; x/ D 0.
As a consequence, the two metrics coincide on ¹s D 0º and they define a Lipschitz

metric on .��0; �/ � B.0; ı/. To check the W 2;1 smoothness of the change of charts, we
write

‰k ı‰
�1
j D

´
 0
k
ı . 0j /

�1 on ¹s � 0º;

S ı  0
k
ı . 0j /

�1 ı S on ¹s � 0º:
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Taking derivatives we get

ds;z‰k ı‰
�1
j D

8̂̂<̂
:̂
ds;z.�

0
k
ı .�0j /

�1/ on ¹s > 0º; 
�1 0

0 Id

!
ds;z.�

0
k
ı .�0j /

�1/

 
�1 0

0 Id

!
on ¹s < 0º:

(3.15)

We now remark that by construction the differential dy;x�0j@M sends the normal to the
boundary to the normal

�
1
0

�
to the boundary and sends all vectors tangent to the boundary

to tangent vectors
�
0
Z0

�
. As a consequence,

ds;z.�
0
k ı .�

0
j /
�1/j¹sD0º D

�
1 0

0 q.z/

�
: (3.16)

We deduce from (3.16) that the two limits of the differentials as s ! 0C and as s ! 0�

coincide:
ds;z‰k ı‰

�1
j jsD0C D ds;z‰k ı‰

�1
j jsD0� ; (3.17)

and consequently the differential is C 0. Let us now study the L1 boundedness of deriva-
tives of order 2. The case of space derivatives d2z;z or d2s;z is easy because we just have
to take an additional tangential derivative dz in (3.17). Such derivatives are tangent to the
boundary ¹s D 0º, giving

d2z;z‰k ı‰
�1
j jsD0C D d

2
z;z‰k ı‰

�1
j jsD0� D d

2
z;z�

0
kj@M ı .�

0
j /
�1
j¹sD0º:

Finally, the case of d2s;s follows from the jump formula and the use of (3.17) which shows
that the first order derivatives have no jump, because

@2

@s2

�
 0k ı . 

0
j /
�11s>0 C S ı  

0
k ı . 

0
j /
�1
ı S1s<0

�
D

@2

@s2
. 0k ı . 

0
j /
�1/1s>0 C

@2

@s2

�
S ı  0k ı . 

0
j /
�1
ı S1s<0

�
C

�
@

@s
. 0k ı . 

0
j /
�1
jsD0C/ �

@

@s
.S ı  0k ı . 

0
j /
�1
ı S jsD0�/

�
˝ ısD0

C
�
 0k ı . 

0
j /
�1
jsD0C � S ı  

0
k ı . 

0
j /
�1
ı S jsD0�

�
˝ ı0sD0

D
@2

@s2

�
 0k ı . 

0
j /
�1
�
1s>0 C

@2

@s2

�
S ı  0k ı . 

0
j /
�1
ı S

�
1s<0: (3.18)

The last result for the density z� follows from thisW 2;1 regularity of the change of charts.
It remains to prove the second part in Theorem 7 (about the eigenfunctions). Let e

be an eigenfunction of �� on M with Dirichlet boundary condition, associated to the
eigenvalue �2. We define

ze.x;˙1/ D ˙e.x/:

This definition makes sense because e.x/ D 0 D �e.x/ on the boundary. Now we check
that ze is an eigenfunction of z� on zM . Away from the boundary @M this is clear while
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near a point x 2 @M � zM we can work in a coordinate chart .‰j ; zUj /. In this chart,

ze.s; z/ D

´
e.s; z/ if s > 0;

�e.�s; z/ if s < 0:

In ¹˙s > 0º, ze satisfies �z�ze D �2e, and near @M in our coordinate systems, we have

ze.s;z/D e.s;z/1s>0 � e.�s;z/1s<0D e.s;z/1s>0C f .s;z/1s<0; f .s;z/D�e.�s;z/;

(3.19)
and we have

rx.ze/.s; x/ D .rxe/1s>0 C .rxf /1s<0;

@s.ze/.s; x/ D .@se/1s>0 C .@sf /1s<0 C .e.0
C; z/ � f .0�; z//˝ ısD0

D .@se/1s>0 C .@sf /1s<0;

(3.20)

where we have used the fact that according to the Dirichlet boundary condition, e.0C; z/
D f .0�; z/ D 0. Now, according to (3.11), we get

zb.s; z/ D

�
b1;1.s; z/ r.s; z/
tr.s; z/ b0.s; z/

�
with b1;1.0; z/ D 1, r.0; z/ D 0, and we deduce from (3.20) and the jump formula that

�z�.ze/.s; x/ D �2ze.s; x/

C
1

�.0; z/
b1;1.0; z/

�
.@se/.0

C; z/�.@sf /.0
�; z/Cr.0; z/..rxe/.0

C; z/�.rxf /.0
�; z//

�
˝ ısD0 D �

2
ze.s; x/ (3.21)

where we have used r.0; z/ D 0 and the fact that since f .s; z/ D �e.�s; z/ we have

@sf .0
�; z/ D @se.0

C; z/:

This ends the proof of Theorem 7 for Dirichlet boundary conditions. The proof in the case
of Neumann boundary conditions is similar by defining

ze.s; z/ D

´
e.s; z/ if s > 0;

e.�s; z/ if s < 0:

4. Propagation of smallness for the heat equation

In this section we show how the first parts in Theorems 2 and 3 (i.e. estimates (1.8)
and (1.10)) follow from Theorem 1. Here we closely follow [2, Section 2], which in
turn relied on mixing ideas from [11], interpolation inequalities and the telescopic series
method from [12]. Indeed, Theorem 8 is actually slightly more general than [2, Theo-
rem 5], as the constants do not depend on the distance to the boundary but only on the
Lebesgue measure of E, and the interpolation exponent (1 � � below) can be taken arbi-
trarily close to 1. The first step is to deduce interpolation inequalities from Theorem 1.
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Theorem 8 (cf. [2, Theorem 6]). Let � 2 .0; 1/ and m > 0. Assume that jE1j � m and
Cd�ı

H
.E2/ > m. Then there exist N;C > 0 such that for all 0 � s < t ,

ket�f kL2.M/ � Ne
N
t�s ket�f k1��

L1.E1/
kes�f k�

L2.M/
; (4.1)

ket�f kL2.M/ � Ne
N
t�s ket�f k1��L1.E2/

kes�f k�
L2.M/

: (4.2)

Corollary 4.1. Let m > 0. Assume that jE1j � m and Cd�ı
H

.E2/ > m. Then for any
D;B � 1 there exist A;C > 0 such that for all 0 < t1 < t2 � T ,

e
� A
t2�t1 ket2�f kL2.M/ � e

� DA
t2�t1 ket1�f kL2.M/ � Ce

� B
t2�t1 ket2�f kL1.E1/; (4.3)

e
� A
t2�t1 ket2�f kL2.M/ � e

� DA
t2�t1 ket1�f kL2.M/ � Ce

� B
t2�t1 ket2�f kL1.E2/; (4.4)

and for any J with jJ \ .t1; t2/j � .t2 � t1/=3,

e
� A
t2�t1 ket2�f kL2.M/ � e

� DA
t2�t1 ket1�f kL2.M/ � C

Z t2

t1

1J .s/ke
s�f kL1.E1/ ds;

(4.5)

e
� A
t2�t1 ket2�f kL2.M/ � e

� DA
t2�t1 ket1�f kL2.M/ � C

Z t2

t1

1J .s/ke
s�f kL1.E2/ ds:

(4.6)

Proof. Let us first deduce Corollary 4.1 from Theorem 8 adapting [2]. Let A > 0. From
Theorem 8 we get, using the Young inequality ab � .1 � �/a1=.1��/ C �b�

�1
,

e
� A
t2�t1 ket2�ukL2.M/ � Ne

N�A
t2�t1 ket2�f k1��L1.E1/

ket1�f k�
L2.M/

� Ne
� A
2.t2�t1/ ket2�f k1��L1.E1/

e
N�A=2
t2�t1 ket1�f k�

L2.M/

� N .1��/�1.1 � �/e
� A
2.1��/.t2�t1/ ket2�f kL1.E1/ C �e

N�A=2
�.t2�t1/ ket1�f kL2.M/ (4.7)

and (4.3) follows from choosing 2� < D�1 in Theorem 8 and then

A � 2B;
A=2 �N

�
> DA:

The proof of (4.4) is similar. Let us now turn to the proof of (4.6). From the assumption
jJ \ .t1; t2/j � .t2 � t1/=3, we deduce

jJ \ .t1 C .t2 � t1/=6; t2/j �
t2 � t1

6
: (4.8)

Now, from (4.2), for t 2 .t1 C .t2 � t1/=6; t2/, we have

ket2�f kL2.M/ � ke
t�f kL2.M/ � Ne

N
t�t1 ket�f k1��

L1.E2/
ket1�f k�

L2.M/

� Ne
6N
t2�t1 ket�f k1��

L1.E2/
ket1�f k�

L2.M/
: (4.9)

Integrating this inequality on J \ .t1 C .t2 � t1/=6; t2/ and using the Hölder inequality
gives
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jJ \ .t1 C .t2 � t1/=6; t2/j ke
t2�f kL2.M/

� Ne
6N
t2�t1

�Z t2

t1C.t2�t1/=6

1J .t/ke
t�f kL1.E2/ dt

�1��
ket1�f k�

L2.M/
; (4.10)

which using (4.8) (and replacing 6N by 6N C 1) gives

ket2�f kL2.M/

� Ne
6NC1
t2�t1

�Z t2

t1C.t2�t1/=6

1J .t/ke
t�f kL1.E2/ dt

�1��
ket1�f k�

L2.M/
: (4.11)

The rest of the proof of (4.6) follows now the same lines as the proof of (4.4). Finally, the
proof of (4.5) is similar.

Remark 4.2. The proof above shows that in (4.5) and (4.6), we can replace the sets E1,
E2 by sets E1.t/, E2.t/ if we assume that jE1.t/j � m and Cd�ı

H
.E2.t// � m uniformly

with respect to t 2 I , so that we can apply Theorem 8 with E1.t/ and E2.t/.

Proof of Theorem 8. Let 0 � s < t and for f 2 L2.M/ let

f D …ƒf C…
ƒf;

where…ƒ is the orthogonal projector on the vector space generated by ¹ek I �k �ƒº. We
have

ket�f kL2.M/ � ke
t�…ƒf kL2.M/ C ke

t�…ƒf kL2.M/

� NeNƒket�…ƒf kL1.E1/ C ke
t�…ƒf kL2.M/

� NeNƒ.ket�f kL1.E1/ C ke
t�…ƒf kL2.M//C ke

t�…ƒf kL2.M/

� .N C 1/eNƒ.ket�f kL1.E1/ C e
�ƒ2.t�s/

kes�…ƒf kL2.M//

� .N C 1/eNƒ.ket�f kL1.E1/ C e
�ƒ2.t�s/

kes�f kL2.M//: (4.12)

Since
sup
ƒ�0

eNƒ��ƒ
2.t�s/

D e
N2

4�.t�s/ ;

we deduce

ket�f kL2.M/

� .N C 1/e
N2

4�.t�s/
�
e�ƒ

2.t�s/
ket�f kL1.E1/ C e

�.1��/ƒ2.t�s/
kes�f kL2.M/

�
: (4.13)

Since ƒ is a free parameter, and t � s > 0, we can minimize the right hand side of (4.13)

with respect to the parameter ˛ D e�
ƒ2

2 .t�s/ 2 .0; 1/, by choosing

eƒ
2.t�s/

D
kes�f kL2.M/

ket�f kL1.E1/
;

which gives
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ket�f kL2.M/ � 2.N C 1/e
N2

4�.t�s/ .ket�f k2
L1.E1/

/1��.kes�f kL2.M//
�; (4.14)

and thus (4.1) follows.
To prove (4.2) we have to adapt the method. Using Lemma 2.1 we get

ket�f kL2.M/ � ke
t�…ƒf kL2.M/ C ke

t�…ƒf kL2.M/

� NeNƒket�…ƒf k
2
L1.E2/

C ket�…ƒf kL2.M/

� NeNƒ.ket�f kL1.E2/ C ke
t�…ƒf kH� .M//C ke

t�…ƒf kL2.M/

� .N C 1/eNƒ.ket�f kL1.E2/ C ke
t�…ƒf kH� .M//: (4.15)

Let us study the quantity

ket�…ƒf k2H� .M/ D

X
�k>ƒ

.e�2�
2
k
.t�s/�2�k /e

�2�2
k
s
jfkj

2:

Since

sup
�k�ƒ

e�2��
2
k
.t�s/�2�k �

�
ƒC

�

�.t � s/

�2�
;

we deduce

ket�…ƒf k2H� .M/ �

�
ƒC

�

2�.t � s/

�2� X
�k>ƒ

.e�2.1��/�
2
k
.t�s//e�2�

2
k
s
jfkj

2

�

�
ƒC

�

2�.t � s/

�2�
e�2.1��/ƒ

2.t�s/
kes�f kL2

� C�;�e
ƒe�2.1�2�/ƒ

2.t�s/
kes�f kL2 ; (4.16)

and coming back to (4.15), we get

ket�f kL2.M/ � .N�;� /e
.NC1/ƒ.ket�f kL1.E/Ce

�2.1�2�/ƒ2.t�s/
kes�f kL2/: (4.17)

The rest of the proof of Theorem 8 follows by the same optimization argument as before.

Once Corollary 4.1 is established, the rest of the proof of (1.8), (1.10), (1.12) and
(1.13) closely follows [2, Section 2]. For completeness we recall the proof. Let us start
with the simpler (1.12). From (4.3) with t1 D snC1, t2 D sn, and D D ��1 we have

e
� A
sn�snC1 kesn�f kL2.M/�e

� DA
sn�snC1 kesnC1�f kL2.M/ � Ce

� B
sn�snC1 kesn�f kL1.E1/:

(4.18)
Since snC1 � snC2 �

sn�snC1
D

, we deduce

e
� A
sn�snC1 kesn�f kL2.M/ � e

� A
snC1�snC2 kesnC1�f kL2.M/

� Ce
� B
sn�snC1 kesn�f kL1.E1/ � C

0e
� B�1
.sn�snC1/ k.sn � snC1/e

sn�f kL1.E1/: (4.19)
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Summing the telescopic series (4.19), and using

e
� A
sn�snC1 kesn�f kL2.M/ � e

� A
sn�snC1 kf kL2.M/ ����!

n!1
0;

we get (recall that s0 D T )

e
� A
T�s1 keT�f kL2.M/ � C

C1X
nD0

e
� B�1
sn�snC1 .sn � snC1/ke

sn�f kL1.E1/

� C sup
n
e
� B�1
sn�snC1 kesn�f kL1.E1/; (4.20)

which proves (1.12). The proof of (1.13) is the same.
To prove (1.10) we need the following lemma from [12] about the structure of density

points of sets of positive measure on .0; T /.

Lemma 4.3 ([12, Proposition 2.1]). Let J be a subset of positive measure in .0; T /. Let l
be a density point of J . Then for any z > 1 there exists l1 2 .l; T / such that the sequence
defined by

lmC1 � l D z
�m.l1 � l/

satisfies
jJ \ .lmC1; lm/j � .lm � lmC1/=3:

Now, we apply this result with zD 2 and from (4.6) withDD 2 and t1D lmC1; t2D lm
we get

e
� M
lm�lmC1 kelm�f kL2.M/ � e

� 2M
lm�lmC1 kelmC1�f kL2.M/

� C

Z lm

lmC1

1J .s/ke
s�f kL1.E/ ds: (4.21)

Noticing that 2
lm�lmC1

D
1

lmC1�lmC2
, we get

e
� M
lm�lmC1 kelm�f kL2.M/ � e

� M
lmC1�lmC2 kelmC1�f kL2.M/

� C

Z lm

lmC1

1J .s/ke
s�f kL1.E/ ds: (4.22)

Now summing the telescopic series (4.22), and using

lim
m!C1

e
� M
lmC1�lmC1 D 0;

we get

e
� M
l1�l2 kel1�f kL2.M/ � C

Z l

l1

1J .s/ke
s�f kL1.E/ ds;

which (since T > l1) implies (1.10).
To prove (1.8), we need an elementary consequence of Fubini’s Theorem.
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Lemma 4.4. Let F � M � .0; T / be a set of positive Lebesgue measure. Working in
coordinates, we can assume that F � B.x0; r0/ � .0; T /. For almost every t 2 .0; T / the
sets

Et D F \M � ¹tº and J D

²
t 2 .0; T /I jEt j �

jF j

2T

³
are measurable and

jJ j �
jF j

2T jB.x0; r0/j
:

Proof. Indeed, from Fubini,

jF j D

Z
J

jEt j dt C

Z
.0;T /nJ

jEt j dt � jJ j jB.x0; r0/j C
jF j

2
:

Now, the proof of (1.8) follows exactly the same lines as the proof of (1.10) above by
noticing that (4.1) will hold for E D Et with constants that are uniform with respect to
t 2 I (because then jEt j �

jF j
2T

); see Remark 4.2.

5. Control for heat equations on “very small sets"

Here we give the proof of the exact controllability parts in Theorems 3 and 4 (this part in
Theorem 2 is very classical and we shall leave it to the reader). We start with Theorems 3.
Since J � .0; T / has positive Lebesgue measure, so does J \ .�; T / for some 0 < � < T ,
and hence we can assume J � .�; T /. By subadditivity of the Hausdorff content,

C rH

�C1[
jD1

Aj

�
�

C1X
jD1

C rH .Aj /

with
Aj D E \ ¹x 2M I d.x; @M/ � 1=j º; j 2 N;

we deduce that there exists j0 such that

Cd�ıH .E \ Aj0/ > 0

because otherwise we would have

Cd�ıH

�
E \

C1[
jD1

Aj0

�
D Cd�ıH .E n @M/ D 0; so Cd�ıH .E/ D 0:

As a consequence, replacing E by E \ Aj0 , we can assume that

9� > 0 8x 2 E; d.x; @M/ > �: (5.1)

For w0 2 L2.M/ let w D e.T�t/�w0 be the solution to the backward heat equation

.@t C�/w D 0; ujtDT D w0;

wj@M D 0 or @�wj@M D 0:
(5.2)
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Let � be as in Lemma 2.1. Notice that for any � > 0, we have w 2 C 0.Œ�; T �IH� /, and
so

w 2 C 0.Œ�; T � �M/; sup
.t;x/2.�;T /�E

jwj.t; x/ � Ckw0kL2.M/

Consider the set
X D ¹e.T�t/�w0jJ�E I w0 2 L

2.M/º:

We endow X with the norm inherited from L1..0; T /IL1.M// and have

kwkX D kwkL1.J IL1.E// � C sup
.t;x/2.�;T /�E

jwj.t; x/ � Ckv0kL2.M/:

By the observation estimate (1.10), applied to zJ �E; zJ D T � J , we have

kwjtD0kL2.M/ � C

Z
zJ

kes�w0kL1.E/ds D C

Z
J

ke.T�t/�w0kL1.E/ dt � CkwkX :

(5.3)
As a consequence, for any u0; v0 2 L2.M/, the map

X 3 w 7! .wjtD0; u0 � v0/L2.M/

is well defined because if w1 D w2 2 X , then from (5.3), w1jtD0 D w2jtD0. Also
from (5.3), this map is a continuous linear form on X . By the Hahn–Banach Theorem,
there exists an extension as a continuous linear form to the whole space

L1..0; T /IC 0.E//:

By the Riesz Representation Theorem, there exists

� 2 L1..0; T /IM.E//

(here M.E/ is the set of Borel measures on the metric space E) such that this linear form
is given by

L1..0; T /IC 0.E// 3 w 7!

Z
.0;T /�E

w.t; x/ d�:

We can extend � by restriction to L1..0; T /IC 0.M// in the following way:

L1..0; T /IC 0.M// 3 w 7!

Z
.0;T /�E

wj..0;T /�E/.t; x/ d�;

which defines an element (still denoted by �) of L1..0; T /IM.M//, supported on
Œ�; T � �E (here we have used the assumption that E is a closed set).

Let us now check that the solution to

.@t ��/z D �.t; x/1E�.0;T /; zjtD0 D 0;

zj@M D 0 or @�zj@M D 0;
(5.4)

satisfies
zjtDT D e

T�.u0 � v0/; zjtD0 D 0
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and consequently choosing
u D et�u0 � z

proves the second part in Theorem 3. First we have to make sense of (5.4) (and show that
the right hand side �.t; x/1E�.0;T / is an admissible source term). The first step is to prove
that H� is dense in C 0.M/ subject to Dirichlet boundary conditions (or Neumann in a
sense to be specified). Of course, the set H� being defined in terms of the eigenfunctions
of the Laplace operator with Dirichlet or Neumann boundary conditions depends on this
choice of boundary conditions, and in the next lemma, we make this dependence explicit.

Lemma 5.1. For all � > 0, the set H�
D is dense in the set of continuous functions on M

vanishing on @M , while the set H�
N is dense in the set of continuous functions on M .

Proof. Let u0 2 C 0.M/ vanish on the boundary @M . Then the function defined on the
double manifold by

zu0.x;˙1/ D ˙u0.x/

is clearly continuous on the double manifold zM . We shall say that zu0 is odd. Clearly the
set of odd C 1 functions on zM is dense in the set of C 0 odd functions on zM . Now for any
zv0 C

1 and odd, working in the double manifold, we can apply the maximum principle
for the heat semigroup .et z�/t�0, whereby the family .et z�zv0/t�0 is uniformly bounded in
L1.M/ by kzv0kL1.M/. Then applying again the maximum principle to .rxet

z�zv0/t�0

we find that .et z�zv0/t�0 is bounded inW 1;1. zM/. It clearly converges to v0 inH 1.M/D

W 1;2.M/ as t ! 0 (by decomposition with respect to the eigenbasis of z� defined in
Remark 3.2), and consequently it converges to u0 in W 1;p.M/ for all 2 � p < C1,
which implies convergence to zv0 in C 0.M/. Now the decomposition of zv0 with respect
to the set of eigenfunctions of the Laplace operator z� involves only odd eigenfunctions,
hence eigenfunctions ze which are of the form

ze.x;˙1/ D e.x/;

where e is an eigenfunction of the Laplace operator on M with Dirichlet boundary con-
ditions (see Remark 3.2). As a consequence, for any t > 0,

et
z�
zv0jM�¹1º D e

t�Dv0 2 H�
D.M/:

This implies that H�
D.M/ is dense in the set of continuous functions on M vanishing

on @M . To prove that H�
N .M/ is dense in the set of continuous functions on M , we

proceed similarly replacing the odd extension by the even extension

zu0.x;˙1/ D u0.x/;

which sends the set of continuous functions onM to the set of continuous functions on zM
(here we do not require the vanishing of u0 on the boundary).

The density of H�
N in C 0 implies that the map

M.M/ 3 � 7! z� D �jH�
N
2 H��N ;
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is onto and consequently any measure � 2 M.M/ can be seen as an element of H��N ,
the dual space of H�

N . Respectively, since H�
D is dense in the set of functions vanishing

on @M , any measure � 2 M.M/ supported away from the boundary can be seen as an
element of H��D , the dual space of H�

D . As a consequence, we can solve (5.4) by using
the natural spectral decomposition in H�� , i.e.,

� D
X
k

h�; eki.t/ek ;

with h�; eki.t/ supported in .�; T / and

ess sup
t2.0;T /

X
k

��2�k jh�; ekij
2.t/ < C1:

Let w0 2 L2.M/ and let wN be the solution to (5.2) with v0 replaced by

w0;N D
X
k�N

.w0; ek/ek ;

and zN the solution to (5.4) with � replaced by

�N D
X
k�N

h�; eki.t/ek :

We have

0 D

Z T

0

..@t C�/wN ; zN /L2 D Œ.wN ; zN /L2 �
T
0 �

Z T

0

.wN ; .�@t C�/zN /L2

D .w0;N ; zN jtDT /L2 �

Z T

0

.wN ; �N /L2 : (5.5)

We now let N tend to infinity. Then

w0;N ! w0 in L2;

zN jtDT ! zjtDT in H�� ; so zN jtDT ! zjtDT 0 in L2;

wN ! w in C 0.Œ0; T �IH� /;

�N ! � in L1.Œ0; T �IH�� /:

(5.6)

We deduce that we can pass to the limit in (5.5) and get

0 D .w0; zjtDT /L2 �

Z T

0

w.t; x/1t2.0;T / d�:

From the definition of � we haveZ T

0

w.t; x/d� D .wjtD0; u0 � v0/L2 D .e
T�w0; u0 � v0/L2 :

We finally get

8w0 2 L
2; .w0; zjtDT /L2 D .e

T�w0; u0 � v0/L2 ; so zjtDT D e
T�.u0 � v0/:

Thus u D et�u0 � z satisfies the second part of Theorem 3.
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We now turn to the second part in Theorem 4 and highlight the modifications required
in the proof above. We shall focus on the case E D E2 and assume that E satisfies (5.1).
Let J D ¹tnI n 2 Nº [ ¹T º � Œt0; T � (recall that t0 > 0) and zJ D T � J D ¹snº [ ¹0º.
Let

X D ¹e.T�t/�v0jJ�E I v0 2 L
2.M/º � C 0.J �E/;

endowed with the sup norm. Then according to (1.13) with sn D T � tn, the linear form

X 3 w 7! .wjtD0; u0 � v0/L2.M/

is well defined and continuous, and more precisely bounded by

C sup
n2N; x2E

e�
B

T�tn jw.tn; x/j: (5.7)

Indeed (notice that T � tn � tnC1 � tn),

kwjtD0kL2.M/ D ke
T�v0kL2.M/ � C sup

n2N; x2E
e
� B
tnC1�tn jw.tn; x/j

� C sup
n2N; x2E

e�
B

T�tn jw.tn; x/j:

According to the Hahn–Banach theorem [13, Theorem 3.2], we can extend this map to the
whole space C 0.J � E/; so that it is still bounded by (5.7). By the Riesz Representation
Theorem, this continuous linear form can be represented by a measure � 2M.J � E/

which still satisfies the same bound (5.7). As previously we can extend this measure to a
measure on Œ0; T � �M which is supported in J �E. Hence this measure takes the form

� D
X
n

ıtDtn ˝ �n C ıtDT ˝ �1;

with �j ; �1 measures on M supported by E. Using (5.7) we getX
n

e
B

T�tn j�nj.E/ < C1; �1 D 0:

Now we can easily make sense of solving

.@t ��/z D
X
n

ıtDtn ˝ �n; zjtyD0 D 0

with Dirichlet or Neumann boundary conditions in L1.Œ0; T /IH�� /, by simply noticing
that the solution to this equation is the solution to the homogeneous heat equation on
.tn; tnC1/ which satisfies the jump condition

zjtnC0 � zjtn�0 D �n 2 H�� :

Since X
n

k�nkH�� � C
X
n

j�nj.E/ < C1;
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we deduce that actually limt!T; t<T z.t/ exists in H�� , and consequently the solution
exists and is unique in Œ0;C1/ (defined on ŒT;C1/ as the solution of the homogeneous
heat equation). We now write the analog of the integration by parts formula (5.5). Let
zN ; wN and �n;N be the projections of z; v and �n on the space spanned by the first N
eigenfunctions. On .tn; tnC1/, we have

0 D

Z tnC1

tn

..@t C�/wN ; zN /L2 D Œ.wN ; zN /L2 �
tnC1
tn
�

Z tnC1

tn

.wN ; .�@t C�/zN /L2

D .wN jtnC1 ; zN jtDtnC1�0/L2 � .wN jtn ; zN jtDtnC0/L2 ; (5.8)

which implies (using zN jtD0 D 0 and limn!C1wN jtDtn D wN .T // that

0 D

Z T

0

..@t C�/wN ; zN /L2

D

X
n

.wN jtnC1 ; zN jtDtnC1�0/L2 � .wN jtn ; zN jtDtnC0/L2

D lim
k!C1

.wN .tk/; zN jtDtk�0/L2 C

k�1X
nD1

.wN jtn ; zN jtDtn�0 � zN jtDtnC0/L2

D .wN .T /; zN jtDT /L2 �
X
n

.wN jtn ; �n;N /L2

D .wN ; zN jtDT /L2 �

Z T

0

wN .t/ d�N :

We can now let N !C1 and get

.u0 � v0; zjtDT /L2 D

Z T

0

w.t/ d�;

and we conclude as previously that u D et�u0 � z satisfies (with Dirichlet or Neumann
boundary conditions)

.@t ��/u D �
X
n

ıtDtn ˝ �n; ujtD0 D u0; ujtDT D v0:

This proves the second part in Theorem 4, in the caseE DE2.The caseE DE1 is proved
similarly by replacing in the proof above (1.13) by (1.12).
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