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Abstract. A well-known theorem of J. E. Hutchinson states that if an iterated function system
consists of similarity transformations and satisfies the open set condition then its attractor sup-
ports a self-similar measure with Hausdorff dimension equal to the similarity dimension. In this
article we prove the following result which may be regarded as a form of partial converse: if an
iterated function system consists of invertible affine transformations whose linear parts do not pre-
serve a common invariant subspace, and its attractor supports a self-affine measure with Hausdorff
dimension equal to the affinity dimension, then the system necessarily consists of similarity trans-
formations. We obtain this result by showing that the equilibrium measures of an affine iterated
function system are never Bernoulli measures unless the system either is reducible or consists of
similarity transformations. The proof builds on earlier results in the thermodynamic formalism of
affine iterated function systems due to Bochi, Feng, Käenmäki, Shmerkin and the first named author
and also relies on the work of Benoist on the spectral properties of Zariski-dense subsemigroups of
reductive linear groups.
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1. Introduction

An iterated function system is by definition a tuple .T1; : : : ; TN / of contracting trans-
formations of some metric space X , which in this article will be taken to be Rd . To
avoid trivialities it will be assumed throughout this article that N � 2. If .T1; : : : ; TN /
is an iterated function system acting on Rd then it is well-known that there exists a
unique nonempty compact subset Z � Rd with the property Z D

SN
iD1 TiZ, called the

attractor or limit set of the iterated function system. If additionally any probability vector
.p1; : : : ; pN / is specified then there exists a unique Borel probability measure m on Rd

such that m D
PN
iD1 pi .Ti /�m. In the case where the transformations Ti are contracting
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similitudes of Rd we call the limit setZ a self-similar set and the measurem a self-similar
measure.

For each x 2 Rd and r > 0 let Br .x/ denote the open Euclidean ball with radius r
and centre x. If m is a Borel probability measure m on Rd such that the limit

lim
r!0

logm.Br .x//
log r

exists form-a.e. x and is constantm-a.e, we say thatm is exact-dimensional and define the
dimension ofm to be the value of this almost-everywhere limit. We denote this dimension
by dimm. It was shown in 2009 by D.-J. Feng and H. Hu that every self-similar measure
on Rd is exact-dimensional [26]. We denote the Hausdorff dimension of any subset Z
of Rd by dimHZ.

An iterated function system is said to satisfy the open set condition if there exists
a nonempty open set U such that TiU � U for all i D 1; : : : ; N and TiU \ TjU D ;
whenever i ¤ j , and is said to satisfy the strong open set condition if additionally U \Z
¤;. The starting point of the motivation for this article is the following landmark theorem
of J. E. Hutchinson [35]:

Theorem 1 (Hutchinson). Let T1; : : : ; TN WRd ! Rd be contracting similitudes of the
form Tix WD riOix C vi for some ri 2 .0; 1/, Oi 2 O.d/ and vi 2 Rd and suppose
that .T1; : : : ; TN / satisfies the open set condition. Then the Hausdorff dimension of the
attractorZ of the iterated function system .T1; : : : ;TN / is equal to the unique real number
s 2 .0; d � such that

PN
iD1 r

s
i D 1. Moreover, there exists a unique self-similar measurem

supported on Z with dimension s.

The extension of Theorem 1 in various directions has been an active topic of research
since its original publication. One major area of research has been the problem of under-
standing systematically what happens when the open set condition is removed (such as
in [3, 16, 31, 32, 42, 50, 53, 55]) and this line of research has focused especially on the
dimensions of the resulting measures as opposed to the resulting sets. A second major
direction of extension of Theorem 1 is that in which the transformations Ti are allowed
to be arbitrary affine contractions instead of similitudes: this line of research dates back
to the work of Bedford, McMullen and Falconer in the 1980s [8, 22, 43] and has been
particularly active within the last few years (see for example [5–7, 13, 19, 25, 28, 38, 51]).
It is with this second direction of extension that this article is concerned.

When .T1; : : : ; TN / is an iterated function system consisting of affine contractions
of Rd , the attractor of .T1; : : : ; TN / is referred to as a self-affine set and Borel probability
measures satisfying m D

PN
iD1 pi .Ti /�m are referred to as self-affine measures. It was

shown recently by D.-J. Feng [25] that every self-affine measure is exact-dimensional;
previous partial results in this direction include [4, 6, 29]. Let us now describe the most
natural generalisation of Hutchinson’s dimension formula

PN
iD1 r

s
i D 1 to the affine con-

text. We recall that the singular values of a d � d real matrix A are defined to be the
square roots of the (necessarily non-negative) eigenvalues of the positive semidefinite
matrix A>A. We denote the singular values of A by �1.A/; : : : ; �d .A/ where it is always
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understood that �1.A/ � � � � � �d .A/. Following the notation of [22], given a d � d real
matrix A, for each s � 0 we define the singular value function 's.A/ applied to A by

's.A/ WD

´
�1.A/ � � � �bsc.A/�dse.A/

s�bsc if 0 � s � d;

jdetAjs=d if s � d:

The singular value function satisfies the useful inequality 's.AB/ � 's.A/'s.B/ for all
A; B 2 GLd .R/, as is noted in [22]. Given .A1; : : : ; AN / 2 GLd .R/N we define the
singular value pressure of .A1; : : : ; AN / at s to be the real number

P.A1; : : : ; AN I s/ WD lim
n!1

1

n
log

NX
i1;:::;inD1

's.Ain � � �Ai1/;

the existence of the limit being guaranteed by subadditivity. WhenA1; : : : ;AN 2GLd .R/
are contracting in the Euclidean norm (or indeed with respect to an arbitrary norm on Rd )
it is not difficult to show that the function s 7! P.A1; : : : ; AN I s/ is strictly decreasing
and locally Lipschitz continuous and has a unique zero in .0;C1/ which we denote by
dimaff.A1; : : : ; AN /. We observe that when every Ai has the form Ai D riOi for some
ri 2 .0; 1/ andOi 2O.d/ as in Theorem 1, the pressure simplifies to P.A1; : : : ;AN I s/D
log

PN
iD1 r

s
i and thus in this case dimaff.A1; : : : ; AN / is simply the unique solution s to

Hutchinson’s equation
PN
iD1 r

s
i D 1. If .T1; : : : ; TN / is an affine iterated function system

of the form Tix DAixC vi then we will also find it useful to write dimaff.T1; : : : ; TN / WD

dimaff.A1; : : : ; AN /.
We note that the singular value potential and affinity dimension have a number of

antecedents in the literature in the context of the dimension theory of attractors of dynam-
ical systems: a version of the singular value potential was considered by Douady–Oesterlé
[20] in the study of the Hausdorff dimensions of attractors, and in the same context the
relevance of the asymptotics of singular values (in the form of Lyapunov exponents) was
foreseen by Kaplan–Yorke [40] who conjectured that in generic situations the Hausdorff
dimension should be related to the growth asymptotics of singular values.

An active area of research in the theory of self-affine sets is the problem of obtaining
analogues of Theorem 1 for affine iterated function systems. The first general result in
this direction was obtained by K. Falconer in the 1988 article [22]:

Theorem 2 (Falconer). Let A1; : : : ; AN 2 GLd .R/. If max1�i�N kAik < 1=2 then for
Lebesgue a.e. .v1; : : : ; vN / 2 .Rd /N the attractor Z of the iterated function system
.T1; : : : ; TN / defined by Tix WD Aix C vi satisfies

dimHZ D min ¹d; dimaff.A1; : : : ; AN /º:

If max1�i�N kAik < 1, then for every .v1; : : : ; vN / 2 .Rd /N the attractor satisfies

dimHZ � min ¹d; dimaff.A1; : : : ; AN /º:
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Here k � k denotes the operator norm induced by the Euclidean norm. Falconer’s
original argument assumed max1�i�N kAik < 1=3, the improvement to 1=2 being due
to Solomyak [56], who also noted that the value of 1=2 cannot be further improved
to any 1=2 C ". We remark that the hypothesis max1�i�N kAik < 1=2 and the con-
clusion dimH Z D min ¹d; dimaff.A1; : : : ; AN /º contain a minor asymmetry: it is clear
that if each Ai is replaced with X�1AiX for some fixed X 2 GLd .R/ then the
almost sure Hausdorff dimension dimH Z of the attractor does not change, but the
condition max1�i�N kAik < 1=2 will in general be invalidated for certain choices
of X . This asymmetry can be remedied by weakening the hypothesis to the condition
max1�i�N kAik < 1=2 for the operator norm induced by some norm k � k on Rd , and
similarly with the condition max1�i�N kAik < 1, and under this hypothesis Falconer’s
proof goes through with minimal changes. Some similar remarks relating to sufficient
conditions for the existence of the attractor of .T1; : : : ; TN / were presented in [2, §6].
To avoid similar asymmetries in our results we will assume in this article that our affine
iterated function systems are contracting with respect to some unspecified norm on Rd .

Theorem 2 demonstrates that the affinity dimension correctly describes the Hausdorff
dimension of the attractor in a large range of cases, but this result inherently does not
apply to explicit, specific examples of affine iterated function systems. Since the public-
ation of [22] an active line of research, especially in recent years, has therefore been that
of extending Theorem 2 to explicit affine iterated function systems for which the vec-
tors vi are fixed and some version of the open set condition is satisfied (see for example
[23, 34, 46]). In this direction the following powerful result was obtained recently by
B. Bárány, M. Hochman and A. Rapaport [5]:

Theorem 3 (Bárány–Hochman–Rapaport). Let .T1; : : : ; TN / be an affine iterated func-
tion system acting on R2 and satisfying the strong open set condition, where each Ti
is contracting with respect to the Euclidean norm. Let us write Tix WD Aix C vi for
every i D 1; : : : ; N and suppose that each Ai is invertible. Suppose that the linear maps
jdetAi j�1=2Ai are not contained in a compact subgroup of GL2.R/ and do not preserve
a finite union of one-dimensional subspaces of R2. Then the Hausdorff dimension of the
attractor of .T1; : : : ; TN / is equal to dimaff.A1; : : : ; AN /.

In dimension d > 2 the problem of obtaining an analogue of Theorem 3 is substan-
tially more challenging. At the time of writing, no explicit examples of affine iterated
function systems in dimension higher than two are yet known where the Hausdorff and
affinity dimensions coincide, other than those which fall within the scope of Theorem 1.
On the other hand, in the broader setting of limit sets of actions of nonconformal trans-
formations, Dufloux [21] has successfully computed the Hausdorff dimension of limit
sets on the boundary @Hn

C of the n-dimensional complex hyperbolic space associated
to well-positioned Schottky subgroups. We also note the work of Pozzetti–Sambarino–
Wienhard [47] who, under an asymptotic conformality assumption, have successfully
calculated the Hausdorff dimensions of limit sets in projective spaces.

Returning to our setting of affine iterated function systems, while Theorems 2 and 3
extend the part of Theorem 1 which describes the dimension of the attractor, a feature
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which has no direct parallel in Theorem 3 in particular is the question of whether or not
there exists a measure supported on the attractor of the affine iterated function system
.T1; : : : ; TN / having dimension equal to the affinity dimension. While we conjecture that
this should indeed be the case in the context of Theorem 3 and its presumed higher-
dimensional analogues (and indeed it is known that such measures exist generically in the
sense of Theorem 2 – see [36]), in this article we will focus on a narrower question: under
what circumstances does an affine iterated function system .T1; : : : ; TN / acting on Rd

admit a self-affine measure with dimension equal to the affinity dimension?
Theorem 1 indicates that this phenomenon occurs when the affine transformations are

all similitudes, or more generally when they are simultaneously conjugated to similitudes
by some linear transformation of Rd . In this situation it was observed by P. Mattila that
while the open set condition is sufficient for the existence of a self-similar measure with
dimension equal to the affinity dimension, it is not necessary for it (see [54, introduc-
tion]). One may also show that self-affine measures with dimension equal to the affinity
dimension can arise in certain circumstances when the linear parts of the affinities admit
a common invariant subspace, or when the affinity dimension is precisely equal to d . The
objective of this article is to demonstrate that these are the only situations in which this
phenomenon occurs.

Henceforth we shall say that a subset A of GLd .R/ is irreducible if there does not exist
any proper nonzero subspace of Rd preserved by every A 2 A, and strongly irreducible
if a finite union of such subspaces is not preserved by every element of A. When A is not
irreducible it will be called reducible. Clearly A is (strongly) irreducible if and only if
the semigroup generated by A is. We will at times abuse notation by saying that a tuple
.A1; : : : ; AN / is (strongly) irreducible if and only if the corresponding set is. Our main
result is as follows:

Theorem 4. Let T1; : : : ; TN be invertible affine transformations of Rd having the form
Tix WD Aix C vi for some v1; : : : ; vN 2 Rd , where .A1; : : : ; AN / 2 GLd .R/N has the
following four properties:

(i) There exists a norm jjj�jjj on Rd such that jjjAi jjj < 1 for every i D 1; : : : ; N .

(ii) The affinity dimension dimaff.A1; : : : ; AN / is strictly between 0 and d .

(iii) The tuple .A1; : : : ; AN / is irreducible.

(iv) There does not exist an inner product on Rd with respect to which the linear maps
A1; : : : ; AN are similitudes.

Then every self-affine measuremD
PN
iD1pi .Ti /�m satisfies dimm< dimaff.A1; : : : ;AN /.

Furthermore, this property is locally uniform in the following sense. Suppose that
K � GLd .R/N is a compact set such that every .A1; : : : ; AN / 2 K satisfies hypo-
theses (i)–(iv) above. This applies in particular if .B1; : : : ; BN / 2 GLd .R/N satisfies
(i)–(iv) and K is a sufficiently small compact neighbourhood of .B1; : : : ; BN /. Then
there exists � > 0 depending on K with the following property: if .A1; : : : ; AN / 2 K,
and T1; : : : ; TN WRd ! Rd are affine transformations of the form Tix D Aix C vi for
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some vectors v1; : : : ; vN , and m D
PN
iD1 pi .Ti /�m is a self-affine measure on Rd for

some probability vector .p1; : : : ; pN /, then dimm � dimaff.A1; : : : ; AN / � �.

In stating this result we have taken advantage of the fact that every self-affine measure
on Rd is exact-dimensional, but this result is not required in our proof. The proof of
Theorem 4 in fact shows that the upper packing dimension of the measure m,

ess sup
m

lim sup
r!1

logm.Br .x//
log r

;

is bounded by dimaff.A1; : : : ; AN / � �. This in turn is achieved by showing that the Lya-
punov dimension of an appropriate measure on the coding space †N WD ¹1; : : : ; N ºN

is bounded by dimaff.A1; : : : ; AN / � �. The Lyapunov dimension is relatively technical
to describe and would be digressive to define in this introduction, so we defer further
discussion of this point to §3 below.

The condition that the linear mapsAi are not all similitudes with respect to some inner
product on Rd is equivalent to the statement that the linear maps jdetAi j�1=dAi are not
all contained in some compact subgroup of GLd .R/, and we will at times prefer the latter
formulation in the proofs. To see that these statements are equivalent we observe that if
G � GLd .R/ is a compact group containing the linear maps jdetAi j�1=dAi , h�; �i denotes
the standard inner product on Rd , and H is the normalised Haar measure on G, the
formula

hu; viG WD

Z
G

hBu;Bvi dH.B/

may easily be verified to define an inner product on Rd which is invariant under the action
of elements of G. In particular, the transformations Ai are similitudes with respect to this
inner product structure. The converse implication is obvious. Theorem 4 therefore admits
the following corollary which motivates the title of this work:

Corollary 1.1. Let T1; : : : ; TN WRd ! Rd be invertible affine transformations which are
contracting with respect to some norm on Rd . Write Tix D Aix C vi for all x 2 Rd

and i D 1; : : : ; N , and suppose that ¹A1; : : : ; AN º is irreducible. If there exists a self-
affine measure m D

PN
iD1 pi .Ti /�m such that dimm D dimaff.A1; : : : ; AN / 2 .0; d/,

then there exists an inner product on Rd with respect to which the transformations Ti are
all similitudes.

We note that the affinity dimension of an invertible affine iterated function system is
never zero and therefore the endpoint case dimaff.A1; : : : ; AN / D 0 of Theorem 4 cannot
occur. In the other endpoint case dimaff.A1; : : : ;AN /D d it is easy to construct examples
in which the normalised restriction of Lebesgue measure to a convex polyhedral body
in Rd may be represented as a self-affine measure with respect to affine transformations
which are not simultaneously conjugate to similitudes and whose linear parts do not admit
an invariant proper subspace. For example, if U �R2 is an open triangular region then up
to Lebesgue measure zero it may be bisected along a line passing through one vertex and
its opposite edge into the union of two smaller triangular regions U1 and U2, each having
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(a) The classical self-similar Sierpiński gas-
ket X1.

(b) A self-affine gasket X2 which is not self-
similar.

Fig. 1. By Theorem 1 there exists a self-similar measure supported on the classical Sierpiński gas-
ket X1 with dimension equal to the Hausdorff dimension of the set itself, log 3=log 2. This measure
corresponds to that defined simply by giving measure 1=3 to each of the three copies of X1 with
diameter half that of the original, measure 1=9 to each of the nine subcopies with diameter 1=4 that
of the original, and so forth. By the combination of Theorems 3 and 4, for the self-affine gasket X2
there is a gap between the maximum possible dimension of a self-affine measure supported on X2
and the Hausdorff dimension of X2 itself.

two side lengths smaller than those of the original triangle and one side length in common
with it. Taking further bisections if necessary, U may be written up to measure zero as a
finite union of strictly smaller triangular regions V1; : : : ; VN each of which is the image
of U under some contracting affine transformation Ti . It is clear that if m denotes the
normalised Lebesgue measure on U then it satisfies the relationmD

PN
iD1m.Vi /.Ti /�m

and hence is a self-affine measure with respect to .T1; : : : ; TN / which has dimension 2.
In general this construction may be performed in such a way as to ensure that hypotheses
(i), (iii) and (iv) of Theorem 4 are satisfied; moreover the linear parts of the affinities may
be taken to be strongly irreducible. The details of this aspect of the construction and of its
generalisation to higher dimensions are left to the reader.

We remark that if in Theorem 4 instead of measures of the formmD
PN
iD1 pi .Ti /�m

we were to consider the larger category of Borel probability measures m which satisfy an
equation of the form

m D

NX
i1;:::;inD1

q.i1;:::;in/.Ti1 � � �Tin/�m (1)

for some n � 1 and some probability vector .q.1;:::;1/; : : : ; q.N;:::;N// 2 RN
n

, then no
dimension gap would occur. In two dimensions it is known that the supremum of the
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Hausdorff dimensions of measures which are self-affine in the broader sense of (1) can be
equal to the affinity dimension dimaff.A1; : : : ; AN / when the conditions of Theorem 4 are
satisfied. Indeed, this fact played a significant role in the proof of Theorem 3 by extending
the results of [46] which pertain to self-affine measures into a result concerning self-affine
sets. Theorem 4 demonstrates that outside the context of similarity transformations this
supremum is attained only in degenerate cases in which a common invariant subspace
exists.

To conclude this introduction let us briefly outline how Theorem 4 will be proved. If
T1; : : : ; TN are contractions of Rd with respect to some fixed norm then there exists a
well-defined coding map …W ¹1; : : : ; N ºN ! Rd with the property

…Œ.xk/
1
kD1� D lim

n!1
Tx1 � � �Txnv

for all v 2 Rd , and whose image is precisely the attractor of .T1; : : : ; TN /. It is a well-
known result due to Hutchinson [35, §4] that a Borel probability measure m on Rd

satisfiesmD
PN
iD1pi .Ti /�m if and only if it satisfiesmD…��where � is the Bernoulli

measure .
PN
iD1 piıi /

N on ¹1; : : : ; N ºN . This measure � is an ergodic invariant meas-
ure with respect to the shift transformation � W ¹1; : : : ; N ºN ! ¹1; : : : ; N ºN defined by
�Œ.xk/

1
kD1

� WD .xkC1/
1
kD1

.
Now, using a combination of results of A. Käenmäki [37] and T. Jordan, M. Polli-

cott and K. Simon [36], one may show that if an ergodic shift-invariant measure � on
¹1; : : : ; N ºn has the property dim…�� D dimaff.T1; : : : ; TN / then it necessarily maxim-
ises the quantity

h.�/C lim
n!1

1

n

Z
log's.Ax1 � � �Axn/ d�Œ.xk/

1
kD1�

over all shift-invariant Borel probability measures on the set ¹1; : : : ; N ºN , where s WD
dimaff.T1; : : : ; TN /, Ai denotes the linear part of the affine transformation Ti and h.�/
denotes the entropy of the measure � with respect to the transformation � . Measures
which maximise this quantity have been named Käenmäki measures. The critical step in
proving Theorem 4 is to show that under the hypotheses of that theorem there cannot exist
a Käenmäki measure which is also a Bernoulli measure. The dimension gap result then
follows by relatively straightforward compactness considerations.

The proof of this statement relies on a general theorem on the structure of Käen-
mäki measures which was established by J. Bochi and the first named author in [13],
building on the earlier works [27, 38]. Let us illustrate how this argument functions in
a simple special case. Suppose that the semigroup generated by A1; : : : ; AN is Zariski
dense as a subgroup of GLd .R/: that is, suppose that every function �WGLd .R/ ! R
which corresponds to a polynomial function of the matrix entries and vanishes on the
semigroup generated by A1; : : : ; AN also vanishes identically on GLd .R/. (Equivalently,
A1; : : : ; AN is not contained in any proper algebraic subgroup of GLd .R/.) Then it fol-
lows by a result of A. Käenmäki and the first named author [38] that if � is a Käenmäki
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measure for .T1; : : : ; TN / then it satisfies

C�1 �
�.¹.xk/W xj D ij for all j D 1; : : : ; nº/

's.Ai1 � � �Ain/
� C (2)

for some constant C > 1, for all i1; : : : ; in 2 ¹1; : : : ; N º and n � 1. But if � is also a
Bernoulli measure, the value of the numerator depends only on which symbols appear in
the sequence i1; : : : ; in and not on the order in which those symbols appear. This implies
that the same property must hold for 's.Ai1 � � �Ain/ up to the introduction of a scalar
multiplicative factor C 2. Using this principle one may deduce that if B1 and B2 belong
to the semigroup generated by A1; : : : ; AN then necessarily

C�3 �
's..B1B2/

n/

's.Bn1 /'
s.Bn2 /

� C 3 (3)

for every n � 1. Now if �i .B/ denotes the i th largest of the absolute values of the d
eigenvalues of B 2 GLd .R/, and 0 < s < d , one may show that

lim
n!1

's.Bn/1=n D �1.B/ � � ��bsc.B/�dse.B/
s�bsc

DW �s.B/:

Taking the power 1=n and letting n!1 in (3) it follows that the function �s just defined
satisfies �s.B1B2/ D �s.B1/�s.B2/ for all B1; B2 in the semigroup generated by the lin-
ear mapsA1; : : : ;AN . But this turns out to be impossible for a semigroup which is Zariski
dense in GLd .R/, essentially by a theorem of Y. Benoist (later reproven by J.-F. Quint
using a different method; see [12, Theorem 7.4 and Proposition 9.8] and additionally
[11, 49]).

The extension of this argument to the more general circumstances of Theorem 4
requires us to engage with a number of complications. Similarly to the special case
described above, the core of the proof operates by assuming that hypotheses (i)–(iii)
of Theorem 4 hold and that a Käenmäki measure exists which is a Bernoulli meas-
ure, and proceeds to show that the linear maps jdetAi j�1=dAi necessarily belong to a
compact group, contradicting (iv). In general under the hypotheses of Theorem 4 there
may be multiple inequivalent Käenmäki measures. (This remains true even under slightly
stronger hypotheses: see [45].) The hypotheses imply that at least one of these meas-
ures is Bernoulli, but a priori other Käenmäki measures may not be. In this case the
denominator of (2) will not correspond to the function 's.Ai1 � � �Ain/ but to some more
complicated function derived from the action of Ai1 � � �Ain on finite unions of proper
subspaces of exterior powers of Rd (see [13, §2]). The more complicated structure of this
function necessitates further steps in order to deduce the multiplicativity of some ana-
logue of the function �s defined above, which in general will correspond to some spectral
data relating to the action of a finite-index subsemigroup of the semigroup generated by
A1; : : : ; AN on certain pairs of subspaces of exterior powers of Rd . This multiplicativity
will allow us to show that certain homomorphic images of a finite-index subsemigroup
of the semigroup generated by jdetA1j�1=dA1; : : : ; jdetAN j�1=dAN are contained in
compact groups, and this can be applied to deduce that the elements of that finite-index
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subsemigroup act as “simultaneously normal” linear maps on certain subspaces of partic-
ular exterior powers of Rd ; that is, on those spaces there exists an inner product structure
with respect to which the linear maps act as orthogonal direct sums of linear similitudes.
An extensive additional argument is then required to show that these normal linear maps
actually are similitudes. This additional argument makes use of the variational character-
isation of Käenmäki measures to bound a weighted sum of the Lyapunov exponents of
the other Käenmäki measures and so force the remaining Käenmäki measures to also be
Bernoulli measures. It is then straightforward to deduce that the entire semigroup gener-
ated by jdetA1j�1=dA1; : : : ; jdetAN j�1=dAN acts on these subspaces of exterior powers
by similitudes. Still further arguments are required to deal with the possibility that these
subspaces of the exterior powers may be proper. The first two parts of the argument, in
which the linear maps are first shown to act normally and then shown to act by similit-
udes on certain subspaces of exterior powers, are dealt with in Section 5. The final part,
in which the action on proper subspaces of exterior powers is related to the action on Rd ,
forms a separate argument which is presented in Section 6.

The remainder of the article is therefore structured as follows. In the following section
we review such background on the thermodynamic formalism of affine iterated function
systems as is necessary to state our main technical theorem, Theorem 5, which asserts that
under the hypotheses of Theorem 4 a Käenmäki measure cannot be a Bernoulli measure.
In Section 3 we derive Theorem 4 from Theorem 5; this is the most technically straightfor-
ward part of the proof of Theorem 4. Section 4 then reviews key concepts from the theory
of linear algebraic groups which will be used in the proof of Theorem 5. Section 5 proves
a key special case of Theorem 5 in which the irreducibility of certain representations is
assumed, and Section 6 applies this result to deduce the general case.

During peer review it was brought to our attention that some of the technical argu-
ments underlying Theorem 4 may be expressed in intrinsic terms as a statement concern-
ing potentials defined in terms of reductive linear algebraic groups. This is discussed in
more detail in the appendix.

2. Subadditive thermodynamic formalism and the main technical theorem

Let †N denote the set ¹1; : : : ; N ºN equipped with the infinite product topology (with
respect to which it is compact and metrisable) and let � W†N ! †N denote the shift
transformation .xk/1kD1 7! .xkC1/

1
kD1

, which is a continuous surjection. When N is
understood let M� denote the set of all � -invariant Borel probability measures on †N .
Via the Riesz representation theorem we identify M� with a subset of C.†N /� equipped
with the corresponding weak-* topology, and in this topology it is compact and metris-
able; a sequence of measures .�n/1nD1 in M� converges to a measure � 2M� if and only
if limn!1

R
f d�n D

R
f d� for every f 2 C.†N /.

We define †�N to be the set of all finite sequences i D .ik/nkD1 2 ¹1; : : : ; N º
n, which

we refer to as words. If i D .ik/
n
kD1

then we write jij D n and define this to be the
length of the word i. Given two words i D .ik/nkD1; j D .jk/

m
kD1
2 †�N we define their
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concatenation ij to be the word of length jij C jjj D nCmwith first n symbols i1; : : : ; in
and subsequent symbols j1; : : : ; jm. We define the concatenation of more than two words
(e.g. ijk where i; j; k 2 †�N ) in the obvious fashion, and if i 2 †�N and n � 1 we let in

denote the concatenation ii � � �i of n copies of i. IfA1; : : : ;AN 2GLd .R/ are understood
then we write Ai WD Ai1 � � �Ain and observe that AiAj D Aij for all i; j 2 †�N . If x D
.xk/

1
kD1
2 †N then we define xjn to be the word .xk/nkD1 2 †

�
N . If i 2 †�N then we

define the cylinder set Œi� to be the set of all x 2 †N such that xjn D i. Every cylinder
set is clopen and cylinder sets form a basis for the topology of †N . The linear span of
the set of all characteristic functions of cylinder sets is dense in C.†N / and therefore
a sequence .�n/1nD1 of measures in M� converges to a measure � 2M� if and only if
limn!1 �n.Œi�/ D �.Œi�/ for every i 2 †�N .

We will say that � 2M� is a Bernoulli measure if there exists a probability vector
.p1; : : : ; pN / such that �.Œi1 � � � in�/ D pi1 � � �pin for all i1; : : : ; in 2 ¹1; : : : ; N º and all
n � 1. (We permit cases in which some of the entries of the probability vector are zero.)
Clearly Bernoulli measures on †N are in one-to-one correspondence with probability
vectors .p1; : : : ; pN /. It is not difficult to see that the natural map from the .N � 1/-
simplex of probability vectors to the set of corresponding Bernoulli measures on †N is
weak-* continuous, and in particular the set of all Bernoulli measures on †N is weak-*
compact. Every Bernoulli measure is ergodic with respect to � .

Let us say that a submultiplicative potential, or simply a potential, is a function
ˆW†�N ! .0;C1/ such thatˆ.ij/�ˆ.i/ˆ.j/ for all i;j 2†�N . We define the pressure
of ˆ to be the limit

P.ˆ/ WD lim
n!1

1

n
log

X
jijDn

ˆ.i/

and observe that this limit exists by subadditivity. If ˆ is a submultiplicative potential
then we define a sequence of functions ˆnW†N ! .0;C1/ by ˆn.x/ WD ˆ.xjn/ for
every x 2 †N and n � 1. In this case we observe that each ˆn is continuous (since it
depends on only finitely many co-ordinates of x 2†N ) and that the subadditivity property
logˆnCm.x/ � logˆn.�mx/ C logˆm.x/ is satisfied by the sequence of continuous
functions logˆnW†N ! R. As a consequence of this property, for each ergodic � 2M�

the following limit exists and defines

ƒ.ˆ;�/ WD lim
n!1

1

n

Z
logˆn.x/ d�.x/ D lim

n!1

1

n

X
jijDn

�.Œi�/ logˆ.i/ 2 Œ�1;C1/:

The next result is a special case of the subadditive variational principle of Cao, Feng and
Huang [17, Theorem 1.1]:

Proposition 2.1. Let N � 2 and let ˆW†N ! .0;C1/ be a submultiplicative potential.
Then

P.ˆ/ D sup
�2M�

Œh.�/Cƒ.ˆ;�/�: (4)
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When � attains the supremum (4) we call it an equilibrium state for the potential ˆ.
If ˆ is a submultiplicative potential then by subadditivity

ƒ.ˆ;�/ D inf
n�1

1

n

X
jijDn

�.Œi�/ logˆ.i/

and also

h.�/ D lim
n!1

1

n

X
jijDn

��.Œi�/ log�.Œi�/ D inf
n�1

1

n

X
jijDn

��.Œi�/ log�.Œi�/;

and since each function � 7! �.Œi�/ is continuous, these formulas imply that the func-
tion � 7! h.�/Cƒ.ˆ;�/ is the pointwise infimum of a family of continuous functions
M� ! R, and hence is an upper semicontinuous function M� ! Œ�1;C1/. In particu-
lar, it attains its maximum by the compactness of M� and so at least one equilibrium state
exists for any specified potential ˆ.

A submultiplicative potential ˆ will be called quasi-multiplicative if there exist a
finite set F � †�N and a real number ı > 0 such that

max
k2F

ˆ.ikj/ � ıˆ.i/ˆ.j/ for all i; j 2 †�N . (5)

The significance of this condition is that it both guarantees the uniqueness of the equilib-
rium state of ˆ and provides explicit information about its structure:

Proposition 2.2. Let ˆW†�N ! R be a submultiplicative and quasi-multiplicative poten-
tial. Then there exists a unique equilibrium state � forˆ. Furthermore, there exists C > 0
such that

C�1e�jijP.ˆ/ˆ.i/ � �.Œi�/ � Ce�jijP.ˆ/ˆ.i/ for all i 2 †�N .

We refer to the above inequality between �.Œi�/ and ˆ.i/ as the Gibbs inequality for
the potential ˆ and measure �. Proposition 2.2 has been proved and re-proved in various
forms across a number of works: we mention for example [24, Theorem 5.5], [39, §3].

The fundamental example of a potential from the perspective of this article will be the
singular value potential ˆs.i/ WD 's.Ai/, where A1; : : : ; AN 2 GLd .R/ are understood;
this potential was investigated extensively by A. Käenmäki [37] and the properties of its
equilibrium states were developed in subsequent articles [13, 27, 38]. Our argument will
however require us to work with potentials which have a unique equilibrium state, and
the singular value potential does not have this property unless additional constraints are
imposed beyond the hypotheses of Theorem 4. In particular, although the irreducibility of
.A1; : : : ; AN / as hypothesised in Theorem 4 ensures this uniqueness for d D 2, it is not
sufficient for this when d > 2 and 1 < s < d � 1 (see for example [38, §9]). This problem
cannot be alleviated by assuming strong irreducibility in place of irreducibility [45].

The core technical result of this article is the following:
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Theorem 5. Let .A1; : : : ; AN / 2 GLd .R/N be irreducible and define a potential
ˆW†�N ! .0;C1/ by

ˆ.i/ WD
dY
iD1

�i .Ai/
˛i

where ˛1 � � � � � ˛d � 0 and ˛1 > ˛d . Ifˆ has an equilibrium state which is a Bernoulli
measure then the linear maps jdetA1j�1=dA1; : : : ; jdetAN j�1=dAN are all contained in
a compact subgroup of GLd .R/.

We observe that the submultiplicativity of the above potential ˆ follows from the
inequality

kY
iD1

�i .AB/ �

kY
iD1

�i .A/ �

kY
iD1

�i .B/; (6)

which is valid for all linear maps A; BWRd ! Rd and all k D 1; : : : ; d , since we may
write

dY
iD1

�i .Ai/
˛i D

dY
kD1

� kY
iD1

�i .Ai/
�˛k�˛kC1

where ˛dC1 WD 0. We will find it convenient to approach the inequality (6) via norms on
exterior powers of Rd , but an elementary proof may be found in for example [33, Theorem
3.3.4].

If 0 < s < d with d � 2 then clearly the singular value potentialˆs corresponds to the
case ˛1 D � � � D ˛bsc D 1, ˛dse D s � bsc, ˛dseC1 D � � � D ˛d D 0 of the above theorem. In
particular, Theorem 5 implies that if .A1; : : : ; AN / 2 GLd .R/N is irreducible, 0 < s < d
and the singular value potential has an equilibrium state which is Bernoulli, then the
linear maps jdetA1j�1=dA1; : : : ; jdetAN j�1=dAN are all contained in a compact subgroup
of GLd .R/. As was indicated in the introduction, in combination with various more-or-
less standard results from the literature, Theorem 5 is sufficient to prove Theorem 4.
The derivation of Theorem 4 from Theorem 5 is presented in the following section, and
Theorem 5 itself is proved in Sections 4 to 6.

3. Proof of Theorem 4 conditional on Theorem 5

We begin the process of proving Theorem 4 by collecting various results from the liter-
ature concerning the Lyapunov dimension, the affinity dimension, the natural projection
from †N to the attractor, and self-affine measures.

3.1. The Lyapunov and affinity dimensions

The following result demonstrates that the affinity dimension has the properties alluded to
in the introduction and introduces its counterpart for measures, the Lyapunov dimension:
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Lemma 3.1. Let A1; : : : ;AN 2 GLd .R/ with maxi jjjAi jjj < 1 for some norm jjj�jjj on Rd ,
and for each s � 0 define a potential ˆs by ˆs.i/ WD 's.Ai/. Then:

(i) The function s 7! P.ˆs/ D P.A1; : : : ; AN I s/ is a continuous strictly decreasing
function Œ0;C1/! R with a unique zero, and this zero is strictly positive.

(ii) For every�2M� the function s 7! h.�/Cƒ.ˆs;�/ is a continuous strictly decreas-
ing function Œ0;C1/! R with a unique zero.

We define the affinity dimension of .A1; : : : ; AN / to be the unique zero of the function
s 7! P.ˆs/, and the Lyapunov dimension of � 2M� relative to .A1; : : : ; AN /, denoted
dimLyap.�IA1; : : : ; AN /, to be the unique zero of s 7! h.�/Cƒ.ˆs; �/.

The proof of the above lemma is a straightforward application of the inequalities

's1.Ai/ � .C jjjAijjj/
s1�s2's2.Ai/ � C

s1�s2
�

max
i
jjjAi jjj

�.s1�s2/jij
's2.Ai/

and �
min
i
�d .Ai /

�.s1�s2/jij
's2.Ai/ � �d .Ai/

s1�s2's2.Ai/ � '
s1.Ai/;

which are valid for all i 2 †�N and s1 � s2 � 0, where the constant C > 0 depends only
on jjj�jjj and not on i, s1 or s2. The following relationship between Lyapunov dimension
and affinity dimension was observed by A. Käenmäki [37]:

Lemma 3.2. Let A1; : : : ;AN 2 GLd .R/ with maxi jjjAi jjj < 1 for some norm jjj�jjj on Rd ,
and let � 2M� .†N /. Then dimLyap.�IA1; : : : ; AN / � dimaff.A1; : : : ; AN /, and equality
holds if and only if � is an equilibrium state of the potential ˆs.i/ WD 's.Ai/ where
s WD dimaff.A1; : : : ; AN /.

Proof. For each s � 0 we have h.�/Cƒ.ˆs; �/ � P.ˆs/ by the variational principle,
Proposition 2.1. In particular, if P.ˆs/ < 0 for some s > 0 then h.�/Cƒ.ˆs; �/ < 0. It
follows that

¹s � 0WP.ˆs/ < 0º � ¹s � 0W h.�/Cƒ.ˆs; �/ < 0º

and since by Lemma 3.1,

dimLyap.�IA1; : : : ; AN / D inf ¹s � 0W h.�/Cƒ.ˆs; �/ < 0º

and
dimaff.A1; : : : ; AN / D inf ¹s � 0WP.ˆs/ < 0º;

it follows that dimLyap.�IA1; : : : ; AN / � dimaff.A1; : : : ; AN / as required. If these two
quantities are equal to one another with common value s0, say, then we must have

h.�/Cƒ.ˆs0 ; �/ D 0 and P.ˆs0/ D 0

by continuity in view of Lemma 3.1, which implies that � is an equilibrium state for the
potential ˆs0 as claimed. The converse is trivial.
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3.2. The natural projection and the dimension of self-affine measures

If T1; : : : ; TN are affine transformations of Rd which are contractions with respect to
some norm jjj�jjj on Rd then for every v 2 Rd and x D .xk/1kD1 2 †N the limit

….x/ WD lim
n!1

Tx1 � � �Txnv

exists and is independent of the choice of v 2 Rd . Indeed, if " > 0 is chosen such
that jjjTiu � Tivjjj � .1 � "/jjju � vjjj for all u; v 2 Rd , and v0 2 Rd is arbitrary, then
for every r � "�1 maxi jjjv0 � Tiv0jjj every map Ti preserves and contracts Br .v0/, the
closed r-ball centred on v0 with respect to the norm jjj�jjj. It follows easily that ….x/ DT1
nD1 Tx1 � � � TxnBr .v0/. We also deduce that the diameter of the set ….Œi�/ is bounded

by a constant times .1 � "/jij and so …W†N ! Rd is continuous. It is not difficult to
see that ….†N / is contained in the attractor of .T1; : : : ; TN / since the initial point v may
be taken to be in the attractor. It is also not difficult to see that ….†N / is precisely the
attractor, although this fact will not be used. We call … the natural projection associated
to .T1; : : : ; TN /.

The following result relating Bernoulli measures to self-affine measures via the natural
projection follows from a more general theorem of J. E. Hutchinson [35, §4]. Although
Hutchinson’s proof assumes the probability vector .p1; : : : ; pN / is nondegenerate, it is
not difficult to check that this stipulation is unnecessary.

Lemma 3.3. Let T1; : : : ; TN WRd !Rd be affine transformations which are contractions
with respect to some norm on Rd , and let .p1; : : : ; pN / be a probability vector. Then a
Borel probability measurem on Rd satisfies

PN
iD1pi .Ti /�mDm if and only ifmD…��

where � is the Bernoulli measure on †N characterised by �.Œi�/ D pi1 � � � pin for all
i D .ik/nkD1 2 †

�
N .

Finally, the following result connects the Lyapunov dimension with the dimension of
a measure:

Lemma 3.4. Let T1; : : : ; TN WRd !Rd be affine transformations which are contractions
with respect to some norm on Rd and let � 2M� . Write Tix D Aix C vi for all x 2 Rd

and i D 1; : : : ; N . Then dim…�� � dimLyap.�IA1; : : : ; AN /.

Proof. It is shown in [52, Theorem 2.2] in the more general context of a countably infinite
family of transformations .Ti /1iD1 that

lim sup
r!0

log…��.Br .….y///
log r

� dimLyap.�IA1; : : : ; AN / for �-a.e. y 2 †,

and this obviously implies

lim sup
r!0

log…��.Br .x//
log r

� dimLyap.�IA1; : : : ; AN / for …��-a.e. x 2 Rd ,

which yields the result. The result may also be derived from [36, proof of Theorem 4.3].
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3.3. Further continuity properties of the Lyapunov and affinity dimensions

Let Cont.GLd .R/N / denote the set of all tuples .A1; : : : ; AN / 2 GLd .R/ with
max1�i�N jjjAi jjj < 1 for some norm jjj�jjj on Rd depending on .A1; : : : ; AN /. This is
clearly an open subset of GLd .R/N . The following two results will be key in proving the
local uniformity of the dimension gap in Theorem 4:

Proposition 3.5. Define a function  WCont.GLd .R/N /! R by

.B1; : : : ; BN / WD sup ¹dimLyap.�IB1; : : : ; BN /W� is a Bernoulli measure on †N º:

Then  is upper semicontinuous, and additionally for every tuple .B1; : : : ; BN / 2
Cont.GLd .R/N / the supremum in the definition of  is attained.

Proof. It is sufficient to prove the following statement: given a sequence .A.n/1 ; : : : ; A
.n/
N /

2 Cont.GLd .R/N / which converges to a limit .A1; : : : ; AN / 2 Cont.GLd .R/N /, there
exists a Bernoulli measure � on †N such that

dimLyap.�IA1; : : : ; AN / � lim sup
n!1

.A
.n/
1 ; : : : ; A

.n/
N /: (7)

Applying this result to a constant sequence of tuples .A1; : : : ; AN / demonstrates that the
supremum in the definition of .A1; : : : ; AN / is attained; applying it to a nonconstant
sequence directly implies that  is upper semicontinuous.

Let us prove this claim. For each n � 1 let �n be a Bernoulli measure such that

dimLyap.�nIA
.n/
1 ; : : : ; A

.n/
N / > .A

.n/
1 ; : : : ; A

.n/
N / � 1=n:

By passing to a subsequence if required, we may assume that the sequences of values
.A

.n/
1 ; : : : ; A

.n/
N / and dimLyap.�IA

.n/
1 ; : : : ; A

.n/
N / are convergent in R, and similarly we

may assume that .�n/ converges to a limit � in the weak-* topology. It is straightforward
to verify that the set of Bernoulli measures on †N is closed in the weak-* topology and
so the limit � is necessarily Bernoulli. To prove (7) it is sufficient to prove that

dimLyap.�IA1; : : : ; AN / � lim
n!1

dimLyap.�nIA
.n/
1 ; : : : ; A

.n/
N /: (8)

For each n � 1 and s � 0 define a potential ˆs;nW †�N ! .0;C1/ by ˆs;n.i/ WD
's.A

.n/
i /, and define also ˆs.i/ WD 's.Ai/ for all i 2 †�N . In the case where the

limit limn!1 dimLyap.�nIA
.n/
1 ; : : : ; A

.n/
N / is zero the outcome (8) holds trivially, so we

assume the limit is strictly positive. In order to prove (8) it suffices to prove the fol-
lowing: for every positive real number s < limn!1 dimLyap.�nIA

.n/
1 ; : : : ; A

.n/
N / we have

h.�/Cƒ.ˆs; �/ � 0.
Let us therefore fix s < limn!1 dimLyap.�nI A

.n/
1 ; : : : ; A

.n/
N /. Let n0 � 1 be such

that dimLyap.�nIA
.n/
1 ; : : : ; A

.n/
N / > s for all n � n0. For every n � n0 we have h.�n/C

ƒ.ˆs;n; �n/ � 0 by the definition of the Lyapunov dimension. For each n � 1 we by
definition have

h.�n/ D inf
m�1

1

m

X
jijDm

��n.Œi�/ log�n.Œi�/ D lim
m!1

1

m

X
jijDm

��n.Œi�/ log�n.Œi�/
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and

ƒ.ˆs;n; �n/ D inf
m�1

1

m

X
jijDm

�n.Œi�/ˆs;n.i/ D lim
m!1

1

m

X
jijDm

�n.Œi�/ˆs;n.i/;

so for each n � n0 we have

1

m

X
jijDm

��n.Œi�/ log�n.Œi�/C
1

m

X
jijDm

�n.Œi�/ˆs;n.i/ � h.�n/Cƒ.ˆs;n; �n/ � 0

for every m � 1. We have limn!1 �n.Œi�/ D �.Œi�/ for every i by weak-* convergence
and limn!1 ˆ

s;n.i/ D ˆs.i/ for every i by the 1-Lipschitz continuity of the singular
value functions �k WGLd .R/! R. For fixed m � 1 it is thus clear that

1

m

X
jijDm

��.Œi�/ log�.Œi�/C
1

m

X
jijDm

�.Œi�/ˆs.i/

D lim
n!1

1

m

X
jijDm

��n.Œi�/ log�n.Œi�/C
1

m

X
jijDm

�n.Œi�/ˆs;n.i/ � 0

and we deduce that

h.�/Cƒ.ˆs; �/ D lim
m!1

1

m

X
jijDm

��.Œi�/ log�.Œi�/C
1

m

X
jijDm

�.Œi�/ˆs.i/ � 0:

This demonstrates that dimLyap.�IA1; : : : ; AN / � s and the result follows.

We also recall the following theorem of Feng and Shmerkin, which was originally
proved in [28] using thermodynamic formalism and the multiplicative ergodic theorem.1

An alternative proof using linear algebra was given in [44].

Theorem 6. The function dimaffWCont.GLd .R/N /! Œ0;C1/ is continuous.

We also require the following algebraic lemma. Although it can be deduced from the
structure theory of reductive groups, we provide a brief elementary proof.

Lemma 3.6. Let A be an irreducible subset of GLd .R/. Suppose that for every A in the
semigroup generated by A, the eigenvalues of A all have absolute value jdetAj1=d . Then
¹jdetAj�1=dAWA 2 Aº is contained in a compact subgroup of GLd .R/.

1The original result of Feng and Shmerkin works on the smaller space of tuples .A1; : : : ;AN / 2
GLd .R/N such that maxi kAik < 1 for the Euclidean norm on Rd . If we instead assume that
.A1; : : : ; AN / 2 Cont.GLd .R/N / satisfies maxi jjjAi jjj < 1 for some norm jjj�jjj on Rd , then for
some integer n � 1 and all .B1; : : : ; BN / in a small neighbourhood of .A1; : : : ; AN /, the N n-
tuple .Bn1 ; B

n�1
1 B2; : : : ; B

n�1
N

BN�1; B
n
N
/ 2 GLd .R/N

n
is contracting in the Euclidean norm

on Rd and has affinity dimension equal to dimaff.B1; : : : ; BN / by elementary consideration of the
definition of the pressure function. In particular, Feng and Shmerkin’s result may be applied to these
N n-tuples in order to deduce the continuity of the affinity dimension with respect to .B1; : : : ; BN /
in the small neighbourhood.
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Proof. Consider the semigroup � generated by the set ¹jdetAj�1=dAWA 2 Aº, which is
clearly irreducible. We claim that � is bounded. To see this consider the closed subsemi-
group R:� WD ¹ˇAWA 2 � and ˇ 2 Rº of the algebra of linear endomorphisms of Rd . It is
clear that for every A 2 R:� the eigenvalues of A are also all of absolute value jdetAj1=d ,
so in particular every element of R:� is either invertible or nilpotent. It is easily seen that
R:� admits a nonzero nilpotent element if and only if � is unbounded, so to prove the
claim we will show that the only nilpotent element of R:� is zero.

For a contradiction let r be the minimal rank of a nilpotent nonzero element of R:�
and note that 0 < r < d . Fix a nilpotent element B with rank r . Since rank.B2/ < rankB
by nilpotency, we have rank.B2/ D 0 by minimality of r so that B2 D 0. The equation
B2 D 0 implies that the image BRd is a subspace of the kernel of B . Since � is irredu-
cible, the nonzero �-invariant subspace span¹ABvWv 2Rd and A2�ºmust equal Rd , so
in particular there exists A 2 � such that ABRd 6� kerB . The linear map AB 2 R:� has
kernel equal to kerB since A is invertible, it has rank precisely r , and it is nilpotent since
every element of R:� which is not invertible is nilpotent. But we have .AB/2¤ 0 because
the image of AB is not a subset of kerB D kerAB . This implies that 0 < rankAB < r ,
which contradicts the minimality of r . We conclude that R:� contains no nonzero nilpo-
tents and therefore � must be bounded as claimed.

To complete the proof it is sufficient to observe that the closure � is a group. Clearly
this closure is a compact subsemigroup of GLd .R/. To see that it is a group it suffices to
show that everyA 2 � satisfiesA�1 2GLd .R/, which may be achieved as follows. Given
A 2 � choose .nk/1kD1 such that limk!1A

nk exists and nkC1 � 2C nk for all k � 1; it
is clear that limk!1A

nkC1�nk�1 D A�1 2 � as required.

The final ingredient which we require for the proof of Theorem 4 is the following:

Proposition 3.7. The set of all .A1; : : : ; AN / 2 GLd .R/N satisfying hypotheses (i)–(iv)
of Theorem 4 is open.

Proof. It is obvious that if .A1; : : : ; AN / satisfies maxi jjjAi jjj < 1 for some norm jjj�jjj
on Rd then so does every tuple .B1; : : : ;BN / sufficiently close to .A1; : : : ;AN /. Similarly
the set of all .A1; : : : ; AN / satisfying (i) such that 0 < dimaff.A1; : : : ; AN / < d is open
as a consequence of Theorem 6.

We claim that the set of all irreducible tuples .A1; : : : ; AN / 2 GLd .R/N is open. To
see this we observe that .A1; : : : ; AN / is not irreducible if and only if there exist unit
vectors u; v 2 Rd such that hAiu; vi D 0 for all i 2 †�N . Indeed, if such vectors exist
then span ¹AiuWi 2 †�N º is an invariant subspace for A1; : : : ;AN which is clearly not the
zero subspace, and is a proper subspace since it does not contain v. On the other hand, if
an invariant subpace U exists for A1; : : : ; AN then we may choose arbitrary unit vectors
u 2 U and v 2 U? and see that the preceding condition is satisfied. Now observe that if
for each n the tuple .A.n/1 ; : : : ; A

.n/
N / and unit vectors un and vn satisfy hA.n/i un; vni D 0

for all i 2 †�N , and .A1; : : : ; AN / D limn!1.A
n/
1 ; : : : ; A

.n/
N /, then any accumulation

point .u; v/ of the sequence .un; vn/ satisfies hAiu; vi D 0 for all i 2 †�N . Thus the set
of all tuples .A1; : : : ; AN / 2 GLd .R/ which are not irreducible is closed.
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As was discussed immediately subsequent to the statement of Theorem 4, the tuple
.A1; : : : ; AN / satisfies (iv) if and only if the linear maps jdetAi j�1=dAi are all contained
in some compact subgroup of GLd .R/. We claim that if .A1; : : : ; AN / 2 GLd .R/ is
irreducible, then the linear maps jdetAi j�1=dAi are all contained in a compact subgroup
of GLd .R/ if and only if for every i 2 †�N , every eigenvalue of Ai has absolute value
equal to jdetAij

1=d . Indeed, if the first statement holds then every product Ai has the
property that the sequence .jdetAij

�n=dAni /n2Z is bounded. Applying Gelfand’s formula
as n! C1 it follows that �.jdetAij

�1=dAi/ D 1 and applying Gelfand’s formula as
n! �1 we obtain �.jdetA�1i j

�1=dA�1i / D 1. (Here and throughout this article, �.B/
denotes the spectral radius of the linear map B .) These two identities together imply that
every eigenvalue of jdetAij

�1=dAi has modulus 1 and the second statement follows. The
converse implication is given by Lemma 3.6. We conclude that for an irreducible tuple
.A1; : : : ; AN /, (iv) is equivalent to the statement that for every i 2 †�N , every eigenvalue
of Ai has absolute value equal to jdetAij

1=d .
To complete the proof of the proposition we observe that a tuple .A1; : : : ; AN / 2

GLd .R/N satisfies both (iii) and (iv) if and only if it belongs to the set of irreducible
tuples (which is open) and avoids the set of tuples with the property that for every i 2†�N ,
every eigenvalue of Ai has absolute value equal to jdetAij

1=d . The latter set is obviously
closed. The result follows.

3.4. Proof of Theorem 4

It is now a straightforward task to prove the main theorem. Proposition 3.7 shows that
if .A1; : : : ; AN / satisfies hypotheses (i)–(iv) of Theorem 4, and K is a sufficiently small
compact neighbourhood of .A1; : : : ; AN /, then every element of K satisfies (i)–(iv).

Fix a compact subset K of GLd .R/N such that every .A1; : : : ;AN / 2 K satisfies hypo-
theses (i)–(iv) of Theorem 4. By Lemma 3.2 we have .A1; : : : ;AN /�dimaff.A1; : : : ;AN /

� 0 for all .A1; : : : ; AN / 2 K, and by the combination of Proposition 3.5 and Theorem 6
the function .A1; : : : ; AN / 7! .A1; : : : ; AN / � dimaff.A1; : : : ; AN / is upper semicon-
tinuous. In particular, its supremum is attained somewhere on K, and is nonpositive.

Suppose first that this supremum is equal to some negative number �� < 0. If the
tuple .A1; : : : ; AN / is in K, and T1; : : : ; TN WRd ! Rd are affine maps for which there
exist v1; : : : ; vN 2 Rd such that Tix D Aix C vi for all x 2 Rd , and m is a self-affine
measure with respect to T1; : : : ; TN , then by Lemma 3.3 we have m D …�� for some
Bernoulli measure � on †N . Using Lemma 3.4 it follows that

dimm D dim…�� � dimLyap.�IA1; : : : ; AN /

� .A1; : : : ; AN / � dimaff.A1; : : : ; AN / � �

and we have established the conclusion of Theorem 4. To prove Theorem 4 it therefore
suffices to show that the supremum

sup ¹.A1; : : : ; AN / � dimaff.A1; : : : ; AN /W .A1; : : : ; AN / 2 Kº
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cannot be zero. If this supremum is zero then by the upper semicontinuity of  , the con-
tinuity of dimaff and the compactness of K it must be the case that .A1; : : : ; AN / D
dimaff.A1; : : : ; AN / for some .A1; : : : ; AN / 2 K. By Proposition 3.5 we have
dimLyap.�I A1; : : : ; AN / D .A1; : : : ; AN / D dimaff.A1; : : : ; AN / for some Bernoulli
measure � on†N . By Lemma 3.2 this implies that � is an equilibrium state of the poten-
tial ˆ.i/ WD 's.Ai/ where s WD dimaff.A1; : : : ; AN / 2 .0; d/. By Theorem 5 the linear
maps jdetAi j�1=dAi are all contained in a compact subgroup of GLd .R/, but as discussed
subsequently to the statement of Theorem 4, this contradicts (iv). The proof of Theorem 4
is complete.

4. Review of linear algebraic groups

4.1. Reductive linear algebraic groups

Here we include a brief overview of some aspects of reductive linear algebraic groups that
will be useful in the proofs of the main results. Our principal reason of interest for this
class of groups is that they arise as the Zariski closures of semigroups in GLd .R/ that act
irreducibly on Rd (see below). For a more detailed exposition of the theory of reductive
linear algebraic groups, we refer the reader to [12, 14, 15, 18, 41].

4.1.1. Definition and relation to irreducible semigroups. A linear Lie subgroup G of
GLd .R/ is said to be reductive if it has no nontrivial normal subgroup consisting of uni-
potent matrices. A connected reductive linear real Lie group G is also a linear algebraic
group in the sense that it is the connected component of identity G.R/o of the group of
real points G.R/ of a (reductive) linear algebraic group G defined over R. The linear
algebraic group G admits a faithful rational representation G! GLd . In particular, it can
be seen as the set of zeros of polynomials in RŒxij ; det x�1�, where xij ’s are the entries
in Mat.d;R/. Consequently, we can speak of the Zariski topology on G: a subset of G
is said to be Zariski closed if it is the set of common zeros of a set of polynomial maps.
This defines the Zariski topology; the notions of Zariski closure and Zariski density are
defined in the obvious way. The usual Hausdorff (analytic) topology on G is finer than
the Zariski topology. In the following, we shall speak of a real reductive group to mean
a reductive linear real Lie group with finitely many connected components, and unless
otherwise specified, topological notions refer to the analytic topology.

We will often work with semigroups in GLd .R/. We recall the elementary fact that the
Zariski closure of a semigroup � in G is a (Zariski closed) group, call it H . In particular,
the Zariski closure of the group generated by � is also H .

Before proceeding further, let us clarify the aforementioned relationship between irre-
ducible, or rather completely reducible, families and real reductive groups. Recall that
a semigroup � in GLd .R/ is said to act completely reducibly if Rd decomposes into a
direct sum V1 ˚ � � � ˚ Vk of �-invariant subspaces Vi , on which � acts irreducibly. It
is equivalent to require that every �-invariant subspace has a �-invariant complement.
Clearly, if � acts irreducibly on Rd , then it acts completely reducibly.
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The action on Rd of a real reductive group G < GLd .R/ is completely reducible
(see [18, Ch. 4]). Conversely, let � be a semigroup of GLd .R/ that acts completely redu-
cibly on Rd . Let G be the Zariski closure of � . We claim that G is a real reductive
group. Indeed, being algebraic, G has finitely many connected components. If it is not
real reductive, then it contains a nontrivial normal subgroup N consisting of unipotent
matrices. Let V1 be a G-irreducible subspace on which N acts nontrivially. By a classical
result of Kolchin, the subspace V0 of fixed vectors of N in V1 is a nontrivial proper sub-
space of V1. Since N is normal in G, V0 is invariant under G, contradicting irreducibility
of the G-action on V1.

4.1.2. Cartan space and roots. Let A < G be a maximal connected real split torus so
that it is a closed Lie subgroup of G that is isomorphic to .R�C/

d for some d 2 N. The
integer d is called the (real) rank of G. Let Z.G/ denote the centre of G. The integer
dS WD d � dimZ.G/ is called the semisimple rank of G. The Lie algebra a of A can be
written as a D aZ ˚ aS , where aZ is the Lie algebra of A \ Z.G/ and aS is the Lie
algebra of A\ ŒG;G�. Here ŒG;G� denotes the closed commutator subgroup of G, which
is a semisimple Lie group.

Let g be the Lie algebra of G and let Ad W G ! GL.g/ be the adjoint representa-
tion of G. A nontrivial character ˛ W A! R�C is said to be a root of G if it is a weight
of A for the Ad-representation, i.e. the subspace g˛ WD ¹v 2 gWAd.a/v D ˛.a/v 8a 2 Aº
is nontrivial. Given a character ˛ of A, we denote by ˛ the element of a� satisfying
exp.˛.x// D ˛.exp.x// for every x 2 a. The set of nonzero ˛’s appearing in this form
from the Ad-representation forms a root system that we denote by †. Let ¹˛1; : : : ; ˛dS º
be a choice of simple roots so that† splits into a disjoint union of positive roots†C (those
elements of† that can be written as a nonnegative integer linear combination of ˛i ’s) and
negative roots �†C.

We denote by aC the choice of a Weyl chamber in a corresponding to a choice of
simple roots: x 2 a belongs to aC if and only if for every ˛ 2†C, ˛.x/ � 0. It is a closed
fundamental domain for the action of the Weyl group NG.A/=ZG.A/, where NG.A/ is
the normaliser of A in G and ZG.A/ is the centraliser of A in G. The Weyl chamber aC

is the direct sum of a salient cone aC \ aS and the subspace aZ .
An example of a real reductive group is G D GLd .R/ itself. In this case, the maximal

real split torus A can be taken to be the diagonal matrices with positive coefficients. Its
Lie algebra a is the commutative Lie algebra of d � d diagonal matrices. The rank ofG is
equal to d . The commutator ŒG;G� is SL.d;R/ so that aS is the diagonal matrices whose
coefficient sum to 0. In particular, the semisimple rank of G is d � 1. The (log) roots are
the linear forms ˛i;j with i ¤ j 2 ¹1; : : : ; dº such that ˛i;j .a/D ai=aj where ai ’s are the
diagonal entries of a. A base of simple roots is given by ˛i;iC1. The corresponding choice
of Weyl chamber aC is the diagonal matrices with decreasing coefficients. The Weyl
group is isomorphic to the symmetric group Sd acting on A by permuting the diagonal
coefficients.
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4.1.3. Cartan and Jordan projections. Let G be a real reductive group and let K be
a maximal compact subgroup of G whose Lie algebra is orthogonal to a for the Killing
form. The Cartan decomposition ofG says thatGDKAK. Here, given an element g 2G,
its factor in the Cartan decomposition corresponding to the group A is, up to the action of
the Weyl group, uniquely determined. In particular, for each g 2 G there exists a unique
element ag 2 AC WD exp.aC/ such that g 2 KagK. Accordingly we define the Cartan
projection

�WG ! aC

by setting �.g/ WD ag .
Every element g 2 G can also be decomposed as a commuting product g D geghgu,

where ge is an elliptic element (i.e. belonging to a compact group), gu is a unipotent
element (i.e. Ad.gu/ is a unipotent linear transformation) and gh is a hyperbolic element
(i.e. it is conjugate to an element of A). The hyperbolic part gh is uniquely determined
and this allows us to define the Jordan projection

�WG ! aC

setting �.g/ to be the logarithm of the unique element of AC conjugate to gh.
When G D GLd .R/, with the above choice of A, the maximal compact group K

can be taken to be the orthogonal group O.d; R/ and the Cartan decomposition
is the polar decomposition: for g 2 GLd .R/ its Cartan projection reads �.g/ D

.log �1.g/; : : : ; log �d .g//. The factorisation g D geghgu corresponds to Jordan block
form and the Jordan projection �.g/ reads

�.g/ D .log j�1.g/j; : : : ; log j�d .g/j/:

4.1.4. Representations and highest weights. Let G be a connected real reductive group
and let A < G and † be as above. Let U be a maximal unipotent subgroup of G norm-
alised by A and whose Lie algebra is generated by the root spaces .g˛/˛2†C . Let V be
a finite-dimensional real vector space and .�; V / an algebraic representation of G. An
(algebraic) character � of A is said to be a restricted weight of G in .�; V / if the vector
space V � WD ¹v 2 V W�.a/v D �.a/v 8a 2 Aº is nontrivial. Such a weight � is said to be
a parabolic weight if it is a weight of A in the space V U WD ¹v 2 V WUv D vº. It is said
to be a dominant weight if it belongs to the Weyl chamber aC after the identification of
a with a� with an inner product on a extending the restriction of the Killing form on aS
and for which aS and aZ are orthogonal.

The choice of positive roots induces a partial order on the set of characters of A: we
let �1 � �2 if and only if �2 � �1 is a nonnegative linear combination of positive, or
equivalently simple, roots. An irreducible algebraic representation .�; V / of G admits a
unique parabolic weight that we shall denote �V . This is also the largest weight for the
order induced by the choice of aC and this dominant weight is called the highest weight.

We will use the following fact that serves as a bridge between the geometry of G and
its representations. For its proof, see e.g. [12, Lemma 8.17].
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Lemma 4.1. Let G be a connected real reductive group, .�; V / be an irreducible linear
representation of G and � be the highest weight. Then, for every g 2 G, we have

log j�1.�.g//j D �.�.g//:

4.1.5. A density result of Benoist. In his study of asymptotic properties of linear groups
and their actions on homogeneous spaces, Benoist [11] (see also [9]) introduced a notion
of limit cone of a semigroup: given a semigroup � in a real reductive group G, this is the
smallest closed cone in aC containing all Jordan projections �./ of elements  2 � . He
proved in particular that the intersection of an affine translate of this cone with aS has
nonempty interior in aS whenever � is Zariski dense in G. The following density result
of Benoist [11], later proven in a more elementary fashion by Quint [49], is a refinement
of the aforementioned property of this limit cone. In the proof of our main result, it will
be instrumental in deducing the compactness of the image of ŒG; G� under certain linear
representations.

We state a version of this result that is adapted to our purposes (see [12, Proposi-
tion 9.8]):

Theorem 7 ([11,12,49]). LetG be a connected real reductive group and � <G a Zariski
dense semigroup. The closed subgroup of a spanned by the elements �.12/ � �.1/
� �.2/ for 1; 2 2 � is aS .

We remark that in the work of Quint [49], Benoist’s nonarithmeticity result was also
applied in a symbolic-dynamical context.

5. The case of irreducible representations

5.1. Overview

We may now commence working in earnest on the proof of Theorem 5. We will study the
potentialˆ.i/WD

Qd
iD1 �i .Ai/

˛i by rewriting it in the formˆ.i/D
Qd
jD1 kA

^j
i k

j̨� j̨C1 ,
where ˛dC1 WD 0. Since by hypothesis the semigroup � WD ¹AiWi 2†�N º acts irreducibly
on Rd , it follows from the discussion at the beginning of §4 that the Zariski closure
of � in GLd .R/ is a real reductive group G. We are thus in the following situation: we
have a finite set of elements g1; : : : ; gN of a real reductive group G which generate a
Zariski dense subsemigroup of G, a finite collection of representations �j from G to
GL.^jRd /, a collection of nonnegative real numbers ǰ , and a potential ˆ of the form
ˆ.i/ D

Q
j k�j .gi/k ǰ , where gi WD gi1 � � � gin for i D .it /ntD1. (Since those indices j

for which ǰ D 0 have no effect on the value of ˆ.i/, we discard them. The condition
˛1 > ˛d implies that at least one j < d is retained.) We wish to show that if ˆ has an
equilibrium state which is a Bernoulli measure, then G must be a group of similitudes.
Equivalently, we wish to show that the group ¹jdetgj�1=dgWg 2 Gº must be compact.

In the full generality of Theorem 5 we have no reason to believe that the repres-
entations �j are irreducible, which significantly complicates the argument. These rep-
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resentations are however completely reducible as a consequence of the reductiveness of
the group G. We will therefore first prove a version of Theorem 5 in the case of irredu-
cible representations �j , and then obtain the theorem in the general case by presenting
the problem as a family of sub-cases each of which corresponds to a choice of a fam-
ily of irreducible subspaces, one from each exterior power. The latter task is deferred to
the following section. The objective of the present section will therefore be to prove the
following:

Theorem 8. Let G be a real reductive group. Given a positive integer k and for each
j D 1; : : : ; k a real inner product space Vj of dimension dj � 1, let �j WG ! GL.Vj / be
an irreducible linear representation. Let g1; : : : ; gN 2 G and write gi WD gi1 � � � gin for
all i D .it /ntD1 2 †

�
N . Given constants ǰ > 0, define a potential ˆW†�N ! .0;C1/ by

ˆ.i/ WD
kY

jD1

k�j .gi/k ǰ :

Suppose that the semigroup generated by g1; : : : ; gN is Zariski dense in G. Then the
following are equivalent:

(i) There exists an equilibrium state of ˆ which is a Bernoulli measure.

(ii) The potential ˆdetW†�N ! .0;C1/ defined by

ˆdet.i/ WD
kY

jD1

jdet�j .gi/j ǰ
=dj

satisfies P.ˆ/ D P.ˆdet/.

(iii) For every j D 1; : : : ; k the group

¹jdet�j .g/j�1=dj�j .g/Wg 2 Gº

is a compact subgroup of GL.Vj /.

The proof of the implications (iii))(ii))(i) is straightforward and almost all of the
length of the proof of Theorem 8 arises from the implication (i))(iii). As was described
briefly in §2, this proof itself consists of two somewhat separate parts, which we describe
below.

5.1.1. Comments on the proof. The representations �j are irreducible but will not in
general be strongly irreducible, so in general there exists for each j a finite collection
U 1j ; : : : ; U

nj
j of subspaces of Vj which is permuted by the action of G under the repres-

entation �j . (If �j is strongly irreducible then we have nj D 1 and U 1j D Vj .) We choose
these subspaces to be of the least possible dimension and it is not difficult to deduce that
they must have pairwise trivial intersection. Each U ij is preserved by every element of the
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(Zariski) identity component2 Go, and in the first part of the proof we consider the action
of Go on each U ij via the restriction of �j to a representation Go ! GL.U ij /. By min-
imality of the dimension of U ij this action is irreducible. Using the fact that there exists
a ˆ-equilibrium state which is a Bernoulli measure, a mechanism introduced in [13] for
writing ˆ as the pointwise maximum of a finite collection of quasi-multiplicative poten-
tials ˆW , Proposition 2.2, and Theorem 7, we establish using the ideas outlined in the
introduction that for each j and i the group �j .Go/jU i

j
is a group of linear similarity

transformations of U ij with respect to some inner product on U ij .
At this point we will have established that for each j , the elements of �j .Go/ can be

simultaneously block diagonalised (using a splitting of the form Vj D U
i1
j ˚ � � � ˚ U

ir
j )

with each diagonal block equal to an orthogonal matrix times a positive real scalar. (This
construction can be interpreted by saying that the elements of �j .Go/ are all normal
matrices with respect to some consistent inner product structure on Vj .) In order to verify
that �j .Go/ has the required property (iii) it remains to verify that for each fixed g these
scalars are the same for every block. In this part of the proof we must use not only the
existence of a potential ˆW0 whose equilibrium state is a Bernoulli measure, but the fact
that the pressure P.ˆW0/ is equal to the pressure P.ˆ/ of the original potential ˆ, or
equivalently, the fact that P.ˆW0/ is maximal among all of the pressures P.ˆW /. The
underlying intuitive idea is that the products �j .gi/ necessarily have nonseparated Lya-
punov exponents with respect to the Bernoulli measure; this will be shown to imply that
these products also have nonseparated Lyapunov exponents with respect to the equilib-
rium measures of the other potentialsˆW , since if this were not the case those equilibrium
states would have a larger top Lyapunov exponent than is allowed by the variational
principle. In practice this argument is implemented by comparing the values of vari-
ous pressure functions associated to the different potentials ˆW (which are defined in
terms of the growth rate of the norm of each representation and allow for separated Lya-
punov exponents) and the potential ˆdet, which is defined in terms of the growth rates
of determinants of representations (which does not perceive any difference between Lya-
punov exponents). Once it has been shown that for each g 2 Go the scalars associated
to each diagonal block in the block diagonalisation of �j .g/ are the same, it follows that
�j .G

o/ is contained in a group of linear similarity transformations of GL.Vj /. The same
result follows immediately for �j .G/ since the remaining components of �j .G/ form a
finite collection of continuous images of �j .Go/.

The respective functions of the two parts of the proof may be illustrated by consid-
ering two opposite extreme cases of the argument as follows. If it is known a priori that
each representation �j is strongly irreducible – for example, if the group G is known to
be connected – then we have U 1j D Vj for each j and the first part of the proof estab-
lishes directly that each �j .G/ is a group of linear similitudes as required. The proof

2For the purposes of this description of the proof it makes no difference whether Go is taken
to be the connected component with respect to the analytic topology or with respect to the Zariski
topology. However, for technical reasons which will apply later, we define Go to be the group of
real points of the Zariski connected component of G.
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is then complete without meaningful reference to the second part. If on the other hand
it is known a priori that for each j , there is a basis for Vj with respect to which every
�j .gi/ is represented by a generalised permutation matrix (that is, a matrix with exactly
one nonzero entry in each row and in each column) then the subspaces U ij are all one-
dimensional, the action of Go on each subspace is trivially by a similitude since no other
linear transformations of a one-dimensional space exist, and the first part of the proof is
entirely redundant. In this case only the second part of the proof is required.

5.1.2. Remarks on a generalisation of Theorem 8. Before starting the proof of The-
orem 8, we lastly remark that this theorem (and Theorem 5) can be easily extended to the
case of a linear Lie group G which is not necessarily reductive. Indeed, using a reductiv-
isation argument such as [38, Proposition 6.8] one may show that the equilibrium states
of an affine iterated function system are determined only by the projections of the linear
parts of the affinities to a reductive Levi component (or in explicit co-ordinates, by the
block diagonal parts of those linear maps when presented in block upper triangular form).
This extended result does not lead to a significantly more powerful version of Theorem 4
since in general it can easily occur that the equilibrium states are determined only by a
proper subset of the diagonal blocks: the existence of a Bernoulli equilibrium state in the
absence of irreducibility (but in the presence of complete reducibility) consequently can
be used only to deduce that some of the diagonal blocks of the affine transformations must
consist of similitudes. Since this extended result requires few additional steps but lacks
the clear interest of Theorem 4 we leave it to the reader.

5.2. Proof of the implications (iii))(ii))(i)

The implication (iii))(ii) is simple: if for each j D 1; : : : ; k the group

¹jdet�j .g/j�1=dj�j .g/Wg 2 Gº

is contained in a compact subset of GL.Vj /, then we may find K > 0 such that

K�1jdet�j .g/j1=dj � k�j .g/k � Kjdet�j .g/j1=dj

for all j D 1; : : : ; k and all g 2 G. It follows that for all i 2 †N we have

K�
Pk
jD1 ǰˆdet.i/ � ˆ.i/ � K

Pk
jD1 ǰˆdet.i/

and we deduce that P.ˆ/ D P.ˆdet/ by direct reference to the definition of the pressure.
This proves (iii))(ii).

Let us now prove (ii))(i). Assuming (ii), let � be the Bernoulli measure on †�N with
probability vector .p1; : : : ; pN / given by

pi0 WD

Qk
jD1 jdet�j .gi0/j ǰ

=djPN
iD1

Qk
jD1 jdet�j .gi /j ǰ =dj
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for every i0 D 1; : : : ; N . Since

P.ˆdet/ D lim
n!1

1

n
log

X
jijDn

ˆdet.i/ D lim
n!1

1

n
log

X
jijDn

kY
jD1

jdet�j .gi/j ǰ
=dj

D log
NX
iD1

kY
jD1

jdet�j .gi /j ǰ =dj

using the multiplicativity of the determinant, we observe that

�.Œi�/ D

Qk
jD1 jdet�j .gi/j ǰ

=dj

.
PN
iD1

Qk
jD1 jdet�j .gi /j ǰ =dj /jij

D
ˆdet.i/
ejijP.ˆ

det/

for every i 2 †�N . Now, for each n � 1 we haveX
jijDn

��.Œi�/ log�.Œi�/C
X
jijDn

�.Œi�/ logˆdet.i/

D

X
jijDn

�.Œi�/
�
nP.ˆdet/ � logˆdet.i/C logˆdet.i/

�
D nP.ˆdet/

X
jijDn

�.Œi�/ D nP.ˆdet/

and since
h.�/ D lim

n!1

1

n

X
jijDn

��.Œi�/ log�.Œi�/

and
ƒ.ˆdet; �/ D lim

n!1

1

n

X
jijDn

�.Œi�/ logˆdet.i/

we conclude that
h.�/Cƒ.ˆdet; �/ D P.ˆdet/:

Now, clearly

ˆdet.i/ D
kY

jD1

jdet�j .gi/j ǰ
=dj �

kY
jD1

k�j .gi/k ǰ D ˆ.i/

for every i 2 †�N using the elementary bound jdet Bj � kBkdimVj valid for all B 2
GL.Vj /. It follows directly that ƒ.ˆdet; �/ � ƒ.ˆ;�/. We deduce that

P.ˆ/ D P.ˆdet/ D h.�/Cƒ.ˆdet; �/ � h.�/Cƒ.ˆ;�/ � P.ˆ/

where we have used the hypothesis (ii) and, in the final inequality, the subadditive vari-
ational principle. It follows that h.�/Cƒ.ˆ;�/D P.ˆ/ and thus the Bernoulli measure
� is an equilibrium state for the potential ˆ. This completes the proof of (ii))(i).
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5.3. Proof of (i))(iii)

5.3.1. The family of subspaces with finite orbit. For each j D 1; : : : ; k let j̀ � 1 be the
smallest possible dimension of a nonzero subspace of Vj which is invariant under �j .g/
for all g 2 Go, and choose Uj � Vj to be such an j̀ -dimensional subspace. It is not
difficult to see that the function g 7! �j .g/Uj is constant on each connected component
of G: if g1; g2 belong to the same component Gi then g�11 Gi is a connected component
which contains the identity, hence is Go, hence g�11 g2 2 G

o, so �j .g�11 g2/Uj D Uj and
therefore �j .g1/Uj D �j .g2/Uj . For fixed j D 1; : : : ; k, let U 1j ; : : : ; U

nj
j denote the

complete list of subspaces of Vj having the form �j .g/Uj for some g 2 G.
Fix j 2 ¹1; : : : ; kº. We observe that span

Snj
iD1U

i
j is a nonzero subspace of Vj which

is preserved by �j .g/ for every g 2 G, since each �j .g/ acts on the spaces U ij by per-
mutation. By irreducibility it follows that this subspace must equal the whole of Vj .

We now make the following claim: if i1; : : : ; itC1 are distinct integers in the range 1
to nj , where t � 1, then U itC1j either is a subspace of the vector space span

St
sD1 U

is
j

or has trivial intersection with it. Indeed, if neither of these statements is true then 0 <
dimU

itC1
j \ span

St
sD1 U

is
j < dimU

itC1
j D j̀ , in which case U itC1j \ span

St
sD1 U

is
j

is a subspace of Vj which is fixed by �j .g/ for all g 2 Go but has dimension strictly less
than j̀ , contradicting minimality, and we deduce the truth of the claim.

Now let rj be the largest integer such that we can find distinct integers i1; : : : ; irj
for which the spaces U i1j ; : : : ; U

irj
j form a direct sum. (We observe that rj is at least 1

and at most nj , hence is well-defined.) If U i1j ˚ � � � ˚ U
irj
j is not equal to Vj then by

the preceding observation there must be some subspace U tj which is not contained in it,
hence has trivial intersection with it, allowing us to extend the direct sum, which is a

contradiction. We therefore have Vj D U
i1
j ˚ � � � ˚ U

irj
j and in particular rj j̀ D dj .

We now claim there exists C1 > 0 such that

kY
jD1

k�j .g/k ǰ � C1

kY
jD1

max
1�i�nj

k�j .g/jU i
j
k ǰ (9)

for all g 2 G. It is clearly sufficient to show that for each j there exists �j > 0 such
that max1�i�nj kBjU i

j
k � �j kBk for every linear map BW Vj ! Vj , since then we may

take C1 WD
Qk
jD1 �

� ǰ

j . By homogeneity it is clearly sufficient to restrict to the case
where kBk D 1. If we can show that max1�i�nj kBjU i

j
k > 0 for every B 2 End.Vj /

with kBk D 1 then the existence of �j follows by the compactness of the unit sphere
of End.Vj /. But if this inequality fails for some B 2 End.Vj / with kBk D 1 then we
have found a nonzero linear map from Vj to itself which is zero on every U ij , and this is
impossible since the spaces U ij together span Vj . The claim is proved.

5.3.2. Transitivity classes and the construction of quasi-multiplicative potentials. Let W

denote the set of all k-tuples .U ijj /
k
jD1 such that 1 � ij � nj for all j D 1; : : : ; k. We

observe that G acts on W by taking the pair .g; .U ijj /
k
jD1/ to the tuple .�j .g/U

ij
j /

k
jD1.
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Since the value of .�j .g/U
ij
j /

k
jD1 depends only on the connected component of G to

which g belongs, the G-action on W factors through Go and yields an action of the finite
groupG=Go on W. Let us say that a transitivity class is a subset of W which corresponds
to the orbit of a single tuple .U ijj /

k
jD1, and denote the set of transitivity classes by W .

Obviously, the number of transitivity classes is finite. For every transitivity class W 2 W

let us define a potential ˆW W†�N ! .0;C1/ by

ˆW .i/ WD max
.Wj /

k
jD1
2W

kY
jD1

k�j .gi/jWj k
ǰ :

The inequalityˆW .ij/�ˆW .i/ˆW .j/ follows easily from the definition. It is clear that
for each i 2 †�N ,

ˆ.i/D
kY

jD1

k�j .gi/k ǰ � C1

kY
jD1

max
1�i�nj

k�j .gi/jU i
j
k ǰ � C1

kY
jD1

k�j .gi/k ǰ D C1ˆ.i/

and also

kY
jD1

max
1�i�nj

k�j .gi/jU i
j
k ǰ D max

.U
ij

j
/k
jD1
2W

kY
jD1

k�j .gi/j
U
ij

j

k ǰ D max
W2W

ˆW .i/;

so that
C�11 ˆ.i/ � max

W2W
ˆW .i/ � ˆ.i/ (10)

for all i 2 †�N . We observe in particular that P.ˆW / � P.ˆ/ for every transitivity
class W by direct appeal to the definition of the pressure.

By [13, Theorem 6]3 there exist ı > 0 and a finite subset F of the semigroup
¹giW i 2 †�N º such that for every i; j 2 †�N we have

max
k2F

ˆW .ikj/ � ıˆW .i/ˆW .j/:

By Proposition 2.2 this implies that for each transitivity class W there exists a unique
measure � 2 M� which is an equilibrium state for ˆW , and this measure satisfies the
Gibbs inequality

C�12 e�jijP.ˆ
W /ˆW .i/ � �.Œi�/ � C2e�jijP.ˆ

W /ˆW .i/

for every i 2 †�N , where C2 > 0 does not depend on i. Since the number of transitivity
classes is finite, we may choose C2 to be independent of the choice of W also. We observe
in particular that �.Œi�/ is always nonzero.

3See also a predecessor of this result by Quint, based on the first property of “produit générique”
in [48, Proposition I.2]; cf. Step 2 of proof of Theorem 9.
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By hypothesis there exists a Bernoulli measure � 2M� which is an equilibrium state
for ˆ. Since � is a Bernoulli measure it is ergodic, so by the subadditive ergodic theorem
we have for �-a.e. x 2 †N

lim
n!1

1

n
logˆW .xjn/ D ƒ.ˆ

W ; �/

for every transitivity class W , and also

lim
n!1

1

n
logˆ.xjn/ D ƒ.ˆ;�/:

In particular, for �-a.e. x 2 †N ,

ƒ.ˆ;�/ D lim
n!1

1

n
logˆ.xjn/ D lim

n!1

1

n
log max

W2W
ˆW .xjn/

D max
W2W

lim
n!1

1

n
logˆW .xjn/ D max

W2W
ƒ.ˆW ; �/ (11)

where we have used (10) in the second equation. Choose a transitivity class W0 which
attains this maximum, which we fix for the remainder of the proof. We have

P.ˆ/ D h.�/Cƒ.ˆ;�/ D h.�/Cƒ.ˆW0 ; �/ � P.ˆW0/ � P.ˆ/

using the variational principle and the inequality P.ˆW / � P.ˆ/ established earlier.
Since the first and last terms in this chain of inequalities are equal, the inequalities must
be equations. It follows that � is the unique equilibrium state of the potential ˆW0 .

5.3.3. Investigation of the transitivity class W0. We now investigate the transitivity class
W0 specified in the previous paragraph which attains the maximum in (11). We claim that
the fact that the potential ˆW0 has a Bernoulli measure as its equilibrium state implies
an additional relationship between the tuples .Wj /kjD1 which constitute the transitivity
class W0. Specifically, we claim that there exists C3 > 0 such that for all i 2 †�N such
that gi 2 G

o,

ˆW0.i/ � C3 min
.Wj /

k
jD1
2W0

kY
jD1

k�j .gi/jWj k
ǰ : (12)

Before beginning the proof of the claim we make the following observation. By the Gibbs
inequality established previously, there exists C2 > 0 such that for all i 2 †�N ,

C�12 ejijP.ˆ/�.Œi�/ � ˆW0.i/ � C2ejijP.ˆ/�.Œi�/:

If i; j 2 †�N are arbitrary then we notice that �.Œij�/ D �.Œi�/�.Œj�/ because � is
Bernoulli, and therefore

ˆW0.ij/ � C�12 ejijjP.ˆ/�.Œij�/

D C�12 ejijP.ˆ/�.Œi�/ejjjP.ˆ/�.Œj�/ � C�32 ˆW0.i/ˆW0.j/: (13)

We will use this property to prove the claim.
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Let r be the number of (Zariski) connected components of G. Since the semigroup
¹giWi 2†�N º is Zariski dense inG, we may choose j1; : : : ;jr 2†�N such that every con-
nected component of G contains precisely one of the elements gjr ; gjrjr�1 ; : : : ; gj1���jr
and therefore the sequence gjrG

o;gjr�1jrG
o; : : : ;gj1���jrG

o lists the components ofG. It
follows that if .Wj /kjD1 2W0 is arbitrary, then .�j .gji ���jr /Wj /

k
jD1 lists all of the elements

of W0 (possibly with repetitions) as i runs through 1; : : : ; r .
Now let i 2 †�N be an arbitrary word such that gi 2 G

o, and let .W 0j /
k
jD1 2 W0 be

such that
kY

jD1

k�j .gi/jW 0
j
k ǰ D min

.Wj /
k
jD1
2W0

kY
jD1

k�j .gi/jWj k
ǰ :

Observe that by definition there exists .Wj /kjD1 2 W0 such that

ˆW0.ij1ij2i � � � jr�1ijr / D
kY

jD1

k�j .gij1ij2i���jr�1ijr /jWj k
ǰ :

Repeated application of (13) yields

ˆW0.ij1ij2i � � � jr�1ijr / � C
�3.2r�1/
2 ˆW0.i/r

� rY
tD1

ˆW0.jt /
�

� �ˆW0.i/r ; (14)

say, where � > 0 is independent of i. In the other direction we obtain

ˆW0.ij1ij2i � � � jr�1ijr / D
kY

jD1

k�j .gij1ij2i���jr�1ijr /jWj k
ǰ

�

� rY
tD1

kY
jD1

k�j .gijt /j�j .gijtC1 ���ijr /Wj
k ǰ

�
D

� rY
tD1

kY
jD1

k�j .gijt /j�j .gjtC1 ���jr /Wj
k ǰ

�
where we have used the fact that .�j .gi/Wj /

k
jD1 D .Wj /

k
jD1 for every .Wj /kjD1 2 W0

since gi 2 G
o. This is clearly bounded by� rY

tD1

kY
jD1

k�j .gjt /j�j .gjtC1 ���jr /Wj
k ǰ

�� rY
tD1

kY
jD1

k�j .gi/j�j .gjt ���jr /Wj
k ǰ

�
and hence by

K
� rY
tD1

kY
jD1

k�j .gi/j�j .gjt ���jr /Wj
k ǰ

�
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where K WD
Qr
tD1ˆ

W0.jt /, which clearly does not depend on i. Thus

ˆW0.ij1ij2i � � � jr�1ijr / � K
rY
tD1

kY
jD1

k�j .gi/j�j .gjt ���jr /Wj
k ǰ :

But this in turn is clearly bounded by

K
� kY
jD1

k�j .gi/jW 0
j
k ǰ

��
max

.W 00
j
/k
jD1
2W0

kY
jD1

k�j .gi/jW 00
j
k ǰ

�r�1
because as t ranges from 1 to r , the tuple .�j .gjt ���jr /Wj /

k
jD1 ranges over all of the ele-

ments of W0 and in particular is equal to .W 0j /
k
jD1 for at least one value of t . Thus

ˆW0.ij1ij2i � � � jr�1ijr / � K
� kY
jD1

k�j .gi/jW 0
j
k ǰ

�
ˆW0.i/r�1: (15)

Combining (14) and (15) yields

�ˆW0.i/r � K
� kY
jD1

k�j .gi/jW 0
j
k ǰ

�
ˆW0.i/r�1

where K; � > 0 do not depend on i, and dividing by �ˆW0.i/r�1 proves the claim.

5.3.4. A multiplicativity property on a dense subsemigroup of the identity component.
We now claim that for all i; j 2 †�N such that gi; gj 2 G

o and every .Wj /kjD1 2W0, we
have

kY
jD1

�.�j .gigj/jWj /
ǰ D

� kY
jD1

�.�j .gi/jWj /
ǰ

�� kY
jD1

�.�j .gj/jWj /
ǰ

�
(16)

where �.B/ denotes the spectral radius of the linear map B . Fix words i and j such that
gi;gj 2G

o, and fix .Wj /kjD1 2W0. We observe that �j .gi/Wj DWj and �j .gj/Wj DWj
for all j D 1; : : : ; k. Using the fact that � is a Bernoulli measure we have �.Œ.ij/n�/ D
�.Œi�/n�.Œj�/n D �.Œin�/�.Œjn�/ for every n � 1, so by the Gibbs inequality

ˆW0.in/ˆW0.jn/ � C 22 e
n.jijCjjj/P.ˆ/�.Œin�/�.Œjn�/

D C 22 e
n.jijCjjj/P.ˆ/�.Œ.ij/n�/ � C 32ˆ

W0..ij/n/

and similarly
ˆW0..ij/n/ � C 32ˆ

W0.in/ˆW0.jn/:

We have
kY

jD1

k�j .g
n
ijjWj /k

ǰ � ˆW0..ij/n/
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by the definition of ˆW0 , and since gnij 2 G
o we have

ˆW0..ij/n/ � C3 min
.W 0
j
/k
jD1
2W0

kY
jD1

k�j .g
n
ijjW 0j

/k ǰ � C3

kY
jD1

k�j .g
n
ijjWj /k

ǰ

by the previous claim. Likewise

kY
jD1

k�j .g
n
i jWj /k

ǰ � ˆW0.in/ � C3
kY

jD1

k�j .g
n
i jWj /k

ǰ

and
kY

jD1

k�j .g
n
j jWj /k

ǰ � ˆW0.jn/ � C3
kY

jD1

k�j .g
n
j jWj /k

ǰ :

Thus� kY
jD1

k�j .g
n
i jWj /k

ǰ

�� kY
jD1

k�j .g
n
j jWj /k

ǰ

�
� ˆW0.in/ˆW0.jn/ � C 32ˆ

W0..ij/n/

� C 32C3

kY
jD1

k�j .g
n
ijjWj /k

ǰ

and similarly

kY
jD1

k�j .g
n
ijjWj /k

ǰ � ˆW0..ij/n/ � C 32ˆ
W0.in/ˆW0.jn/

� C 32C
2
3

� kY
jD1

k�j .g
n
i jWj /k

ǰ

�� kY
jD1

k�j .g
n
j jWj /k

ǰ

�
:

We have obtained

C�32 C�13 �

Qk
jD1 k�j .g

n
ijjWj /k

ǰ

.
Qk
jD1 k�j .g

n
i jWj /k

ǰ /.
Qk
jD1 k�j .g

n
j jWj /k

ǰ /
� C 32C

2
3

for all n � 1. Taking the power 1=n and letting n!1 we obtain by Gelfand’s formulaQk
jD1 �.�j .gigj/jWj /

ǰ

.
Qk
jD1 �.�j .gi/jWj /

ǰ /.
Qk
jD1 �.�j .gj/jWj /

ǰ /
D 1

for all i; j 2 †�N such that gi; gj 2 G
o, and this is precisely (16).

5.3.5. Application of the theorem of Benoist. We now apply the work of Benoist to
show that the identity (16) severely restricts the possible structures of the groups
¹�j .g/jWj Wg 2 G

oº for .Wj /kjD1 2 W0. Fix an arbitrary tuple .Wj /kjD1 2 W0 and define

�.g/ WD

kY
jD1

�.�j .g/jWj /
ǰ (17)
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for all g 2Go. The identity (16) asserts that �.gigj/D �.gi/�.gj/ for all i;j 2†�N such
that gi; gj 2 G

o.
Recall that by construction (§5.3.1), for each j D 1; : : : ; k, the restriction of �j to

the connected reductive group Go gives rise to an irreducible linear representation of Go

on Wj . Denote this representation by O�j . We will show that for each j D 1; : : : ; k the
image O�j .ŒGo; Go�/ is compact. If ŒGo; Go� is itself compact then this result is trivial, so
without loss of generality we assume that the semisimple group ŒGo; Go� is noncompact.
For each j let O�j be the highest weight of O�j so that O�j 2 a� where a is a fixed Cartan
subspace in the Lie algebra g of G (see §4.1.2 and §4.1.4). By Lemma 4.1, .17/ can be
rewritten as

log �.g/ D
kX

jD1

ǰ O�j .�.g// (18)

where � is the Jordan projection on a fixed Weyl chamber aC in a (§4.1.3).
Denote by � the semigroup inG generated by ¹g1; : : : ;gN º, and by �o the intersection

Go \ � . Since by hypothesis � is Zariski dense in G, the semigroup �o is Zariski dense
in Go. Setting N� WD

Pk
jD1 ǰ O�j , in view of .17/ and .18/, equation .16/ implies that the

set
¹�.12/ � �.1/ � �.2/W 1; 2 2 �oº

is contained in the subspace ker�. Since the latter is closed, by Theorem 7 we deduce that
the semisimple part aS of the Cartan space a is contained in ker�. Furthermore, since for
each j D 1; : : : ; k, O�j is a dominant weight (in particular, it takes nonnegative values on
the cone aS \ aC) and ǰ > 0, this implies that for each j D 1; : : : ; k, we have aS �

ker O�j . Hence by Lemma 4.1 the spectral radius of every element of O�j .ŒGo; Go�/ is 1.
The determinant of every element of O�j .ŒGo;Go�/ is also 1 as a direct consequence of the
definition of ŒGo; Go� (as closure of a group generated by elements of type ghg�1h�1),
so every element of O�j .ŒGo; Go�/ has every eigenvalue equal to 1 in modulus. Since
ŒGo; Go� is semisimple it acts completely reducibly on Wj , so by applying Lemma 3.6 to
each subspace in a decomposition of Wj into invariant subspaces on which ŒGo; Go� acts
irreducibly, it follows that O�j .ŒGo; Go�/ is a compact subgroup of GL.Wj / as required.

On the other hand, since O�j is an irreducible representation (§5.3.1), by Schur’s
lemma, RZ. O�j .Go//� EndR O�j .Go/.Wj / is isomorphic to either R or C as a real division
algebra. In the first case,Z. O�j .Go// is contained in the group of homotheties'R� ofWj
and in the latter case it is contained in a copy of SO.2;R/ � R� in GL.Wj /. Finally, we
recall that the connected real reductive group Go is an almost direct product of its centre
Z.Go/ and ŒGo; Go� [15, Proposition 2.2], which is to say the map Z.Gı/ � ŒGo; Go�
! Go defined by .z; g/ 7! zg is surjective with finite kernel. We conclude that O�j .Go/
is contained in a compact subgroup of GL.Wj / modulo factoring out the absolute value
of the determinant of each element, and therefore each of the groups O�j .Go/ is a group of
linear similarity transformations of Wj with respect to some Euclidean structure on Wj .

Now recall that, for each j D 1; : : : ; k, the finite group G=Go acts transitively
on ¹U ij W i D 1; : : : ; nj º. Since for each j D 1; : : : ; k we have Wj D U ij for some
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i 2 ¹1; : : : ; nj º, by transitivity of G=Go, repeating the same argument above for every
.Wj /

k
jD1 2 W0, we deduce that up to conjugation in GL.Vj /, �j .Go/jU i

j
is contained in

the group of linear similarities of U ij for every i D 1; : : : ; nj , for every j D 1; : : : ; k.

In particular, passing to matrix representation by convenient choice of bases for U i`j ’s
for ` D 1; : : : ; rj and j D 1; : : : ; k, �j .Go/ is contained in the group of block diagonal
matrices of the form 266664

1O1 0 : : : 0

0 2O2 : : :
:::

:::
: : : 0

0 : : : 0 rjOrj

377775 (19)

where the i ’s are scalars in R�C and Oi ’s are j̀ � j̀ orthogonal matrices. We have
completed the first of the two parts of the proof as described in §5.1.1.

5.3.6. The identity of the scalars. In the second part of the proof we wish to show that for
every g 2 Go, in the matrix representation (19) we have 1 D � � � D rj . Since obviously
each i is equal to jdet.iOi /j1= j̀ , the idea is to show that for each g 2 Go and j D
1; : : : ; k the quantity jdet.�j .g/jU i

j
/j1= j̀ is independent of i . Since Vj can be written as

a direct sum of a subcollection of spaces U i1j ; : : : ; U
irj
j , this in turn is clearly equivalent

to the identity
jdet.�j .g/jU i

j
/j1= j̀ D jdet�j .g/j1=dj (20)

for every i D 1; : : : ; nj and j D 1; : : : ; k, which is what shall be shown. It will then be a
straightforward matter to conclude the theorem.

We therefore undertake to prove (20). To establish this equality we must use the fact
that ˆW0 has the greatest pressure of any ˆW , which we did not previously substantially
use. The key fact which we shall ultimately demonstrate is that there exists C > 0 such
that C�1ˆW0.i/ � ˆW .i/ � CˆW0.i/ for every i 2 †�N such that gi 2 G

o, for every
transitivity class W .

5.3.7. A first identity involving determinants. Fix j 2 ¹1; : : : ; kº. If we knew that the
number nj of spaces U ij was equal to exactly dj = j̀ then we would have Vj D

Lnj
iD1 U

i
j

and the identity � njY
iD1

jdet.�j .g/jU i
j
/j1= j̀

�1=nj
D jdet�j .g/j1=dj (21)

would be obvious. However, in general we do not necessarily have nj D dj = j̀ . Our first
task will be to show that the above identity remains true even when nj > dj = j̀ and
the spaces U 1j ; : : : ; U

nj
j do not form a direct sum. The proof of this equality is conduc-

ted by exploring the combinatorial relationships between the similarity ratios i .g/ WD
jdet.�j .g/jU i

j
/j1= j̀ and subspaces U ij . The fundamental task will be to show that the list

of spaces U 1j ; : : : ; U
nj
j may be partitioned into equal-sized classes in such a way that
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every g 2 Go has constant similarity ratio on each class, and the spans of the classes form
a direct sum.

For i D 1; : : : ; nj and g 2 Go, let i .g/ WD jdet.�j .g/jU i
j
/j1= j̀ 2 R�C denote the

similarity ratio of �j .g/jU i
j

. Define an equivalence relation � on ¹1; : : : ; nj º by writing
i1 � i2 if and only if i1.g/D i2.g/ for all g 2Go. Let x1; : : : ; xp denote the equivalence
classes under �. There is a natural action of G=Go on ¹1; : : : ; nj º which takes the pair
.Œg�; i/ to the unique integer i 0 such that �j .g/U ij D U i

0

j , and this action is obviously
transitive since G=Go acts transitively on the spaces U 1j ; : : : ; U

nj
j . For distinct i1 and i2

and arbitrary g 2 Go and h 2 G it is not difficult to see that �j .g/ has distinct similarity
ratios on U i1j and U i2j if and only if �j .hgh�1/ has distinct similarity ratios on �j .h/U

i1
j

and �j .h/U
i2
j , so the action on ¹1; : : : ; nj º respects the equivalence relation� and in par-

ticular has the effect of inducing a permutation of the equivalence classes x1; : : : ; xp . The
transitivity of the action of G=Go on ¹1; : : : ; nj º easily implies that this action of G=Go

on the set of equivalence classes is transitive. It follows in particular that the equivalence
classes must all have the same cardinality: we have #xt D nj =p for every t D 1; : : : ; p.

For each equivalence class xt define Xt to be the span of the union of all the sub-
spaces U ij such that i 2 xt . Arguing as in the second paragraph of §5.3.1 we note that

every Xt must be equal to a direct sum U
i1
j ˚ � � � ˚ U

iq
j for some suitable choice of

indices i1; : : : ; iq 2 xt and for some integer q � 1 which a priori might depend on t .
(To see this, consider a direct sum U

i1
j ˚ � � � ˚ U

iq
j � Xt with i1; : : : ; iq 2 xt which

is maximal in the sense that it cannot be extended by a further direct summand U iqC1j

such that iqC1 2 xt . If every U ij satisfying i 2 xt is a subspace of this direct sum then
the direct sum equals Xt as required. Otherwise, there exists U ij satisfying i 2 xt which

neither is a subspace of U i1j ˚ � � � ˚ U
iq
j nor forms a direct sum with it, in which case

the intersection .U i1j ˚ � � � ˚ U
iq
j / \ U

i
j is nonzero, has finite orbit under the action of

�j .G/, and has dimension smaller than j̀ , contradicting the definition of j̀ . We conclude
that any such maximal direct sum yields a decomposition of Xt with the claimed prop-
erties.) Now, as a consequence of the result shown in §5.3.5, every U ij admits an inner
product structure with respect to which every g 2 Go acts on U ij as a similarity trans-
formation. Combined with the existence of the aforementioned direct sums this implies
that for every t D 1; : : : ; p there exists an inner product structure on Xt with respect to
which every g 2 Go acts on Xt as a similarity transformation. For distinct t1; t2 in the
range 1; : : : ; p, by the definition of � there exists g 2 Go such that �j .g/ has different
similarity ratios on Xt1 and on Xt2 , and this implies that necessarily Xt1 \ Xt2 D ¹0º.
We conclude that the spaces X1; : : : ; Xp form a direct sum, which is equal to the span of
the spaces U 1j ; : : : ; U

nj
j and hence is equal to Vj . Since G=Go transitively permutes the

set of equivalence classes x1; : : : ; xp it follows that the action .Œg�;Xt / 7! �j .g/Xt trans-
itively permutes the spaces X1; : : : ; Xp . These spaces are therefore pairwise isomorphic,
so dimXt is independent of t and therefore dimXt D dj =p for every i D 1; : : : ; p.
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We may now prove (21). We observe that for every g 2 Go and t 2 ¹1; : : : ; pº,

jdet.�j .g/jXt /j
1=dimXt D

�Y
i2xt

jdet.�j .g/jU i
j
/j1= j̀

�1=#xt

because the term on the left is the similarity ratio of �j .g/ on Xt , which is also the
similarity ratio of �j .g/ on U ij for every i 2 xt . This is to say

jdet.�j .g/jXt /j
p=dj D

�Y
i2xt

jdet.�j .g/jU i
j
/j1= j̀

�p=nj
for every t D 1; : : : ; p. Since Vj D

Lp
tD1Xt , we also have

pY
tD1

det.�j .g/jXt / D det�j .g/:

Hence

jdet�j .g/j D
pY
tD1

jdet.�j .g/jXt /j

D

pY
tD1

�Y
i2xt

jdet.�j .g/jU i
j
/j1= j̀

�dj =nj
D

� njY
iD1

jdet.�j .g/jU i
j
/j1= j̀

�dj =nj
and this is precisely (21).

5.3.8. A second identity involving determinants. Here, we will apply (21) to derive a
further identity: we claim that for all g 2 Go and W 2 W ,� Y

.Wj /
k
jD1
2W

kY
jD1

jdet.�j .g/jWj /j ǰ
= j̀

�1=#W

D

kY
jD1

jdet�j .g/j ǰ =dj : (22)

To see this, fix g 2 Go, let W be a transitivity class and let .W 0j /
k
jD1 2W be arbitrary. We

note that the sets
¹Œh� 2 G=GoW .�j .h/W

0
j /
k
jD1 D .Wj /

k
jD1º

for distinct .Wj /kjD1 2 W form a partition of G=Go into cosets, hence each has the same
cardinality. We deduce that� Y

.Wj /
k
jD1
2W

kY
jD1

jdet.�j .g/jWj /j ǰ
= j̀

�1=#W

D

� Y
Œh�2G=Go

kY
jD1

jdet.�j .g/j�j .h/W 0j /j
ǰ = j̀

� 1
#G=Go

:

It is therefore sufficient to show that for each j D 1; : : : ; k, for every i0 2 ¹1; : : : ; nj º,� Y
Œh�2G=Go

jdet.�j .g/j
�j .h/U

i0
j

/j1= j̀
� 1

#G=Go
D jdet�j .g/j1=dj :
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Fix such j and i0. As before, the sets

¹Œh� 2 G=GoW�j .h/U
i0
j D U

i
j º

form a partition of G=Go into cosets and hence have equal cardinality, which implies that� Y
Œh�2G=Go

jdet.�j .g/j
�j .h/U

i0
j

/j1= j̀
� 1

#G=Go
D

� njY
iD1

jdet.�j .g/jU i
j
/j1= j̀

�1=nj
:

By (21) this last expression is equal to jdet �j .g/j1=dj , so combining the identities
obtained so far yields (22).

5.3.9. Two inequalities between potentials. Let us define a new potential by

ˆdet.i/ WD
kY

jD1

jdet�j .gi/j ǰ
=dj

for all i 2 †�N . We clearly have ˆdet.ij/ D ˆdet.i/ˆdet.j/ for all i; j 2 †�N . We aim to
show that

P.ˆ/ D P.ˆW / D P.ˆdet/ (23)

for all transitivity classes W .
In pursuit of (23) we will prove two inequalities. We first claim that there existsC4 >0

such that for every transitivity class W we have ˆdet.i/ � C4ˆW .i/ for all i 2 †�N . We
begin by considering the case where i 2 †�N satisfies i 2 Go. It follows easily from (22)
that

ˆW .i/ D max
.Wj /

k
jD1
2W

kY
jD1

k�j .gi/jWj k
ǰ � max

.Wj /
k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

�

� Y
.Wj /

k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

�1=#W

D jdet�j .gi/j ǰ
=dj D ˆdet.i/ (24)

for every transitivity class W and every i 2 †�N such that gi 2 G
o. Now observe that by

the Zariski density of the semigroup ¹giW i 2 †�N º in G, we may choose k1; : : : ; kr such
that every connected component of G contains one of the elements gkt . Given i 2 †�N
observe that we can choose t0 2 ¹1; : : : ; rº such that gikt0

2 Go. We have ˆW .ikt0/ �
ˆW .i/ˆW .kt0/ and ˆdet.ikt0/ D ˆ

det.i/ˆdet.kt0/, and therefore (24) yields

ˆdet.i/
ˆW .i/

�

�
ˆW .kt0/
ˆW .ikt0/

��
ˆdet.ikt0/
ˆdet.kt0/

�
�
ˆW .kt0/
ˆdet.kt0/

� C4;

where

C4 WD max
W2W

max
1�t�r

ˆW .kt /
ˆdet.kt /

;

which proves the claim.
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We now establish our second inequality: we claim that there exists C5 > 0 such that
ˆW0.i/ � C5ˆdet.i/ for every i 2 †�N . By the inequality (12) established in §5.3.3 we
have

ˆW0.i/ � C3
kY

jD1

k�j .gi/jWj k
ǰ

for some C3 > 0 and every gi 2 G
o and .Wj /kjD1 2 W0. It follows in particular that

ˆW0.i/Qk
jD1 jdet.�j .gi/jWj /j

ǰ = j̀
�

C3
Qk
jD1 k�j .gi/jWj k

ǰQk
jD1 jdet.�j .gi/jWj /j

ǰ = j̀

for all gi 2 G
o and .Wj /kjD1 2 W0. Since for each j ,

¹jdet.�j .g/jWj /j
�1= j̀�j .g/jWj Wg 2 G

o
º

is contained in a compact subset of GL.Wj /, it follows that there exists K > 0 such that

ˆW0.i/Qk
jD1 jdet.�j .gi/jWj /j

ǰ = j̀
� K

for all gi 2 G
o and .Wj /kjD1 2 W0. Taking the geometric mean over all .Wj /kjD1 2 W0

for fixed gi using (22) yields
ˆW0.i/
ˆdet.i/

� K

for all i 2 †�N such that gi 2 G
o. We now extend to the case of general words i. Fix

i 2 †�N and observe that we may choose t0 2 ¹1; : : : ; rº such that gikt0
2 Go. For some

.Wj /
k
jD1 2 W0 we have

ˆW0.i/ D
kY

jD1

k�j .gi/jWj k
ǰ

and therefore

ˆW0.i/ D
kY

jD1

k�j .gigkt0
g�1kt0

/jWj k
ǰ

�

kY
jD1

k�j .gikt0
/j�j .g�1kt0

/Wj
k ǰ

kY
jD1

k�j .g
�1
kt0
/jWj k

ǰ

�

� kY
jD1

k�j .gikt0
/j�j .g�1kt0

/Wj
k ǰ

��
max
1�t�r

kY
jD1

k�j .g
�1
kt /jWj k

ǰ

�
� CˆW0.ikt0/ � KCˆ

det.ikt0/ � KC
�

max
1�t�r

ˆdet.kt /
�
ˆdet.i/ � C5ˆdet.i/;

where we tookC WDmax1�t�r
Qk
jD1 k�j .g

�1
kt /jWj k

ǰ andC5 WDKC max1�t�rˆdet.kt /.
This proves the claim.
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5.3.10. The Gibbs property and a third inequality between potentials. The two inequal-
ities just proved assert that for some C > 0,

C�1ˆW0.i/ � ˆdet.i/ � CˆW .i/ (25)

for all i 2 †�N and all transitivity classes W . It follows directly that

P.ˆ/ D P.ˆW0/ � P.ˆdet/ � P.ˆW / � P.ˆ/

for all transitivity classes W , and we have proved the identity (23): P.ˆ/ D P.ˆW / D

P.ˆdet/ for all transitivity classes W .
We may now prove that� is the equilibrium state ofˆW for every transitivity class W ,

and is also the equilibrium state of ˆdet. Indeed, for each transitivity class W inequal-
ity (25) yields

ƒ.ˆW0 ; �/ � ƒ.ˆdet; �/ � ƒ.ˆW ; �/

and therefore

P.ˆ/ D P.ˆdet/ D P.ˆW0/ D h.�/Cƒ.ˆW0 ; �/ � h.�/Cƒ.ˆdet; �/

� h.�/Cƒ.ˆW ; �/ � P.ˆW / D P.ˆ/;

so that

P.ˆW / D h.�/Cƒ.ˆW ; �/ and P.ˆdet/ D h.�/Cƒ.ˆdet; �/

as required for � to be an equilibrium state of ˆW and ˆdet respectively.
We now make further use of the Gibbs inequality. Each ˆW has a unique equilib-

rium state and satisfies the Gibbs inequality with respect to that equilibrium state, and
the equilibrium state of each such potential is �. The same remarks apply to � and the
potential ˆdet. Therefore there exists C6 > 0 such that

C�16 �
ˆW .i/

e�jijP.ˆ
W /�.Œi�/

D
ˆW .i/

e�jijP.ˆ/�.Œi�/
� C6

for all i 2 †�N and all transitivity classes W , and also

C�16 �
ˆdet.i/

e�jijP.ˆ
det/�.Œi�/

D
ˆdet.i/

e�jijP.ˆ/�.Œi�/
� C6

for all i 2 †�N . We deduce the inequality ˆW .i/ � C 26ˆ
det.i/ for all i 2 †�N and trans-

itivity classes W .

5.3.11. A final determinant identity. Let i 2 †�N be such that gi 2 G
o. We have

max
.Wj /

k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀ � max

.Wj /
k
jD1
2W

kY
jD1

k�j .gi/jWj k
ǰ D ˆW .i/

� C 26ˆ
det.i/ D C 26

kY
jD1

jdet�j .gi/j ǰ
=dj
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D C 26

� Y
.Wj /

k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

�1=#W

� C 26

�
min

.Wj /
k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

�1=#W

�

�
max

.Wj /
k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

�#W�1=#W

and we obtain

max
.Wj /

k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀ � C 2#W

6 min
.Wj /

k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

for all transitivity classes W and all gi 2 G
o. It follows that if .W 0j /

k
jD1 is any element of

any transitivity class W , then for every gi 2 G
o,

kY
jD1

jdet.�j .gi/jW 0
j
/j ǰ = j̀ � min

.Wj /
k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

� C�2#W
6 max

.Wj /
k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

� C�2#W
6

� Y
.Wj /

k
jD1
2W

� kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

��1=#W

D C�2#W
6

kY
jD1

jdet�j .gi/j ǰ
=dj

where we have used (22) again, and from the preceding chain of inequalities,

kY
jD1

jdet.�j .gi/jW 0
j
/j ǰ = j̀ � max

.Wj /
k
jD1
2W

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀

� C 26

kY
jD1

jdet�j .g/j ǰ =dj :

We have found that if i2†�N is such that gi 2G
o, W is any transitivity class and .Wj /kjD1

any element of W , then

C
�2.#W/
6

kY
jD1

jdet�j .gi/j ǰ
=dj �

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀ � C 26

kY
jD1

jdet�j .gi/j ǰ
=dj :
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Applying this estimate to gin D gni in place of gi, taking the power 1=n and letting
n!1 yields

kY
jD1

jdet�j .gi/j ǰ
=dj D

kY
jD1

jdet.�j .gi/jWj /j
ǰ = j̀ (26)

for every gi 2 G
o and every .Wj / in any transitivity class.

5.3.12. Conclusion of the proof. Equation (26) suffices to get (20). Fix j0 2 ¹1; : : : ; kº
and 1 � i1; i2 � nj0 . LetWj0 WD U

i1
j0

andW 0j0 WD U
i2
j0

, and for j ¤ j0, setWj WD U 1j and
W 0j WD U

1
j . Applying (26) gives

jdet.�j0.gi/j
U
i1
j0

/j ǰ0= j̀0

jdet.�j0.gi/j
U
i2
j0

/j ǰ0= j̀0
D

Qk
jD1 jdet.�j .gi/jWj /j

ǰ = j̀Qk
jD1 jdet.�j .gi/jW 0

j
/j ǰ = j̀

D

Qk
jD1 jdet�j .gi/j ǰ

=djQk
jD1 jdet�j .gi/j ǰ

=dj
D 1

for every gi 2 G
o. Hence for every gi 2 G

o and every j 2 ¹1; : : : ; kº,

jdet.�j .gi/jU i
j
/j1= j̀

is independent of i 2 ¹1; : : : ; nj º and in particular must be equal to its geometric mean
with respect to i 2 ¹1; : : : ; nj º, which by (21) is jdet�j .gi/j

1=dj . This establishes (20),
which in turn allows us to readily conclude. Indeed, together with (19), it implies that for
every g 2 Go and j 2 ¹1; : : : ; kº, �j .g/ D jdet�j .g/j1=djOj .g/ where Oj .g/ 2 O.Vj /
for some Euclidean structure on Vj not depending on g. Therefore

¹jdet�j .g/j�1=dj�j .g/Wg 2 Goº

is a compact subgroup of GL.Vj / and since the index ŒG W Go� is finite, the same is true
of

¹jdet�j .g/j�1=dj�j .g/Wg 2 Gº:

The proof is complete.

6. Proof of Theorem 5

Let .A1; : : : ; AN / 2 GLd .R/N be irreducible and let ˛1 � � � � � ˛d � 0 with ˛1 > ˛d .
Let G � GLd .R/ denote the Zariski closure of the subsemigroup of GLd .R/ generated
by A1; : : : ; AN ; it is a real reductive group (§4.1.1). Define ˛dC1 WD 0 and let k1; : : : ; kr
be the list of all integers i 2 ¹1; : : : ; dº for which the difference ˛i � ˛iC1 is positive,
where k1 < � � � < kr . We observe that since ˛1 > ˛d we have r ¤ 0 and also k1 < d .
Define ǰ WD ˛kj � ˛1Ckj > 0 for each j D 1; : : : ; r , and for each j D 1; : : : ; r let

�j WG! GL.
Vkj Rd / denote the exterior power representation �j .g/ WD g^kj . We have

dY
jD1

�j .g/ j̨ D

dY
jD1

� jY
iD1

�i .g/
�
j̨� j̨C1

D

dY
jD1

kg^j k j̨� j̨C1 D

rY
jD1

k�j .g/k ǰ
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for every g 2 G, and in particular the potential ˆ defined in the statement of the theorem
satisfies the description

ˆ.i/ D
rY

jD1

k�j .Ai/k ǰ :

Since the representations �j WG ! GL.
Vkj Rd / are not in general irreducible, The-

orem 8 is not directly applicable to the potential ˆ. We will study ˆ by writing it as the
maximum of a finite collection of simpler potentials to which Theorem 8 may be applied.
Since G is reductive, the rational representations �j are completely reducible (§4.1.1),
in other words, for each j D 1; : : : ; r we may write

Vkj Rd D V j1 ˚ � � � ˚ V
j
nj where

each V ji is an invariant subspace of the group �j .G/ on which �j .G/ acts irreducibly. For
each j D 1; : : : ; r and 1 � ` � nj define an irreducible representation �j;`WG! GL.V j

`
/

by �j;`.g/ WD �j .g/jV j
`

for all g 2 G. Let L denote the set of all tuples of integers
lD .`1; : : : ; `r / such that 1� j̀ � nj for each j D 1; : : : ; r . For each lD .`1; : : : ; `r / 2L

define a potential ˆlW†
�
N ! .0;C1/ by

ˆl.i/ WD
rY

jD1

k�j .Ai/jV j
j̀

k ǰ D

rY
jD1

k�j; j̀ .Ai/k ǰ : (27)

For each fixed l D .`1; : : : ; `r / the representations �j; j̀ for j D 1; : : : ; r are irreducible,
so each ˆl satisfies the hypotheses of Theorem 8. Clearly we also have

ˆ.i/ D
rY

jD1

k�j .Ai/k ǰ D

rY
jD1

max
1�`�nj

k�j .Ai/jV j
`

k ǰ

D max
.`1;:::;`r /2L

rY
jD1

k�j .Ai/jV j
j̀

k ǰ D max
l2L

ˆl.i/ (28)

for every i 2 †�N . We will find it helpful to define further potentials as follows. For each
l D .`1; : : : ; `r / 2 L define

ˆdet
l .i/ WD

rY
jD1

jdet�j; j̀ .Ai/j
ǰ =dimV j

j̀ for all i 2 †�N . (29)

Define also

ˆdet.i/ D
rY

jD1

jdetAij
kj ǰ =d for all i 2 †�N .

Our strategy in proving Theorem 5 will be to establish the identity

P.ˆl/ D P.ˆ
det
l / (30)

for all l 2 L. This will permit the implication (ii))(iii) of Theorem 8 to be applied, estab-
lishing that each of the groups �j;`.G/ is compact modulo factoring out the determinant.
The compactness of each �j .G/ modulo factoring out the determinant will then follow
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via some additional bookkeeping to ensure that for each j D 1; : : : ; r the determinant
which is factored out of the representation �j;` is consistent across all ` 2 ¹1; : : : ; nj º,
and the compactness of G modulo factoring out the determinant will follow by some
simple manipulations involving singular values.

Much as in the second half of the proof of Theorem 8, before commencing the proof
of (30) we must first establish an identity involving determinants. The proof of this iden-
tity is relatively long and comprises a large proportion of this section. Specifically, we
make the following claim: for every j D 1; : : : ; r , for all ` D 1; : : : ; nj we have

jdet�j;`.g/j1=dimV j
` D jdetgjkj =d (31)

for all g 2 G.
To prove the claim it is sufficient to establish (31) for all g 2Go, since if this has been

proven then for any given g 2 G we have gn 2 Go for some integer n � 1 and hence
clearly

jdet�j;`.g/j1=dimV j
` D jdet�j;`.gn/j1=.n�dimV j

`
/
D jdetgnjkj =.nd/ D jdetgjkj =d

as required. We therefore restrict our task to proving (31) for all g 2Go. To this end let us
fix j and ` and define a continuous group homomorphism O� fromGo to the multiplicative
group of positive real numbers by O�.g/ WD jdet�j;`.g/j1=.kj �dimV j

`
/. Our objective is now

to show that O�.g/D jdetgj1=d for all g 2Go. The set of all g 2Go satisfying this equation
is obviously a group, and this set obviously includes ŒGo;Go� since by the commutativity
of real multiplication we have O�.g/ D 1 D jdet gj1=d for all g 2 ŒGo; Go�. Since Go is
equal to an almost direct product of Z.Go/ and ŒGo; Go�, the claim will therefore follow
if we can prove that O�.z/ D jdet zj1=d for all z 2 Z.Go/.

We begin by analysing the action of Z.Go/ on Rd . By Clifford’s [57, Theorem 1.7]
applied to the irreducible group G � GLd .R/ and its normal subgroup Go, we obtain a
direct sum decomposition Rd DX1˚ � � � ˚Xp consisting of the homogeneous (isotypic)
components of theGo-representation. By the same result of Clifford the subspacesXi are
permuted by the component group G=Go. In particular, they all have the same dimen-
sion, which we denote by m 2 N. (Here of course we have m D d=p.) Decomposing
each Xi into a sum of irreducible subspaces for the Go-action and using Schur’s lemma,
we deduce that there exists an inner product structure on each Xi with respect to which
every g 2 Z.Go/ acts on Xi by a similarity transformation.

Now, by [14, Proposition 8.15] there exist a maximal compact subgroup Z.Go/A and
a maximal real diagonalisable subgroupZ.Go/D ofZ.Go/ such thatZ.Go/A \Z.Go/D
is finite andZ.Go/DZ.Go/DZ.Go/A, which is to sayZ.Go/ is an almost direct product
of the subgroups Z.Go/D and Z.Go/A. The group O�.Z.Go/A/ is a compact subgroup of
the positive reals and hence is equal to ¹1º, and similarly the image of Z.Go/A under the
homomorphism z 7! jdet zj1=d must also equal ¹1º, so we have O�.z/ D jdet zj1=d for all
z 2 Z.Go/A. Hence the claim will be proved if we can show that O�.z/ D jdet zj1=d for
every z 2 Z.Go/D .
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Since each Xi is a sum of isomorphic irreducible representations of Go, it follows
from Schur’s lemma and (real) diagonalisability that every z 2 Z.Go/D acts on each Xi
by a scalar transformation v 7! i .z/v for some nonzero real number i .z/ for i D
1; : : : ; p. On the other hand, since V j

`
is Z.Go/D-invariant and Z.Go/D is abelian, V j

`

can be written as a direct sum ofZ.Go/D-irreducible subspaces in
Vkj Rd . ButZ.Go/D

is also a split torus, and therefore so is its image in the exterior power representations.
Hence, these Z.Go/D-irreducible subspaces of V j

`
are 1-dimensional . Each gives rise

to a character of Z.Go/D of the form 1.z/
t1 � � � p.z/

tp for some nonnegative integers
t1; : : : ; tp whose sum is equal to kj . The quantity det�j;`.z/ D det z^kj j

V
j

`

is a product

of precisely dimV
j

`
such characters, so it has the form 1.z/

t 0
1 � � � p.z/

t 0p for some non-
negative integers t 01; : : : ; t

0
p such that

Pp
iD1 t

0
p D kj � dim V

j

`
. Taking the absolute value

and raising to the power 1=.kj � dim V
j

`
/ as in the definition of O� , it follows that there

exist nonnegative rational numbers r1; : : : ; rp such that O�.z/ D j1.z/jr1 � � � jp.z/jrp

for all z 2 Z.Go/D and such that
Pp
iD1 ri D 1. On the other hand, clearly det z D

1.z/
m � � � p.z/

m for every z 2 Z.Go/D since Rd D
Lp
iD1Xi and det.zjXi / D i .z/

m

for every i D 1; : : : ; p, where we recall that m D d=p is the dimension of each of the
spaces Xi . Hence jdet zj1=d D j1.z/ � � � p.z/j1=p for all z 2 Z.Go/D .

Now, if z 2 Z.Go/D and g 2 G then gzg�1 also belongs to Z.Go/ and also acts
on each Xi by a scalar transformation, which by the maximality of Z.Go/D as a real
diagonalisable subgroup ofZ.Go/ implies gzg�1 2Z.Go/D . For every Œg�2G=Go there
exists a permutation & of ¹1; : : : ;pº such that gXi DX&.i/ for every i D 1; : : : ;p and every
g 2 Œg�, and the corresponding element gzg�1 ofZ.Go/D satisfies i .gzg�1/D &.i/.z/
for all i D 1; : : : ; p. For each i 2 ¹1; : : : ; pº the transitivity of the action of G=Go on
X1; : : : ;Xp implies that the sets ¹Œg�2G=GoWgXi DXj º for j D 1; : : : ;p form a partition
of G=Go into cosets of equal cardinality .#G=Go/=p and thereforeY
Œg�2G=Go

ji .gzg
�1/j D

pY
jD1

� Y
Œg�2G=Go

gXiDXj

jj .z/j
�
D

� pY
jD1

jj .z/j
� #G=Go

p

D jdet zj
#G=Go
d

(32)

for each i D 1; : : : ; p and z 2 Z.Go/D . We obviously have O�.gzg�1/ D O�.z/ for every
z 2 Z.Go/D and g 2 G by the commutativity of real multiplication. Hence for every
z 2 Z.Go/D ,

O�.z/ D
� Y
Œg�2G=Go

O�.gzg�1/
� 1

#G=Go
D

� Y
Œg�2G=Go

pY
iD1

ji .gzg
�1/jri

� 1
#G=Go

D

pY
iD1

� Y
Œg�2G=Go

ji .gzg
�1/j

� ri
#G=Go

D

pY
iD1

jdet zjri=d D jdet zj1=d

where we have used (32) and the equation r1 C � � � C rp D 1. We have obtained O�.z/ D
jdet zj1=d for all z 2 Z.Go/D and we deduce that the claimed identity (31) is valid for
every g 2 G as required.
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We may now return to the main direction of the proof. Our first step towards the
desired identity (30) is to observe that

P.ˆ/ � max
l2L

P.ˆl/

as a direct consequence of (28) together with the definition of the pressure. Furthermore,
for each l 2 L we have ˆl.i/ � ˆdet

l .i/ for all i 2 †�N . This follows by comparing (27)
and (29) and using the elementary inequality jdetBj � kBkdimV for all B 2 GL.V /, and
it entails that P.ˆl/ � P.ˆ

det
l / for every l 2 L. We have thus far obtained

P.ˆ/ � P.ˆl/ � P.ˆ
det
l / for every l 2 L. (33)

Using the identity (31), we immediately deduce thatˆdet
l .i/Dˆ

det.i/ for all i 2†�N
simply by applying (31) to the definition of the two potentials. Combining this observation
with (33) it follows that

P.ˆ/ � P.ˆl/ � P.ˆ
det
l / D P.ˆ

det/ for every l 2 L. (34)

Let us now show that P.ˆ/ D P.ˆdet/. By hypothesis there exists a Bernoulli meas-
ure � which satisfies h.�/Cƒ.ˆ;�/ D P.ˆ/. Since � is Bernoulli, it is ergodic, so by
the subadditive ergodic theorem we have, for �-a.e. x 2 †N ,

ƒ.ˆ;�/ D lim
n!1

1

n
logˆ.xjn/ D lim

n!1

1

n
log max

l2L
ˆl.xjn/

D max
l2L

lim
n!1

1

n
logˆl.xjn/ D max

l2L
ƒ.ˆl; �/:

Thus P.ˆ/ D h.�/Cƒ.ˆl0 ; �/ for some particular l0 2 L, and therefore

P.ˆ/ � max
l2L

P.ˆl/ � P.ˆl0/ � h.�/Cƒ.ˆl0 ; �/ D P.ˆ/

where we have used the subadditive variational principle in the third inequality. We con-
clude that P.ˆ/ D P.ˆl0/ and that � is an equilibrium state of ˆl0 . By Theorem 8
applied to the potential ˆl0 we have P.ˆl0/ D P.ˆ

det
l0
/. We have already seen that ˆdet

l0

is identically equal to ˆdet, so

P.ˆdet/ D P.ˆdet
l0
/ D P.ˆl0/ D P.ˆ/ � P.ˆl/ � P.ˆ

det
l / D P.ˆ

det/

for every l 2 L, where we have invoked (34).
We have now established the desired identity

P.ˆl/ D P.ˆ
det
l / for every l 2 L.

Since every ˆl satisfies the hypotheses of Theorem 8 it follows from the implication
(ii))(iii) of that theorem that for each l D .`1; : : : ; `r / 2 L, for every j D 1; : : : ; r the
group

¹jdet.�j; j̀ .g//j
�1=dimV j

j̀ �j; j̀ .g/Wg 2 Gº D ¹jdetgj�kj =dg^kj j
V
j

j̀

Wg 2 Gº

D ¹.jdetgj�1=dg/^kj j
V
j

j̀

Wg 2 Gº
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is compact, where we have again used (31). Since l is arbitrary we deduce that the group

¹.jdetgj�1=dg/^kj Wg 2 Gº

is compact for every j D 1; : : : ; r . In particular, it is compact for j D 1, so there exists
K > 0 such that for every g 2 G we have k.jdetgj�1=dg/^k1k � K.

Let g 2 G and define h WD jdet gj�1=dg. We observed at the beginning of the proof
that k1 < d . Since 1 D jdet hj D �1.h/ � � � �d .h/ we have

khk D �1.h/ D �2.h/
�1
� � � �d .h/

�1
D �1.h

�1/ � � � �d�1.h
�1/

� .�1.h
�1/ � � � �k1.h

�1//d�1=k1 D k.h�1/^k1k
d�1
k1 � K

d�1
k1

where we have used k1 � d � 1 in order to pass from the first line to the second. The
same reasoning obviously applies to h�1, and we conclude that the group

¹jdetgj�1=dgWg 2 Gº � GLd .R/

is contained in the compact set®
h 2 GLd .R/Wmax ¹khk; kh�1kº � Kd�1=k1

¯
and hence is compact. Since obviously that group contains all of the linear maps
jdetAi j�1=dAi , the theorem is proved.

Appendix A. Equilibrium states of linear Cartan potentials

Our main technical results, Theorem 5 and 8, admit a counterpart that can be expressed in
more intrinsic terms (with respect to the linear algebraic group given by the Zariski closure
of the semigroup generated by the linear parts of the iterated function system). Beyond its
relative elegance, as we shall see, this formulation will allow us to have an understanding
of the structure of equilibrium states of matrix potentials from a representation-theoretic
perspective. To avoid further technicalities we will restrict our considerations here to
Zariski connected real reductive groups (e.g. GLd .R/).

We retain the notation used in §4 where we described some preliminary facts concern-
ing real reductive groups. We will require some additional facts about the representation
theory of those groups, further to the exposition in §4. As before we refer the reader to
[12, 14, 15, 18, 41] for a more detailed exposition of this theory. For a focused account
containing all the material which we will require we suggest [30, Sections 2 & 3].

Let G be a Zariski connected real reductive group. Let us say that it is of noncompact
type if the derived group ŒG; G� is not compact. Let K be a maximal compact subgroup
with Lie algebra k and g D k ˚ k? the orthogonal decomposition of g with respect to the
Killing form. Let a < k? be a Cartan subspace of g and a D aS ˚ aZ its decomposition
into the semisimple and central parts (as defined in §4). Let † � a� denote the nonzero
(restricted) roots, and � WD ¹˛1; : : : ; ˛dS º � † a choice of simple roots, where dS 2 N
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is the semisimple real rank of G. We denote by aCS the salient cone given by aS \ aC.
We fix an inner product .�; �/ on a extending the restriction of the Killing form to aS and
satisfying a?S D aZ . This induces an identification of a with a� and we use the same
notation to denote the corresponding inner product on a�. We denote by W the set of
restricted weights of G, which is equal to²

! 2 a�W 2
.!; ˛/

.˛; ˛/
2 Z 8˛ 2 †

³
:

For a subspace V � a, denote by V 0 its annihilator subspace in a�. For each ˛ 2 �, we
denote by !˛ or !i (when ˛ D ˛i ) the corresponding fundamental weight, i.e. the weight
in W \ a0Z satisfying 2 .!;˛/

.˛;˛/
D ı˛;ˇ for every ˇ 2 �. The set ¹!iº is a basis of a0Z . By

choosing linearly independent !dSC1; : : : ; !d 2 a0S (where d 2 N is the real rank of G)
complete ¹!i W i D 1; : : : ; dSº to a basis of a�. Given � 2 a� with � D

Pd
iD1 ci!i , write

�S D
PdS
iD1 ci!i and �Z D � � �S . Let C be the cone in a� defined by

C WD
®
� 2 a�W�S ¤ 0 and �S has only nonnegative coefficients in the basis ¹!iº

¯
:

Finally, as before, we denote by � W G! aC the associated Cartan projection. Theorem 5
admits the following abstract articulation:

Theorem 9. Let G be a Zariski connected real reductive group of noncompact type and
.g1; : : : ; gN / be a tuple of elements such that the semigroup generated by ¹g1; : : : ; gN º
is Zariski dense in G. Let ‰ be a finite subset of C . Then the potential ˆ‰ defined by

ˆ‰.i/ D max
�2‰

e�.�.gi//

does not have a Bernoulli equilibrium state.

The proof of Theorem 9 follows a closely analogous path to the first half of the proof
of the implication (i))(iii) in Theorem 8 (corresponding to §5.3.1–§5.3.5 in the main
text). We therefore give the proof in outline only. The proof starts by showing that the
potential ˆ‰ is indeed submultiplicative, justifying the use of the terminology of subad-
ditive thermodynamic formalism in the statement above.

Proof of Theorem 9. Step 0 (Submultiplicativity of ˆ‰). It clearly suffices to show that
given any � 2 C , the potential ˆ� defined by ˆ�.i/ D e�.�.gi// is submultiplicative.
Since for every ! 2 a0S and g; h 2 G, we have !.�.gh// D !.�.g//C !.�.h//, ˆ�Z is
a multiplicative potential. Therefore, it suffices to show that ˆ�S is submultiplicative. By
[12, Lemma 8.15], for every i D 1; : : : ; dS , there exists a rational irreducible proximal
representation .�i ; Vi / such that the highest weight �i of �i is a (positive integer) multiple
of the fundamental weight !i . It follows by [12, Lemma 8.17] that for each i D 1; : : : ; dS ,
we can choose an inner product norm k � ki on Vi such !i .�.g// D log k�i .g/ki , where
we also denote by k � ki the associated operator norm. Since the coefficients of �S in the
basis ¹!iº are nonnegative, it follows by submultiplicativity of the operator norms k � ki
that the potential defined by i 7! e�S .�.gi// is submultiplicative as desired.
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Step 1 (Specialising to a maximal linear form, cf. §5.3.2). Arguing by contradiction, we
suppose that the submultiplicative potential ˆ‰ has a Bernoulli equilibrium state �. It
follows by the same argument as in §5.3.2 that there exists � 2 ‰ such that � is an
equilibrium state for the submultiplicative potential ˆ� defined by ˆ�.i/ D e�.�.gi//.

Step 2 (Obtaining quasi-multiplicativity, cf. §5.3.3). Using Quint’s [48, Proposition I.2],4

which is based on the aforementioned representation-theoretic ingredients [12, Lemmas
8.15 & 8.17] and the main result of Abels–Margulis–Soifer [1], we deduce that there
exists a finite set F in the semigroup � generated by ¹g1; : : : ; gN º and a constant K > 0

such that for all g; h 2 � , there exists f 2 F satisfying

k�.gf h/ � �.g/ � �.h/k � K:

It immediately follows that the the potential ˆ� is quasi-multiplicative in the sense of (5)
— the aforementioned result of Quint is a predecessor of [13, Theorem 6] and indeed in
the proof of Theorem 5, this step is analogous to where we use [13, Theorem 6] to obtain
quasi-multiplicativity.

Step 3 (Thermodynamic ingredients, cf. §5.3.3). It now follows from Proposition 2.2 that
the Bernoulli measure � is the unique equilibrium state of the potential ˆ� and satisfies
the relevant Gibbs inequality.

Step 4 (From the Gibbs inequality to the additivity of the Jordan projection, cf. §5.3.4).
Denote by � W G ! aC the Jordan projection (see §4.1.3). We possess the following
“Gelfand formula” [12, Remark 8.7] relating the Cartan � and Jordan � projections: for
every g 2 G, we have

1

n
�.gn/! �.g/: (35)

Using the same reasoning as in §5.3.4, replacing the usual Gelfand formula with (35), we
find that for all g; h 2 � we have

�.�.gh// D �.�.g//C �.�.h//: (36)

Step 5 (Applying Benoist’s nonarithmeticity, cf. §5.3.5). In view of (36), the subspace
ker � contains the set ¹�.gh/ � �.g/ � �.h/W g; h 2 �º. One therefore deduces from
Benoist’s Theorem 7 that ker� contains aS . This contradicts the assumption that �S ¤ 0
(or equivalently that � … a0S ) and finishes the proof.

Remark A.1 (On the set of equilibrium states of ˆ‰). 1. Since the potential ˆ‰ is not
quasi-multiplicative in general, it is not guaranteed that it possesses a unique equilibrium
state. Indeed, under the assumptions of the previous theorem it was shown in [45] that a
potential of the form ˆ‰ can have several distinct equilibrium states. On the other hand,

4Namely, the first property of the “produit générique” which does not use the discreteness
assumption.
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the number of ergodic equilibrium states of ˆ‰ is always finite, as follows from the main
result of [13].

2. Steps 1 and 2 of the above proof imply that the number of ergodic equilibrium states
ofˆ‰ is bounded above by the cardinality of‰. In fact, these two steps can be seen as part
of the proof of the main result of [13]. Indeed, the latter is proved by additionally applying
a reductivisation argument (cf. [38, Proposition 6.2]) and dealing with nonconnectivity (as
in §5.3.3).

3. Suppose now that G is, moreover, semisimple. For a salient cone C of non-empty
interior in a, consider the partial order �C on a� defined as ` �C `0 if and only if
`.x/ � `0.x/ for every x 2 C . Let BC.�/ � aC be the Benoist limit cone (see [10])
of the semigroup � generated by the IFS. Then it is not hard to see that the number of
ergodic equilibrium states ofˆ‰ is bounded above by the cardinality of the set of maximal
elements in ‰ for the partial order induced by BC.�/.
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