
J. Spectr. Theory 1 (2011), 221–236
DOI 10.4171/JST/10

Journal of Spectral Theory
© European Mathematical Society

Scattering matrix and functions of self-adjoint operators

Alexander Pushnitski

Abstract. In the scattering theory framework, we consider a pair of operators H0, H . For a
continuous function ' vanishing at infinity, we set 'ı.�/ D '.�=ı/ and study the spectrum of
the difference 'ı.H � �/ � 'ı.H0 � �/ for ı ! 0. We prove that if � is in the absolutely
continuous spectrum ofH0 andH , then the spectrum of this difference converges to a set that
can be explicitly described in terms of (i) the eigenvalues of the scattering matrix S.�/ for the
pair H0, H and (ii) the singular values of the Hankel operator H' with the symbol '.
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1. Introduction

1.1. Informal description of the main result. Let H0 and H be self-adjoint oper-
ators in a Hilbert space H . We assume that H0 and H are semibounded from below
andH D H0 CV as a quadratic form sum, where V isH0–form compact. Then the
difference of resolvents .H � zI /�1 � .H0 � zI /�1 is compact for every non-real z
and the essential spectra of H0 and H coincide.

Let C0.R/ be the set of all continuous functions ' W R ! R such that '.x/ ! 0

as jxj ! 1. For ' 2 C0.R/ and ı > 0, we denote 'ı.x/ D '.x=ı/. Fix � 2 R and
consider the difference

A.ı/ D 'ı.H � �/ � 'ı.H0 � �/: (1.1)

Under our assumptions it is easy to see that the operator A.ı/ is compact. In this
paper, we study the spectrum of A.ı/ for ı ! C0.

In Section 2 we make some assumptions typical for smooth scattering theory.
These assumptions ensure that the (local) wave operators corresponding to the pair
H0, H and some interval � in the absolutely continuous spectrum of H0 exist and
are complete. Thus, the scattering matrix S.�/ is well defined for � 2 �. For � 2 �
we describe the limiting behaviour of the spectrum of A.ı/ as ı ! C0 explicitly in
terms of
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(i) the eigenvalues of the scattering matrix S.�/;

(ii) the singular values of the (compact) Hankel operator H' with the symbol '.

To give a general flavour of our result, let us consider the case '.x/ D 1=.1C x2/.
This case turns out to be particularly simple as the operator H' has rank one. We
prove that the spectrum of A.ı/ converges (in some precise sense to be specified in
Section 2) to the set

f˙1
4
jsn.�/ � 1j W sn.�/ 2 spec.S.�//g: (1.2)

We note that the link between the properties of the difference '.H/� '.H0/ and
the theory of Hankel operators was first exhibited in the work [11] by V. Peller. The
question discussed in this paper gives another example of this link.

1.2. Connection to the Birman–Kreı̆n formula. In [8], M. G. Kreı̆n has proved
that under some assumptions of the trace class type on the pair H0 and H , for all
sufficiently smooth functions ' 2 C0.R/ the operator '.H/ � '.H0/ belongs to the
trace class and

Tr.'.H/ � '.H0// D
Z 1

�1
'0.t/�.t/dt; (1.3)

where the function � is known as the spectral shift function. The relation between the
spectral shift function and the scattering matrix S.�/ for the pair H0, H was found
later in the paper [2] by M. Sh. Birman and M. G. Kreı̆n (see also the previous works
[10], [3], and [4]):

det S.�/ D e�2�i�.�/ (1.4)

for almost every � in the absolutely continuous spectrum of H0.
Obviously, the l.h.s. of (1.3) is the sum of the eigenvalues of '.H/� '.H0/ and

the l.h.s. of (1.4) is the product of the eigenvalues of S.�/. Thus, (1.3) and (1.4)
relate the spectrum of '.H/ � '.H0/ to the spectrum of S.�/. The main result of
this paper gives an affirmative answer to the following

Question. Are there any other relationships between the spectrum of '.H/�'.H0/

for smooth ' and the spectrum of the scattering matrix S.�/ for the pair H0, H?

For discontinuous functions ' the operator A.ı/ may fail to be compact; see
Section 6 in [8] and [7]. In this case the essential spectrum and the absolutely
continuous spectrum of A.ı/ can be explicitly described in terms of the spectrum of
the scattering matrix; see [13], [14], and [15]. This fact is closely related to the subject
of this work; it gives another relationship between the spectra of '.H/� '.H0/ and
S.�/.

Acknowledgements. The author is grateful to Yu. Safarov and N. Filonov for a
number of useful remarks on the text of the paper.
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2. Main result

2.1. Notation and assumptions. For a self-adjoint operator A and a Borel setƒ �
R, we denote by EA.ƒ/ the spectral projection of A corresponding to ƒ and let
NA.ƒ/ D rankEA.ƒ/. If ƒ D .a; b/, we write EA.a; b/, NA.a; b/ rather than
EA..a; b//, NA..a; b// in order to make our formulas more readable.

We assume thatH0 is a semi-bounded from below self-adjoint operator in a Hilbert
space H , and V is another operator in H which is considered as the perturbation of
H0. It will be convenient to represent V in a factorised form: V D GV0G, where
G D jV j1=2 and V0 D sign.V /. We assume that for any � < inf spec.H0/ one has

Dom.H0 � �I /1=2 � DomG and G.H0 � �I /�1=2 is compact. (2.1)

It follows that V is H0-form compact, and therefore we can define the self-adjoint
operator H corresponding to the form sum H0 C V (see the “KLMN Theorem”, cf.
Theorem X.17 in [16]).

We fix a compact interval � � R and assume that the spectrum of H0 in � is
purely absolutely continuous with a constant multiplicity N � 1. More explicitly,
we assume that for some auxiliary Hilbert space N , dim N D N , there exists a
unitary operator F from RanEH0

.�/ to L2.�;N /, such that F diagonalizes H0:
if f 2 RanEH0

.�/ then

.FH0f /.�/ D �.Ff /.�/; � 2 �: (2.2)

Next, we make an assumption typical for smooth scattering theory; in the termi-
nology of [17], we assume that G is strongly H0-smooth on � with some exponent
˛ 2 .0; 1�. This means that the operator

G�
defD GEH0

.�/ W RanEH0
.�/ ! H

satisfies
.FG�

� /.�/ D Z.�/ ; 8 2 H ; � 2 �; (2.3)

where Z D Z.�/ W H ! N is a family of compact operators obeying

kZ.�/k � C; kZ.�/ �Z.�0/k � C j� � �0j˛; �; �0 2 �: (2.4)

The notion of strong smoothness is not unitary invariant, as it depends on the choice of
the map F . It follows from (2.3) that the operatorG� acts in RanEH0

.�/ according
to the formula

G�f D
Z

�

Z.�/�F.�/d�; F D Ff 2 L2.�;N /: (2.5)

Let us summarize our assumptions.
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Assumption 2.1. A1. H D H0 C V (as a form sum), where V D GV0G satis-
fies (2.1).

A2. H0 has a purely absolutely continuous spectrum with multiplicity N on the
interval �.

A3. G D jV j1=2 is strongly H0-smooth on �, i.e. (2.3) and (2.4) hold true.

2.2. Scattering theory. Recall that for a Borel setƒ � R, the (local) wave operators
are introduced by the relation

W˙.H;H0Iƒ/ D s-lim
t!˙1 eiHte�iH0tEH0

.ƒ/P
.a/

H0
;

provided these strong limits exist. Here and in what follows we denote by P .a/
H0

the
orthogonal projection onto the absolutely continuous subspace of H0. If the wave
operators are complete, i.e. if the relations

RanWC.H;H0Iƒ/ D RanW�.H;H0Iƒ/ D Ran
�
EH .ƒ/P

.a/
H

�
hold true, then the (local) scattering operator is defined as

S D S.H;H0Iƒ/ D WC.H;H0Iƒ/�W�.H;H0Iƒ/:
The scattering operator S commutes with H0 and it is unitary on the subspace
Ran.EH0

.ƒ/P
.a/

H0
/.

For Im z 6D 0, we set R.z/ D .H � zI /�1, R0.z/ D .H0 � zI /�1. Let us define
the sandwiched resolvent T .z/ formally by

T .z/ D GR0.z/G; Im z 6D 0I
more precisely, this means

T .z/ D .G.H0 � �I /�1=2/.H0 � �I /R0.z/.G.H0 � �I /�1=2/� (2.6)

for any � < inf spec.H0/. By (2.1), the operator T .z/ is compact. We need the
following well-known results (see e.g., Section 4.4 in [17]). Below the interior of �
is denoted by int.�/.

Proposition 2.2. Let Assumption 2.1 hold.
(i) The operator-valued function T .z/ defined by (2.6) is uniformly Hölder con-

tinuous for Re z 2 int.�/, Im z > 0; in particular, the limits T .�C i0/ exist in the
operator norm and are Hölder continuous in � 2 int.�/. Let � � int.�/ be the set
of � such that the equation

f C T .�C i0/V0f D 0

has no non-trivial solutions f 2 H . Then � is open and � n � has the Lebesgue
measure zero. The inverse operator .I CT .�C i0/V0/

�1, � 2 �, exists, is bounded
and is a Hölder continuous function of � 2 �.

(ii) The local wave operators W˙.H;H0I�/ exist and are complete. Moreover,
the spectrum of H in � is purely absolutely continuous.
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The last statement of Proposition 2.2 is usually formulated under the additional
assumption KerG D f0g. Actually, this assumption is not necessary; this is verified
in Lemma A.1 of [15].

Since the scattering operator S commutes with H0, we have a representation

.F SF �f /.�/ D S.�/f .�/; a.e. � 2 �;

where the operator S.�/ W N ! N is called the scattering matrix for the pair of
operators H0, H . The scattering matrix is a unitary operator in N . We need the
stationary representation for the scattering matrix (see [17], Chapter 7, for the details):

S.�/ D I � 2�iZ.�/V0.I C T .�C i0/V0/
�1Z.�/�; � 2 �: (2.7)

This representation, in particular, implies thatS.�/ is a Hölder continuous function of
� 2 �. Since the operator V0.I CT .�C i0/V0/

�1 is bounded andZ.�/ is compact,
it follows that the operator S.�/� I is compact. Thus, the spectrum of S.�/ consists
of eigenvalues accumulating possibly only to the point 1. All eigenvalues of S.�/
distinct from 1 have finite multiplicities. We denote by fsn.�/gN

nD1 the eigenvalues
of S.�/, enumerated with multiplicities taken into account.

2.3. Hankel operators. Recall that the Hardy space H 2.C˙/ � L2.R/ is defined
as the class of all functions f analytic in C˙ D fz 2 C W ˙Im z > 0g and satisfying
the estimate

sup
y>0

Z
R

jf .x ˙ iy/j2dx < 1:

Let P˙ be the orthogonal projection in L2.R/ onto H 2.C˙/. The explicit formula
for P˙ is

.P˙f /.x/ D � 1

2�i
lim

"!C0

Z
R

f .y/

x � y ˙ i"
dy: (2.8)

For' 2 C0.R/we denote by ' the operator of multiplication by'.x/ inL2.R; dx/
and by H' the Hankel operator in L2.R/ with the symbol ': H' D P�'PC. It
is well-known [12] that the assumption ' 2 C0.R/ implies that H' is compact.
We denote by f	m.'/g1

mD1 the sequence of singular values of H' enumerated in
decreasing order with multiplicities taken into account.

It is easy to check that for '.x/ D 1=.1C x2/ one has

H'f D �1
4
v.x/

Z
R
f .y/v.y/dy; v.x/ D 1p

�

1

x � i : (2.9)

Since kvkL2.R/ D 1 we see that for this choice of ' the singular values of H' are
	1.'/ D 1=4 and 	m.'/ D 0 for all m � 2.
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2.4. Main result. Let ' 2 C0.R/; fix � 2 � (the set� is defined in Proposition 2.2)
and let A.ı/ be as in (1.1). Let us define the set


0.'; �/ D f˙	m.'/jsn.�/ � 1j W n D 1; : : : ; N; m 2 Ng [ f0g: (2.10)

As we will see, this set is the limiting spectrum ofA.ı/ as ı ! 0. The corresponding
eigenvalue counting function is defined as

N0.s/ D #fn D 1; : : : ; N; m 2 N W 	m.'/jsn.�/ � 1j > sg; s > 0: (2.11)

Our main result is the following.

Theorem 2.3. Let Assumption 2.1 hold true; fix ' 2 C0.R/ and � 2 �. Let A.ı/ be
as in (1.1). Then for any s > 0, s … 
0.'; �/, one has

N˙A.ı/.s;1/ ! N0.s/; as ı ! C0: (2.12)

It is easy to translate this statement into the more explicit language of eigenvalues.
We will say that a point � 2 
0.'; �/, � 6D 0, has multiplicity k � 1 in 
0.'; �/ if
� can be represented as ˙	m.'/jsn.�/ � 1j for k distinct choices of n, m. For
� … 
0.'; �/ we set the multiplicity of � to be zero. The multiplicity of � can be
alternatively defined as k D N0.j�j C 0/ �N0.j�j � 0/.
Corollary 2.4. Let � 2 R, � 6D 0 and suppose that the multiplicity of � in 
0.'; �/

is k � 0. Then for any sufficiently small � > 0 there exists ı D ı.�/ such that for all
ı0 2 .0; ı� the operator A.ı0/ has exactly k eigenvalues (counting multiplicities) in
the interval .� � �; � C �/.

Applying Theorem 2.3 to '.x/ D 1=.1 C x2/ and recalling (2.9), we obtain a
particularly simple relation

N˙A.ı/.s;1/ ! #
˚
n D 1; : : : ; N W 1

4
jsn.�/ � 1j > s�; ı ! C0; (2.13)

for all s > 0 such that s 6D 1
4
jsn.�/ � 1j, n 2 N.

Theorem 2.3 is proven in Sections 3 and 4. In Section 3 we introduce a model
operator A0.ı/ (see (3.1)) such that A0.ı/ is unitarily equivalent to A0.1/ for all
ı > 0 and the spectrum of A0.1/ is given by 
0.'; �/. After this, we prove, roughly
speaking, that kA.ı/ � A0.ı/k ! 0 as ı ! C0 (see Lemma 3.2 for the precise
statement); this yields (2.12). The representation (2.7) plays a key role in the proof.

2.5. Applications and extensions. Let H0 D �� in L2.Rd / with d � 1. Appli-
cation of the Fourier transform shows that H0 has a purely absolutely continuous
spectrum Œ0;1/ with multiplicity N D 2 if d D 1 and N D 1 if d � 2.

Let H D H0 C V , where V is the operator of multiplication by a function
V W Rd ! R which is assumed to satisfy

jV.x/j � C.1C jxj/��; � > 1: (2.14)
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ThenAssumption 2.1 is fulfilled on every compact subinterval�of .0;1/. Moreover,
by a well-known argument involving Agmon’s “bootstrap” [1] and Kato’s theorem
[5] on the absence of positive eigenvalues of H , the operator I C T .� C i0/V0 is
invertible for all � > 0 and hence � D int.�/. Thus, Proposition 2.2 implies that
the wave operators W˙.H;H0/ exist and are complete (this result was first obtained
in [6, 9]). The scattering matrix S.�/ is a 2� 2 unitary matrix if d D 1 and a unitary
operator in L2.Sd�1/ if d � 2. (Here Sd�1 is a unit sphere in Rd .) Theorem 2.3
applies to this situation.

Similar applications are possible in situations where the diagonalization ofH0 is
known explicitly. For example, the perturbed Schrödinger operator with a constant
magnetic field in dimension three can be considered.

Next, the construction of this paper can easily be extended to the case of operators
H0, H which are not lower semi-bounded. Here one can follow [15] to define the
sumH0 CV in an appropriate way and to prove thatA.ı/ is compact for ' 2 C0.R/.
The rest of the construction remains the same.

3. Proof of Theorem 2.3

3.1. The model operator. Below we assume without loss of generality that � D 0

and let a > 0 be such that the interval Œ�a; a� belongs to the set �. For ı > 0, let us
define the model operator A0.ı/ in L2.R;N / D L2.R/˝ N by

A0.ı/ D H'ı
˝ .S.0/ � I /CH�

'ı
˝ .S.0/� � I /: (3.1)

By definition, the operator A0.ı/ is self-adjoint. Since both H'ı
and S.0/ � I are

compact, the operator A0.ı/ is also compact.
For ı > 0, let U.ı/ in L2.R;N / be the unitary scaling operator

.U.ı/f /.x/ D ı�1=2f .x=ı/; x 2 R:

It is straightforward to see that

A0.ı/ D U.ı/A0.1/U.ı/
�I (3.2)

in particular, the spectrum and the eigenvalue counting function of A0.ı/ are inde-
pendent of ı.

Lemma 3.1. For all ı > 0, the spectrum of A0.ı/ coincides with the set 
0.'; 0/

defined in (2.10). For any s > 0, s … 
0.'; 0/, one has

N˙A0.ı/.s;1/ D N0.s/;

with N0.s/ defined in (2.11).
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Proof. By (3.2), it suffices to consider the case ı D 1. Let the eigenvalues of S.0/
be sn.0/ D ei�n , 
n 2 Œ0; 2�/, and let ˛n D .
n C �/=2. Using the spectral
decomposition of S.0/, one represents the operator A0.ı/ as the orthogonal sum of
the operators

.sn.0/�1/H' C .sn.0/�1/H�
' D jsn.0/�1j.ei˛nP�'PC Ce�i˛nPC'P�/ (3.3)

in L2.R/. With respect to the orthogonal sum decomposition L2.R/ D H 2.C�/˚
H 2.CC/ we have

ei˛nP�'PC C e�i˛nPC'P� D
�

0 ei˛nP�'PC
e�i˛nPC'P� 0

�
: (3.4)

A simple argument shows that if M is a compact operator with the singular values
f	mg1

mD1, then the spectrum of
�

0 M
M � 0

�
consists of the eigenvalues f˙	mg1

mD1.
Thus, we get that the spectrum of the operator in the r.h.s. of (3.4) consists of the
eigenvalues f˙	m.'/g1

mD1. Combining this with (3.3), we obtain the required state-
ment.

3.2. The strategy of proof. Let …N , …H be the restriction operators:

…N W L2.R;N / ! L2..�a; a/;N / and …H W L2.R;H / ! L2..�a; a/;H /:

Recall that F is defined in Section 2.1 (see (2.2)); we set

Fa D FEH0
.�a; a/ W H ! L2..�a; a/;N /:

Consider the partial isometry

Q W L2.R;N / ! H ; Q D F �
a …N :

It is clear that kQk D 1. In Section 4 we prove

Lemma 3.2. As ı ! C0, one has

kA.ı/ �QA0.ı/Q
�k ! 0; (3.5)

k.Q�Q � I /A0.ı/k ! 0; (3.6)

k.QQ� � I /A.ı/k ! 0: (3.7)

Given Lemma 3.2, it is not difficult to complete the proof of Theorem 2.3.

Proof of Theorem 2.3. 1. First note that from (3.5)–(3.7) it follows that

kA0.ı/ �Q�A.ı/Qk ! 0; ı ! C0: (3.8)

Indeed,

A0.ı/ D .I �Q�Q/A0.ı/CQ�QA0.ı/.I �Q�Q/CQ�QA0.ı/Q
�Q;
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and therefore, using the fact that kQk D 1,

kA0.ı/ �Q�A.ı/Qk � k.I �Q�Q/A0.ı/k C kQ�QA0.ı/.I �Q�Q/k
C kQ�.QA0.ı/Q

� � A.ı//Qk
� 2k.I �Q�Q/A0.ı/k C kQA0.ı/Q

� � A.ı/k ! 0

as ı ! 0.
2. Fix s > 0, s … 
0.'; 0/ and let " 2 .0; s/, " < 1. Using (3.5)–(3.8), let us

choose ı0 > 0 such that for all ı 2 .0; ı0/ we have

k.Q�Q � I /A0.ı/k < s"; k.QQ� � I /A.ı/k < s"; (3.9)

kA0.ı/ �Q�A.ı/Qk < "; kA.ı/ �QA0.ı/Q
�k < ": (3.10)

Let us prove that from (3.9), (3.10) it follows that

NA0.ı/.
s�"
1C"

;1/ � NA.ı/.s;1/; (3.11)

NA.ı/.
s�"
1C"

;1/ � NA0.ı/.s;1/ (3.12)

for all ı 2 .0; ı0/. We prove (3.11); the relation (3.12) is proven in the same way.
Let f 2 RanEA.ı/.s;1/, kf k D 1; then f D A.ı/g, kgk � 1=s. Using (3.9), we
get

k.QQ� � I /f k D k.QQ� � I /A.ı/gk < s"=s D ":

It follows that
j..QQ� � I /f; f /j < ";

or equivalently, ˇ̌kQ�f k2 � 1ˇ̌ < ":
Since " < 1, we obtain kQ�f k 6D 0, and also

kQ�f k2 < 1C ": (3.13)

Further, by the definition of f we have .A.ı/f; f / � s and so, using (3.10), we get

.A0.ı/Q
�f;Q�f / D .A.ı/f; f /C ..QA0.ı/Q

� � A.ı//f; f / > s � ":
Combining this with (3.13), we obtain

.A0.ı/Q
�f;Q�f /

kQ�f k2
>
s � "
1C "

:

Since we have already seen that Q�f 6D 0, we get that Q� maps RanEA.ı/.s;1/

onto a subspace L, dimL D NA.ı/.s;1/ and for all h 2 L we have

.A0.ı/h; h/ >
s � "
1C "

khk2:
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By the min-max principle, we get (3.11).
3. Recall that by Lemma 3.1 the spectrum of A0.ı/ is independent of ı and

coincides with 
0.'; 0/. Since by assumption s … 
0.'; 0/, the interval Œ s�"
1C"

; s�

contains no eigenvalues of A0.ı/ if " is sufficiently small; then the l.h.s. of (3.11)
equals NA0.ı/.s;1/. Thus, (3.11) is equivalent to

NA0.ı/.s;1/ � NA.ı/.s;1/: (3.14)

Let us prove the opposite inequality. Denote s0 D s.1 C "/ C "; then (3.9), (3.10)
hold true with s0 in place of s and therefore (3.12) also holds true with s0 in place of s:

NA.ı/.
s0�"
1C"

;1/ � NA0.ı/.s
0;1/:

This can be rewritten as

NA.ı/.s;1/ � NA0.ı/.s.1C "/C ";1/:

Again, if " is chosen sufficiently small then the r.h.s. in the last inequality equals
NA0.ı/.s;1/. Thus, we getNA.ı/.s;1/ � NA0.ı/.s;1/; combining this with (3.14)
yields

NA.ı/.s;1/ D NA0.ı/.s;1/

for all sufficiently small ı. In the same way, one proves that

N�A.ı/.s;1/ D N�A0.ı/.s;1/

for all s … 
0.'; 0/ and all sufficiently small ı. Thus, we arrive at (2.12).

4. Proof of Lemma 3.2

4.1. Preliminaries. Here we prove the relations (3.5), (3.6) and (3.7). The proof
of (3.6) and (3.7) is very straightforward, while the proof of (3.5) requires more
detailed analysis. We will repeatedly use the following well-known fact. Let Mn be
a sequence of bounded operators such that Mn ! 0 strongly as n ! 1. Then for
any compact operator K, one has kMnKk ! 0 as n ! 1. In particular, if we also
have M �

n ! 0 strongly, then kKMnk D kM �
nK

�k ! 0 as n ! 1.

4.2. The proof of (3.6) and (3.7) . Let us prove (3.6). We have

Q�Q D .F �
a …N /

�F �
a …N D …N

�FaF �
a …N D …N

�…N D �.�a;a/;

where �.�a;a/ is the operator of multiplication by the characteristic function of the
interval .�a; a/ in L2.R;N /. It follows that

k.Q�Q � I /A0.ı/k D k.�.�a;a/ � I /U.ı/A0.1/U.ı/
�k:
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It is straightforward to see that the operator .�.�a;a/ � I /U.ı/ converges to zero
strongly as ı ! C0. Since A0.1/ is a compact operator, we obtain (3.6).

Let us prove (3.7). By the definition of Q, we have

QQ� D F �
a …N…

�
N Fa D F �

a Fa D EH0
.�a; a/:

Thus, we need to prove that

k.EH0
.�a; a/ � I /A.ı/k ! 0; ı ! 0: (4.1)

Let � 2 C.R/ be such that �.x/ D 1 for jxj � a and �.x/ D 0 for jxj � a=2. Clearly,
it suffices to prove that

k�.H0/A.ı/k ! 0; ı ! 0: (4.2)

We have

�.H0/A.ı/ D �.H/'ı.H/ � �.H0/'ı.H0/C .�.H0/ � �.H//'ı.H/: (4.3)

Consider separately the three terms in the r.h.s. of (4.3). Since '.x/ ! 0 as jxj ! 0,
we have k�.H/'ı.H/k ! 0 and k�.H0/'ı.H0/k ! 0 as ı ! C0. Next, denoting
Q�.x/ D 1 � �.x/, we have Q� 2 C0.R/. It follows that the operator

�.H0/ � �.H/ D Q�.H/ � Q�.H0/

is compact. By our assumptions we have 0 2 � (� is defined in Proposition 2.2),
and therefore 0 is not an eigenvalue of H . It follows that 'ı.H/ converges to zero
strongly as ı ! 0. Thus, we get

k'ı.H/.�.H0/ � �.H//k ! 0

as ı ! 0, and therefore the last term in the r.h.s. of (4.3) converges to zero in the
operator norm. Thus, (3.7) is proven.

In the rest of this section, we prove (3.5).

4.3. Notation. Denote Y.z/ D V0.I C T .z/V0/
�1, Im z > 0; by Proposition 2.2,

the limit Y.x C i0/ exists for all x 2 Œ�a; a� and is a Hölder continuous function of
x in the operator norm. Recall that the operators Z.x/, x 2 Œ�a; a�, are defined in
Section 2.1 (see (2.3), (2.4)). Let us define the operators

Z;Z0 W L2.R;H / ! L2.R;N / and Y;Y0 W L2.R;H / ! L2.R;H /

by
.Z0f /.x/ D Z.0/f .x/; .Y0f /.x/ D Y.Ci0/f .x/; x 2 R;

and

.Zf /.x/ D
´
Z.x/f .x/ jxj � a;

0 jxj > a; .Yf /.x/ D
´
Y.x C i0/f .x/ jxj � a;

0 jxj > a:
We will also need the operator valued versions of the Hardy projectionsP˙ (see (2.8)).
Denote by PH ;˙ the operators in L2.R;H / D L2.R/ ˝ H defined by PH ;˙ D
P˙ ˝ IH . Similarly, PN ;˙ are the operators P˙ ˝ IN in L2.R;N / D L2.R/˝ N .
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4.4. Two formulas. Here e give formulas for the operatorQA0.ı/Q
� and the oper-

ator EH0
.�a; a/A.ı/EH0

.�a; a/ in terms of the operators Z;Z0;Y;Y0 introduced
above.

Lemma 4.1. Let ' be compactly supported. Then for all sufficiently small ı > 0, we
have

QA0.ı/Q
� D 4� Im .F �

a …N PN ;�Z0Y0Z�
0'ıPN ;C…�

N Fa/; (4.4)

and

EH0
.�a; a/A.ı/EH0

.�a; a/
D 4� Im .F �

a …N ZPH ;�Y'ıPH ;CZ�…�
N Fa/:

(4.5)

Proof. 1. Let us prove (4.4). By the stationary representation (2.7) for the scattering
matrix, we have

S.0/ D I � 2�iZ.0/Y.Ci0/Z.0/�:
By the definition (3.1) of A0.ı/, we get

A0.ı/ D 2Re .P�'ıPC ˝ .S.0/ � I // D 4� Im .P�'ıPC ˝Z.0/Y.Ci0/Z.0/�/
D 4� Im .PN ;�Z0Y0Z�

0'ıPN ;C/;

and (4.4) follows.
2. We will use the resolvent identity in the form

R.z/ �R0.z/ D �.GR0.z//
�Y.z/GR0.z/; Im z > 0: (4.6)

Let us recall the derivation of (4.6) (see e.g. [17, Section 1.9]). Iterating the usual
resolvent identity, we get

R.z/ �R0.z/ D �R.z/VR0.z/ D �R0.z/VR0.z/CR0.z/VR.z/VR0.z/ (4.7)

D �R0.z/GV0.I �GR.z/GV0/GR0.z/: (4.8)

We also have the identity

.I �GR.z/GV0/.I CGR0.z/GV0/ D I; (4.9)

which can be verified by expanding and using (4.7). Substituting (4.9) into (4.8) and
using the notation Y.z/, we obtain (4.6).

3. Let us prove (4.5). Let ı > 0 be sufficiently small so that supp'ı � Œ�a; a�.
First recall a version of Stone’s formula:

.'ı.H/f; f / D 1

�
lim

"!C0
Im

Z a

�a

.R.x C i"/f; f /'ı.x/dx;
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for any f 2 H . Using this formula, a similar formula for 'ı.H0/ and the resolvent
identity (4.6), we get

.A.ı/f; f / D � 1
�

lim
"!C0

Im
Z a

�a

.Y.xC i"/GR0.xC i"/f;GR0.x� i"/f /'ı.x/dx;

(4.10)
for any f 2 H .

Next, let f 2 RanEH0
.�a; a/ and F D Faf . From (2.5) we obtain for any

Im z 6D 0

GR0.z/f D
Z a

�a

Z.t/�F.t/
t � z dt: (4.11)

Combining (4.10) and (4.11), we obtain

.A.ı/f; f / D 4� lim
"!C0

Im
Z a

�a

dx

Z a

�a

dt

Z a

�a

ds .M.x; t; s/F.t/; F .s//;

M.x; t; s/ D Z.s/
1

2�i

1

s � x � i"Y.x C i"/'ı.x/
�

� 1

2�i

� 1

x � t C i"
Z.t/�:

Recalling formula (2.8) for P˙, we obtain the required identity (4.5).

4.5. Compactness lemma

Lemma 4.2. The operators

L˙ D …N .ZPH ;˙ � PN ;˙Z/…�
H W L2..�a; a/;H / ! L2..�a; a/;N / (4.12)

are compact.

Proof. Clearly, it suffices to prove that for any " > 0 the operator L˙ can be repre-
sented as L˙ D L"̇ C zL"̇ , where L"̇ is compact and kzL"̇ k � ".

1. Let us prove that for any " > 0 one can find an operator valued polyno-
mial Z".x/ with coefficients being finite rank operators from H to N and such that
kZ".x/�Z.x/k � " for all x 2 Œ�a; a�. Let Pn;H be a sequence of orthogonal pro-
jections in H of finite rank which converges strongly to the identity operator IH . Let
Pn;N be a similar sequence for the space N . For each x 2 Œ�a; a�, by compactness
of Z.x/ we have

kZ.x/.Pn;H � IH /k ! 0; k.Pn;N � IN /Z.x/k ! 0;

and therefore, by the compactness of the interval Œ�a; a�, the above convergence holds
true uniformly over x 2 Œ�a; a�. It follows that for a sufficiently large n we have

kPn;NZ.x/Pn;H �Z.x/k � "=2; x 2 Œ�a; a�:
The operatorPn;NZ.x/Pn;H can be thought of as a matrix with respect to some bases
in RanPn;N and RanPn;H ; the elements of this matrix are continuous functions
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in x. By the Weierstrass approximation theorem, the elements of this matrix can
be approximated by polynomials uniformly on Œ�a; a�. This yields the required
approximation Z".x/ of Z.x/.

2. For Z" as above, let us write Z D Z" C zZ", with k zZ".x/k � " for all
x 2 Œ�a; a�. This gives rise to a decomposition L˙ D L"̇ C zL"̇ with

kzL"̇ k D k…N . zZ"PH ;˙ � PN ;˙ zZ"/…
�
H k � 2k zZ"k � 2":

It suffices to prove that L"̇ is compact. The operator L"̇ is an integral operator with
the kernel

L"̇ .x; y/ D � 1

2�i

Z".x/ �Z".y/

x � y :

This is a smooth matrix valued kernel, and therefore L"̇ is compact.

4.6. Proof of (3.5). 1. First let us prove (3.5) for compactly supported '. By (4.1),
it suffices to prove that

kEH0
.�a; a/A.ı/EH0

.�a; a/ �QA0.ı/Q
�k ! 0; ı ! C0: (4.13)

Since ' is compactly supported, we can apply Lemma 4.1 to represent the operators
in (4.13) in terms of Z, Y, etc. Thus, we see that (4.13) will follow from

k…N ZPH ;�Y'ıPH ;CZ�…�
N �…N PN ;�Z0Y0Z�

0'ıPN ;C…�
N k ! 0; (4.14)

ı ! C0: Below we prove (4.14).
2. Note that 'ı converges to zero strongly as ı ! C0. Next, if ı is sufficiently

small so that supp'ı � Œ�a; a�, we have

…N .ZPH ;� � PN ;�Z/'ı D …N .ZPH ;� � PN ;�Z/…�
H…H 'ı D L�…H 'ı;

where L� is defined in (4.12). Thus by Lemma 4.2,

k…N .ZPH ;� � PN ;�Z/'ık ! 0; ı ! C0: (4.15)

Writing a similar relation for LC instead of L� and taking adjoints, one obtains

k'ı.PH ;CZ� � Z�PN ;C/…�
N k ! 0; ı ! C0: (4.16)

Combining (4.15) and (4.16) and using the commutation 'ıY D Y'ı, we obtain

k…N ZPH ;�Y'ıPH ;CZ�…�
N �…N PN ;�ZY'ıZ�PN ;C…�

N k ! 0; (4.17)

ı ! C0: Recall that by Proposition 2.2 the operator Y.x C i0/ is continuous in
x 2 Œ�a; a�. Using this fact and the continuity of Z.x/ in x we get

kZY'ıZ� � Z0Y0'ıZ�
0k ! 0; ı ! C0:
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Combining the last relation with (4.17) and using the commutation 'ıZ0 D Z0'ı,
we arrive at (4.14).

3. It remains to extend (3.5) from compactly supported functions to general
' 2 C0.R/. For ' 2 C0.R/ and any given " > 0 let us approximate ' by a
compactly supported function Q' such that k' � Q'kC.R/ � ". Let zA.ı/, zA0.ı/ be the
operators A.ı/, A0.ı/ corresponding to Q'. Then by steps 1 and 2 above we have
k zA.ı/ � Q zA0.ı/Q

�k ! 0 as ı ! C0. Next, directly from the definition of A.ı/
and A0.ı/ we obtain

kA.ı/ � zA.ı/k � 2k' � Q'kC.R/ � 2";

kA0.ı/ � zA0.ı/k � 4k' � Q'kC.R/ � 4":

It follows that
lim sup
ı!C0

kA.ı/ �QA0.ı/Q
�k � 6":

Since " > 0 is arbitrary, we get (3.5).
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