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Abstract. We consider an integer lattice quasiperiodic Schrödinger operator. �e under-

lying dynamics is either the skew-shift or the multi-frequency shift by a Diophantine fre-

quency. We assume that the potential function belongs to a Gevrey class on the multi-

dimensional torus. Moreover, we assume that the potential function satis�es a generic

transversality condition, which we show to imply a Łojasiewicz type inequality for smooth

functions of several variables. Under these assumptions and for large coupling constant, we

prove that the associated Lyapunov exponent is positive for all energies, and continuous as

a function of energy, with a certain modulus of continuity. Moreover, in the large coupling

constant regime and for an asymptotically large frequency - phase set, we prove that the

operator satis�es Anderson localization.
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1. De�nitions, notations, statement of main results

In this paper we study the one-dimensional lattice quasiperiodic Schrödinger op-

erator H.x/ acting on l2.Z/ by

ŒH.x/  �n WD � nC1 �  n�1 C � v.Tnx/ n (1.1)

where, in equation (1.1),

x D .x1; x2/ 2 T
2 is a parameter that introduces some randomness into the

system;

� is a real number called the disorder of the system;

v.x/ is a real valued function on T
2 D .R=Z/2, that is, a real valued 1-

periodic function in each variable;

T is a speci�c ergodic transformation on T
2, and Tn is its nth iteration.

Some of the questions of interest regarding this, or other related operators, are

the spectral types (pure point, absolutely continuous, singularly continuous), the

topological structure of the spectrum, the rate of decay of the eigenfunctions, the

positivity and regularity of the Lyapunov exponent, the regularity of the integrated

density of states.

Due to the ergodicity of the transformation T, the spectrum and the spectral

types of the Hamiltonian system ŒH.x/�x2T2 de�ned by (1.1) are not random - that

is, they are independent of x almost surely (see [9]).

A stronger property than pure point spectrum is Anderson localization, which

for the physical model indicates an insulating behavior, while a purely absolutely

continuous spectrum indicates metallic (conductive) behavior.

Let us describe these concepts more formally.

De�nition 1.1. An operator satis�es Anderson localization (AL) if it has pure

point spectrum with exponentially decaying eigenfunctions.

Consider now the Schrödinger equation

H.x/ D E ; (1.2)

for  D Œ n�n2Z � R and E 2 R.

Due to Schnol–Simon’s theorem (see [9]), to prove AL it is enough to show that

every extended state is exponentially decaying. In other words, if  is a formal

solution to the Schrödinger equation (1.2) and if  grows at most polynomially

j nj . jnj then  decays exponentially: j nj . e�cjnj.
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�e Schrödinger equation (1.2) is a second order �nite di�erences equation,

� nC1 �  n�1 C � v.Tnx/ n D E  n;

which becomes h nC1

 n

i
D MN .x; E/

h 1

 0

i
;

where

MN .x; E/ D MN .x; �; E/ WD

1Y

j DN

h�v.Tj x/ �E �1

1 0

i

is called the transfer (or fundamental) matrix of (1.1).

De�ne further the function

LN .x; E/ D LN .x; �; E/ WD
1

N
log kMN .x; E/k

and its mean

LN .E/ D LN .�; E/ WD

Z

T2

1

N
log kMN .x; E/k dx

Due to sub-additivity, the sequence LN .E/ converges.

De�nition 1.2. �e limit

L.E/ WD lim
N !1

LN .E/

is called the Lyapunov exponent of (1.1) and it measures the average exponential

growth of the transfer matrices.

Ergodicity in fact implies that for a.e. x 2 T
2,

L.E/ WD lim
N !1

1

N
log kMN .x; E/k: (1.3)

Note that since the transfer matrices have determinant 1, the Lyapunov ex-

ponent is always nonnegative. An important question is whether it is in fact (uni-

formly) bounded away from 0. �is would imply, due to Kotani’s theorem, absence

of absolutely continuous spectrum, and it would represent a strong indication for

pure point spectrum. �is is also usually the assumption under which strong con-

tinuity properties hold and an analysis of the topological structure of the spectrum

is more feasible.
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In this paper we prove Anderson localization and positivity and continuity of

the Lyapunov exponent for large coupling constant, for certain ergodic transfor-

mations T on T
2 and under certain regularity and transversality conditions on the

potential function v.x/. While all of our results are stated and proven for the two-

dimensional torus T
2, their analogues on the higher dimensional torus hold as

well.

We describe the assumptions on the transformation and on the potential func-

tion.

We start with some notations: for a multi-index m D .m1; m2/ 2 Z
2, we write

jmj WD jm1j C jm2j and if m D .m1; m2/ 2 N2, then mŠ WD m1Š �m2Š. Moreover,

for ˛ D .˛1; ˛2/ and m D .m1; m2/ 2 N
2, we write ˛ � m when ˛1 � m1 and

˛2 � m2.

�roughout this paper, the transformation T W T2 ! T
2 will represent

either the skew-shift

S! .x1; x2/ WD .x1 C x2; x2 C !/; (1.4)

where ! 2 T is irrational and its nth iteration is given by

Sn
! .x1; x2/ D

�
x1 C nx2 C

n.n � 1/

2
!; x2 C n!

�
; (1.5)

or the multi-frequency shift

T! .x1; x2/ WD .x1 C !1; x2 C !2/; (1.6)

where ! D .!1; !2/ 2 T
2 and !1; !2 are rationally independent and its nth

iteration is given by

Tn
! .x/ D x C n! D .x1 C n!1; x2 C n!2/: (1.7)

�e irrationality/rational independence of the frequency ensures that the cor-

responding transformation is ergodic. However, we need to make a quantitative

assumption on this rational independence, for reasons that will be described later.

We say that the frequency ! 2 T satis�es a Diophantine condition DC� for

some � > 0 if

dist .l!;Z/ DW kl !k > � �
1

jl jŒlog.1C jl j/�2
; for all l 2 Z: n ¹0º: (1.8)
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We say that the (multi)frequency ! 2 T
2 satis�es a Diophantine condition

DC� for some � > 0 and a �xed constant A > 2, if

kl � !k WD kl1 !1 C l2 !2k > � �
1

jl jA
; for all l 2 Z

2 n ¹.0; 0/º: (1.9)

Note that the set of frequencies which satisfy either (1.8) or (1.9) has measure

1 � O.�/, hence almost every frequency satis�es such a Diophantine condition

DC� for some � > 0.

When necessary, to emphasize the dependence of the operator on the fre-

quency, we will use the notation H!.x/ or H!.x/ respectively.

Now we describe the assumptions on the potential function v.x/.

We say that a C1 function v.x/ on T
2 belongs to the Gevrey class Gs.T2/

for some s > 1 if its partial derivatives have the following bounds:

sup
x2T2

j@m v.x/j � MK jmj.mŠ/s; for all m 2 N
2; (1.10)

for some constantsM; K > 0.

�is condition is equivalent (see the exercises from Chapter IV in [15]) to the

following exponential-type decay of the Fourier coe�cients of v:

j Ov.l/j � Me��jl j1=s

for all l 2 Z
2 (1.11)

for some constantsM; � > 0; where

v.x/ D
X

l2Z2

Ov.l/ e2�i l �x:

Note from (1.10) or (1.11) with s D 1 that the Gevrey class G1.T2/ is the class

of real analytic functions on T
2.

Note also that s1 < s2 H) Gs1.T2/ � Gs2.T2/, so the greater the order of

the Gevrey class, the larger the class.

�e Gevrey-class of any order s > 1 is an intermediate Carleman class of

functions between analytic functions and C1 functions. �ey are not, however,

quasi-analytic (one can easily construct examples or use a general test for quasi-

analyticity of Carleman classes, as in Chapter V.2 in [15]).
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We will then impose on our potential function v the following generic transver-

sality condition (TC).

We say that a function v.x/ is transversal if v is not �at at any point:

for any x 2 T
2 there is m 2 N

2; jmj ¤ 0 such that @m v.x/ ¤ 0: (1.12)

Non-constant analytic functions automatically satisfy (1.12). A Schrödinger

operator with potential given by a function which satis�es the Gevrey regularity

condition (1.10) and the transversality condition (1.12) is a natural extension of

the non constant analytic case considered in [5] and [6].

We are ready to formulate the main result of this paper.

�eorem 1.1. Consider the Schrödinger operator (1.1) on l2.Z/,

ŒH.x/  �n WD � nC1 �  n�1 C � v.Tnx/ n;

where the transformation T is either the skew-shift (1.4) or the multi-frequency

shift (1.6). Assume that for some � > 0 the underlying frequency satis�es the

Diophantine condition DC� described in (1.8) or (1.9) respectively.

Assume moreover that the potential function v.x/ belongs to a Gevrey class

Gs.T2/ and that it is transversal as in (1.12).

�ere is �0 D �0.v; �/ such that the following hold.

If j�j � �0; the Lyapunov exponent is positive for all energies E 2 R:

L.E/ �
1

4
log j�j > 0: (1.13)

If j�j � �0; the Lyapunov exponent L.E/ is a continuous functions of the

energy E, with modulus of continuity on any compact interval E at least,

h.t/ D C e�cj log t j�; (1.14)

where C D C.E; �; v; �; s/ and c, � are some positive absolute constants.

Let T D S! be the skew-shift. For every � with j�j � �0, there is an excep-

tional set B D B� � T
3, with mesB < �, such that for all .!; x/ … B, the

operatorH!.x/ satis�es Anderson localization.

Let T D T! be the multi-frequency shift. Fix x0 2 T
2 and � with j�j �

�0. �en for a.e. multi-frequency ! 2 DC� , the operator H!.x0/ satis�es

Anderson localization.
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2. Summary of related results, general strategy

�e results in this paper extend the ones in [6] and [5] (see also J. Bourgain’s

monograph [4]) from non-constant real analytic potential functions, to the more

general class of Gevrey potential functions satisfying a transversality condition.

�ey also mirror similar results obtained for the one-frequency shift model on the

torus T (see [16]).

It should be noted, however, that unlike the one or multi-frequency shift, the

skew-shift, due to its weekly mixing properties, is expected to behave more like

the random model (presumably regardless of the regularity of the potential). In

other words, for the skew-shift, these results are expected to be independent of the

size of the disorder �. Hence one expects that if � ¤ 0, the Lyapunov exponent is

positive and Anderson localization holds for all energies. Moreover, one expects

no gaps in the spectrum (unlike in the one-frequency shift case, when the spectrum

is a Cantor set) - see the comments at the end of Chapter 15 in [4]. Some results

on these very challenging problems have been obtained in [2], [3], [18], and [19].

Localization results for these types of operators de�ned by skew-shift dynam-

ics have applications to quantum chaos problems. More speci�cally, they imply

existence of almost periodic solutions to the quantum kicked rotator equation.

However, one has to establish (dynamical) localization for a more general, long

range operator, one where the discrete Laplacian is replaced by a Toeplitz operator

with fast o�-diagonal decay of its monodromy matrix entries. �is was already

established for analytic potential functions (see Chapter 15 and 16 in [4]), but we

will not address this problem for Gevrey potential functions in this paper.

Most of the results on localization for discrete quasiperiodic Schrödinger op-

erators (with either shift or skew-shift dynamics) have been obtained under the

assumption that the potential function is the cosine function, or a trigonometric

polynomial or a real analytic and non-constant function (see J. Bourgain’s mono-

graph [4]).

Assuming Gevrey regularity and a transversality condition, there are localiza-

tion results for the shift model that closely resemble the ones in the analytic case

(see [11], [16]). It should be noted, however, that they are usually perturbative and

that more subtle results regarding �ne continuity properties of the integrated den-

sity of states (as in [12], [13]) or the topological structure of the spectrum (as in

[14]) are not available in this context.

For potential functions that are more general than Gevrey, namely C ˛ , the

results available now (on localization and positivity of the Lyapunov exponent)

require that a(n asymptotically small relative to the size � of the disorder but)
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positive set of energies be excluded or that the potential function be replaced by

some generic variations of itself (see [1], [7], [8]).

To prove �eorem 1.1 we will follow the same strategy used in [16] for the

single frequency shift model: at each scale, substitute the potential function by

an appropriate polynomial approximation (see Section 3). �is in turn will allow

the use of subharmonic functions techniques (see Section 4) developed in [5], [6],

[4]. An additional challenge is describing the transversality condition (1.12) for

multi-variable smooth functions in a quantitative way. We derive (see Section 5)

a Łojasiewicz type inequality for such functions, of the kind previously available

for non-constant trigonometric polynomials (see [17], [10]) or analytic functions

(see [21], [12]).

�e main technical result of this paper, from which all statements in �eo-

rem 1.1 follow, is a large deviation theorem (LDT) for logarithmic averages of

transfer matrices (see Section 6).

According to (1.3), due to ergodicity, for a.e. x 2 T
2,

1

N
log kMN .x; E/k ! L.E/ as N ! 1:

�e LDT provides a quantitative version of this convergence:

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N

log kMN .x; E/k � LN .E/
ˇ̌
ˇ > �

i
< ı.N; �/; (2.1)

where � D o.1/ and ı.N; �/ ! 0 as N ! 1

�e size of the deviation � and the measure of the exceptional set ı.N; �/ are

very important. �e sharpest such estimate (see �eorem 7.1 in [12]), available

for the single-frequency shift model with analytic potential, holds for any � > 0

and exponentially small measure ı.N; �/ � e�cıN , thus morally matching the

large deviation estimates for random variables that these deterministic quantities

mimic here. Having such sharp estimates leads to a sharper modulus of continuity

of the Lyapunov exponent (see [12]).

For the multi-frequency shift and the skew-shift models, even with analytic

potentials, the available estimates are not as sharp. In this paper, for Gevrey po-

tential functions, we will get � � N�� and ı � e�N �
for some absolute constants

�; � 2 .0; 1/.

Following the approach in [4], [6], a large deviation estimate like (2.1) will al-

low us to obtain a lower (positive) bound and continuity of the Lyapunov exponent,

once these properties are established at an initial scaleN0 for LN0
.E/. It will also

allow us (the reader will be referred to [4], [6] for details) to establish estimates on
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the Green’s functions associated with the operator (1.1), more speci�cally the fact

that double resonances for Green’s functions occur with small probability, which

leads to Anderson localization.

Most of the paper will then be devoted to proving a LDT like (2.1):

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N

log kMN .x; E/k � LN .E/
ˇ̌
ˇ > N��

i
< e�N �

(2.2)

through an inductive process on the scale N .

�e base step of the inductive process for proving the LDT (2.2) is based ex-

clusively on the transversality condition (1.12) on the potential, and on choosing

a su�ciently large disorder �. �e latter is what makes this approach perturba-

tive (and, in the case of the skew-shift model, wasteful, since it does not exploit

the weakly-mixing properties of its dynamics). �e former implies a Łojasiewicz

type inequality, which we prove using a quantitative form of the implicit function

theorem.

In the inductive step we use the regularity of the potential function v.x/ and

the arithmetic properties of the frequency. �e regularity of v.x/ allows us to

approximate it e�ciently by trigonometric polynomials vN .x/ at each scale N;

and to use these approximants in place of v.x/ to get analytic substitutes �MN .x/

for the transfer matrices MN .x/. �eir corresponding logarithmic averages will

be subharmonic in each variable which will allow us to employ the subharmonic

functions techniques developed in [4], [5], [6].

�e main technical di�culty with this approach, and what restricts it to Gevrey

(instead of say, C ˛) potential functions, is that the holomorphic extensions of the

transfer matrix substitutes �MN .x/ will have to be restricted to domains of size

� N�ı for some ı > 0. In other words, the estimates will not be uniform in N ,

and this decreasing width of the domain of holomorphicity will have to be over-

powered. �is will not be possible for a C ˛ potential function because its trigono-

metric polynomial approximation is less e�cient, so the width of holomorphicity

in this case will decrease too fast (exponentially fast).

3. Description of the approximation process

Let v 2 Gs.T2/ be a Gevrey potential function. �en

v.x/ D
X

l2Z2

Ov.l/e2�i l �x; (3.1)
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where for some constantsM; � > 0; its Fourier coe�cients have the decay:

j Ov.l/j � Me��jl j1=s

; for all l 2 Z
2: (3.2)

We will compare the logarithmic averages of the transfer matrix

LN .x; E/ D
1

N
log kMN .x; E/k dx

D
1

N
log





1Y

j DN

h �v.Tj x/ �E �1

1 0

i


;
(3.3)

with their means

LN .E/ D

Z

T2

LN .x; E/ dx: (3.4)

To be able to use subharmonic functions techniques, we will have to approx-

imate the potential function v.x/ by trigonometric polynomials vN .x/ and sub-

stitute v by vN into (3.3). At each scale N we will have a di�erent approximant

vN chosen in such a way that the “transfer matrix substitute” would be close to

the original transfer matrix. �e approximant vN will then have to di�er from v

by a very small error - (super)exponentially small in N . �at, in turn, will make

the degree deg vN DW zN of this polynomial very large - based on the rate of de-

cay (1.11) of the Fourier coe�cients of v, zN should be a power of N , dependent

on the Gevrey class s.

�e trigonometric polynomial vN .x/ has an extension vN .z/, z D .z1; z2/,

which is separately holomorphic on the whole complex plane in each variable. We

have to restrict vN .z/ in each variable to a narrow strip (or annulus, if we identify

the torus T with R=Z) of width �N , where �N � .deg vN /
�1 � zN�1 � N�� ,

for some power � > 0. �is is needed in order to get a uniform in N bound on

the extension vN .z/. Moreover, in the case of the skew-shift, this is also needed

because its dynamics expands in the imaginary direction, and in this case, the

width of holomorphicity in the second variable will have to be smaller than in the

�rst by a factor of � 1
N

.

�e fact that the “substitutes” vN .x/ have di�erent, smaller and smaller widths

of holomorphicity creates signi�cant technical problems compared to the case

when v.x/ is a real analytic function. It also makes this approach fail when the

rate of decay of the Fourier coe�cients of the potential function v.x/ is slower.

�erefore, we have to �nd the optimal “error vs. degree” approximations of

v.x/ by trigonometric polynomials vN .x/. Here are the formal calculations.
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For every positive integer N , consider the truncation

vN .x/ WD
X

jl j� zN

Ov.l/ e2�i l �x; (3.5)

where zN D deg vN will be determined later.

Since vN .x1; x2/ is in each variable a 1-periodic, real analytic function on R, it

can be extended to a separately in each variable 1-periodic holomorphic function

on C,

vN .z/ WD
X

jl j� zN

Ov.l/e2�i l �z : (3.6)

To ensure the uniform boundedness in N of vN .z1; z2/ we have to restrict

vN .z1; z2/ to the annulus/strip Œj=zj < �1;N � � Œj=zj < �1;N �, where

�1;N WD
�

2
zN�1C1=s:

Indeed, if z1 D x1 C iy1, z1 D x1 C iy1 and jy1j; jy2j < �1;N , then

jvN .z1; z2/j D
ˇ̌
ˇ

X

jl j� zN

Ov.l/e2�i l �z
ˇ̌
ˇ

�
X

jl j� zN

j Ov.l/je�2� l �y

� M
X

jl j� zN

e��jl j1=s

ejl1jjy1jCjl2jjy2j

� M
X

jl j� zN

e��jl j1=s

ejl j�1;N

� M
X

jl j� zN

e��jl j1=s

� ejl j�=2 jl j�1C1=s

D M
X

jl j� zN

e� �
2

jl j1=s

� M
X

l2Z2

e� �
2

jl j1=s

DW B < 1;

where B is a constant which depends on v (not on the scale N ) and we have used

jy1j; jy2j < �1;N D �
2

zN�1C1=s � �
2
jl j�1C1=s for jl j � zN , since s > 1.

We also clearly have jv.x/ � vN .x/j . e�� zN 1=s

for all x 2 T
2.
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We will need, as mentioned above, super-exponentially small error in how

vN .x/ approximates v.x/, otherwise the error would propagate and the transfer

matrix substitutes will not be close to the original transfer matrices. Hence zN

should be chosen such that say e�� zN 1=s
� e��N 2

: So if zN WD N 2s , then the

width of the holomorphic (in each variable) extension vN .z/ will be �1;N D
�
2
N 2s.�1C 1

s
/ D �

2
N�2.s�1/ DW �

2
N�ı , where ı WD 2 .s � 1/ > 0.

We conclude: for every integer N � 1, we have a function vN .x/ on T2 such

that

jv.x/ � vN .x/j < e
��N 2

(3.7)

and vN .x/ has a 1-periodic separately holomorphic extension vN .z/ to the strip

Œj=zj < �1;N � � Œj=zj < �1;N �, where �1;N D �
2
N�ı , for which

jvN .z/j � B: (3.8)

�e positive constants �, B , ı above depend only on v (not on the scale N ). �e

constant ı depends on the Gevrey class of v: ı WD 2.s � 1/ so it is �xed but

presumably very large.

We now substitute these approximants vN .x/ for v.x/ in the de�nition of the

transfer matrix MN .x/.

Let

A.x; E/ WD
h�v.x/ �E �1

1 0

i

be the cocycle that de�nes the transfer matrix MN .x/.

Consider then

zAN .x; E/ WD
h�vN .x/ �E �1

1 0

i
;

which leads to the transfer matrix substitutes

�MN .x; E/ WD

1Y

j DN

zAN .T
jx; E/:

To show that the substitutes are close to the original matrices, we use Trotter’s

formula. �is is a wasteful approach, and clearly in part responsible for our inabil-

ity to apply these methods beyond Gevrey functions. �ere are other, much more
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subtle reasons for why this approach is limited to this class of functions:

MN .x/ � �MN .x/

D

NX

j D1

A.TNx/ : : :A.Tj C1x/ ŒA.Tjx/ � zAN .T
jx/� zAN .T

j �1x/ : : :

zAN .Tx/A.T
jx/ � zAN .T

jx/

D

"
�v.Tjx/ � �vN .T

jx/ 0

0 0

#
;

so

kA.Tjx/ � zAN .T
jx/k � j�j sup

y2T2

jv.y/ � vN .y/j < j�j e��N 2

:

Since supx2T2 jv.x/j � B , the spectrum of the operator H.x/ is contained

in the interval Œ�2 � j�jB; 2 C j�jB �. Hence it is enough to consider only the

energies E such that jEj � 2C j�jB . We then have

kA.Tjx/k D




h �v.Tjx/ �E �1

1 0

i


 � j�jB C jEj C 2 � 2j�jB C 4 � eS.�/

and

k zAN .T
jx/k �





h �vN .T

jx/ �E �1

1 0

i


 � j�jB C jEj C 2 � eS.�/

�erefore,

kA.Tjx/k; k zAN .T
jx/k � eS.�/ (3.9)

where S.�/ � log j�j is a scaling factor that depends only on the (assumed large)

disorder � and on v (the constants inherent in � depend on the number B D B.v/

which also determines the range of spectral values E).

We then have

kMN .x; E/ � �MN .x; E/k �

NX

j D1

eS.�/ : : : eS.�/ j�j e��N 2

eS.�/ : : : eS.�/

� eNS.�/��N 2

� e� �
2

N 2

;

provided N & S.�/.

Hence uniformly in x 2 T
2 we get

kMN .x; E/ � �MN .x; E/k � e� �
2

N 2

; (3.10)
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provided we choose

N & S.�/: (3.11)

which means roughly that � has to be at most exponential in the scale N .

We are now going to turn our attention to the logarithmic averages of the trans-

fer matrices.

Since detMN .x/ D 1 and det �MN .x/ D 1, we have that kMN .x/k � 1 and

k �MN .x/k � 1. �us, for all N & S.�/ and for every x 2 T
2,

j
1

N
log kMN .x/k �

1

N
log k �MN .x/kj �

1

N
kMN .x/ � �MN .x/k < e

� �
2

N 2

.

Recall the notation

LN .x; E/ D
1

N
log kMN .x; E/k dx; (3.12)

and de�ne its substitute

uN .x; E/ WD
1

N
log k �MN .x/k: (3.13)

�erefore, uniformly in x 2 T
2 and in the energy E,

jLN .x; E/ � uN .x; E/j < e
� �

2
N 2

;

and by averaging in x,

jLN .E/ � huN .E/ij < e
�

�
2

N 2

;

where

LN .E/ WD

Z

T2

LN .x; E/ dx;

and for any function u.x/,

hui WD

Z

T2

u.x/ dx:

�e advantage of the substitutesuN .x/ is that they extend to pluri-subharmonic

functions in a neighborhood of the torus T2, as explained below.

For the skew-shift transformation T D S! we consider the strip

A�
N

WD Œj=zj < �1;N � � Œj=zj < �2;N �;
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where �1;N D �
4
N�ı and �2;N WD

�1;N

2N
D �

4
N�ı�1

We have to reduce the size of the strip in the second variable to account for the

fact that the skew-shift expands in the imaginary direction. Our approximation

method required a reduction in the size of the holomorphicity strip at each scale,

and this additional reduction will be comparatively harmless.

If we extend the map S! from T
2 D .R=Z/2 to C

2, by

S!.z1; z2/ D .z1 C z2; z2 C !/

we get as in (1.5) that

Sn
!.z1; z2/ D

�
z1 C nz2 C

n.n � 1/

2
!; z2 C n!

�
;

�en if .z1; z2/ 2 A�
N

and if we perform n � N iterations,

ˇ̌
ˇ=.z1 C nz2 C

n.n � 1/

2
!/

ˇ̌
ˇ D j=.z1 C nz2/j D jy1 C ny2j <

�

2
N�ı : (3.14)

�e matrix function

zAN .x/ D
h�vN .x/ �E �1

1 0

i

extends to a 1-periodic, separately in each variable holomorphic matrix valued

function,

zAN .z/ WD
h �vN .z/ �E �1

1 0

i
:

Using (3.8) and the de�nition of the scaling factor S.�/, we have that on the

strip A�
N

the matrix valued function zAN .z/ is uniformly in N bounded by eS.�/.

Combining this with (3.14), the transfer matrix substitutes extend on the same strip

to separately holomorphic matrix valued functions

�MN .z; E/ WD

1Y

j DN

zAN .S
j
! z; E/

such that, for all z 2 A�
N

and for all energies E,

k �MN .z; E/k � eNS.�/:
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�erefore,

uN .z/ WD
1

N
log k �MN .z/k

is a pluri-subharmonic function on the strip A�
N

, and for any z in this strip,

juN .z/j � S.�/:

�e same argument applies to the multifrequency shift T D T! . �e extension

of this dynamics to the complex plane

T!.z1; z2/ D .z1 C !1; z2 C !2/

does not expand in the imaginary direction, so there is no need to decrease the

width of the strip in the second variable as in the case of the skew-shift. How-

ever, for convenience of notations, we will choose the same strip A�
N

for both

transformations.

We can now summarize all of the above into the following.

Lemma 3.1. For �xed parameters �;E, for a �xed transformation T D S! or

T D T! and for ı D 2.s � 1/, at every scale N we have a 1-periodic function

uN .x/ WD
1

N
log k �MN .x/k

which extends to a pluri-subharmonic function uN .z/ on the strip

A�
N

D Œj=zj < �1;N � � Œj=zj < �2;N �;

where �1;N � N�ı , �2;N � N�ı�1 so that

juN .z/j � S.�/ for all z 2 A�
N
: (3.15)

Note that the bound (3.15) is uniform in N .

Moreover, if N & S.�/, then the logarithmic averages of the transfer matrices

MN .x/ are well approximated by their substitutes uN .x/,

ˇ̌
ˇ 1
N

log kMN .x/k � uN .x/
ˇ̌
ˇ . e�N 2

(3.16)

and

jLN � huN ij . e�N 2

: (3.17)
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All the inherent constants in the above (and future) estimates are either uni-

versal or depend only on v (and not on the scale N ) so they can be ignored. �e

estimates above are independent of the variable x, the parameters �;E and the

transformation T.

�is s a crucial technical result in our paper, which will allow us to use subhar-

monic functions techniques as in [4], [6] for the functions uN , and then transfer

the relevant estimates to the rougher functions they substitute.

�e logarithmic averages of the transfer matrix have an almost invariance (un-

der the dynamics) property.

Lemma 3.2. For all x 2 T
2; for all parameters�;E and for all transformations T,

ˇ̌
ˇ 1
N

log kMN .x/k �
1

N
log kMN .T x/k

ˇ̌
ˇ .

S.�/

N
: (3.18)

Proof.

ˇ̌
ˇ 1
N

log kMN .x/k �
1

N
log kMN .T x/k

ˇ̌
ˇ

D

ˇ̌
ˇ̌ 1
N

log
kMN .x/k

kMN .T x/k

ˇ̌
ˇ̌

D

ˇ̌
ˇ̌ 1
N

log
kA.TNx/ � : : : � A.T2x/ � A.T x/k

kA.TN C1x/ � A.TNx/ � : : : � A.T2x/k

ˇ̌
ˇ̌

�
1

N
logŒ k.A.TN C1x//�1k � kA.T x/k �

.
S.�/

N
;

where the last bound is due to (3.9). �e inequality (3.18) then follows.

4. Averages of shifts of pluri-subharmonic functions

One of the main ingredients in the proof of the LDT (2.2) is an estimate on aver-

ages of shifts of pluri-subharmonic functions. �ese averages are shown to con-

verge in a quantitative way to the mean of the function. �e result holds for both

the skew-shift and the multi-frequency shift.

For the skew-shift, the result was proven in [6] (see Lemma 2.6 there). We will

reproduce here the scaled version of that result, the one that takes into account

the size of the domain of subharmonicity and the sup norm of the function. �e
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reader can verify, by following the details of the proof in [6], that this is indeed

the correct scaled version. For the multi-frequency shift, the result is essentially

contained within the proof of �eorem 5.5 in [4], but for completeness, we will

include here the details of its proof.

Proposition 4.1. Let u.x/ be a real valued function on T
2, that extends to a pluri-

subharmonic function u.z/ on a strip A� D Œj=z1j < �1� � Œj=z2j < �2�. Let

� D min¹�1; �2º. Let T be either the skew-shift or the multi-frequency shift on

T
2, where the underlying frequency satis�es the DC� described in (1.8) or (1.9)

respectively. Assume that

sup
z2A�

ju.z/j � S:

�en for some explicit constants �0; �0 > 0, and for n � n.�/,

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
n

n�1X

j D0

u.Tjx/ � hui
ˇ̌
ˇ >

S

�
n��0

i
< e�n�0

: (4.1)

Here is how this estimate can be understood. Given the ergodicity of the trans-

formation T for irrational (or rationally independent) frequencies, on the long run,

the orbits Tjx of most points x will tend to be fairly well distributed throughout

the torus T2 (see the picture below).

(a) Iterations of the skew-shift (b) Iterations of the multifrequency shift

Figure 1
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�e average 1
n

Pn�1
j D0 u.T

jx/will then resemble a Riemann sum of the function

u.x/ and as such, it will approach the integral hui.

Moreover, a quantitative description of the irrationality (or rational indepen-

dence) of the frequency in the form of a Diophantine condition like (1.8), (1.9),

should lead to a quantitative description of the convergence of the average sum to

the integral hui.

To prove this quantitative convergence result, we consider the Fourier expan-

sion of the function u.x/ and apply it to the average sums. �is leads to a con-

volution of u.x/ with a Fejér-type kernel. It is crucial to have estimates on the

Fourier coe�cients of the function u, and they are obtained via Riesz’ representa-

tion theorem for subharmonic functions (see Corollary 4.1. in [4]). Since u.z1; z2/

is pluri-subharmonic, the scaled version of Corollary 4.1. in [4] implies

sup
x22T

j Ou.l1; x2/j .
S

�1

�
1

jl1j
and sup

x12T

j Ou.x1; l2/j .
S

�2

�
1

jl2j
: (4.2)

�e estimates (4.2) imply (small) upper bounds on the L2 - norm of the part

of the Fourier expansion for which at least one of the indices l1 and l2 is large.

�e di�cult part is when both indices l1 and l2 are small, in which case we use

the Diophantine condition on the frequency to estimate the resulting exponential

sums.

In the case of the skew shift dynamics (1.5), the resulting exponential sums are

quadratic, and they are estimated using Weyl’s method (see [6] for the details of

the proof). We will now present the details of the proof for the multi-frequency

shift case T x D T! x WD x C !.

Proof. Expand u.x/ into a Fourier series

u.x/ D hui C
X

l2Z2

l¤.0;0/

Ou.l/ � e2�i l �x:

�en the averages of shifts have the form

1

n

n�1X

j D0

u.Tjx/ D
1

n

n�1X

j D0

u.x C j!/

D hui C
X

l2Z2

l¤.0;0/

Ou.l/ � e2�i l �x �
�1
n

n�1X

j D0

e2�i j l �!
�

D hui C
X

l2Z2

l¤.0;0/

Ou.l/ � e2�i l �x �Kn.l � !/;
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where we denoted by Kn.t / the Fejér kernel

Kn.t / D
1

n

n�1X

j D0

e2�i jt D
1

n

1� e2�i nt

1 � e2�i t
;

which clearly has the bound

jKn.t /j � min
°
1;

1

nktk

±
: (4.3)

We then have

k
1

n

n�1X

j D0

u.x C j!/ � huik2
L2.T2/

D
X

l2Z2

l¤.0;0/

j Ou.l/j2 � jKn.l � !/j2

D
X

1�jl j<K

j Ou.l/j2 � jKn.l � !/j2 C
X

jl j�K

j Ou.l/j2 � jKn.l � !/j2:

We will estimate the second sum above using the bounds (4.2) on the Fourier

coe�cients of u.x/ and the �rst sum using the DC (1.9) on the frequency !. �e

splitting point K will be chosen to optimize the sum of these estimates.

Clearly (4.2) implies

X

l22Z

j Ou.l1; l2/j
2 D k Ou.l1; x2/k

2

L2
x2

.T/
.

� S
�1

1

jl1j

�2

�
�S
�

�2 1

jl1j2

and X

l12Z

j Ou.l1; l2/j
2 D k Ou.x1; l2/k

2

L2
x1

.T/
.

� S
�2

1

jl2j

�2

�
�S
�

�2 1

jl2j2
:

�en,

X

jl j�K

j Ou.l/j2 � jKn.l � !/j2 �
X

jl j�K

j Ou.l/j2

�
X

l W jl1j�K=2

j Ou.l/j2 C
X

l W jl2j�K=2

j Ou.l/j2

.

�S
�

�2 1

K
:
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Estimate (4.2) clearly implies

j Ou.l/j .
S

�

1

jl j
:

�en using the DC (1.9) on ! and (4.3), we obtain

X

1�jl j<K

j Ou.l/j2 � jKn.l � !/j2 �
�S
�

�2 X

1�jl j<K

1

jl j2
�

1

n2 kl � !k2

�
�S
�

�2 X

1�jl j<K

1

jl j2
�

jl j2A

n2 �2

.

�S
�

�2 K2A

n2�2
:

We conclude

k
1

n

n�1X

j D0

u.x C j!/ � huikL2.T2/ �
S

�

� 1

K1=2
C
KA

n�

�
�
S

�
n�a

for some positive constant a that depends on A and for n large enough depending

on A and �.

Using Chebyshev’s inequality, the above estimate implies

mes
h
x 2 T

2 W
ˇ̌
ˇ1
n

n�1X

j D0

u.x C j!/ � hui
ˇ̌
ˇ >

S

�
n�a=3

i
< n�4a=3: (4.4)

�is is not exactly what we wanted, since the size of the “bad” set above decays

only polynomially fast in n, instead of exponentially fast.

To boost this estimate, we will use Lemma 4.12 in J. Bourgain’s monograph [4].

�is result shows that a weaker a-priori estimate on a subharmonic function im-

plies an upper bound on its BMO norm, which in turn leads, via John-Nirenberg

inequality, to a stronger estimate on the function. We reproduce here a “rescaled”

version of the estimate in [4], one that takes into account the width � of subhar-

monicity. �e reader may verify that this is indeed the correct rescaled version of

the statement.
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Lemma 4.1. Assume that u D u.x/ W T2 ! R has a pluri-subharmonic extension

u.z/ on A� D Œj=z1j < �1� � Œj=z2j < �2� such that sup
z2A�

ju.z/j � B . Let

� D min¹�1; �2º:

If

mesŒx 2 T
2 W ju.x/ � huij > �0� < �1; (4.5)

then for an absolute constant c > 0,

mesŒx 2 T
2 W ju.x/ � huij > �0

1=4� < e
�c

�
�0

1=4C
q

B
�

�1
1=4

�0
1=2

��1

: (4.6)

We will apply this result to the average

u].x/ WD
�

S

1

n

n�1X

j D0

u.x C j!/:

Clearly u].x/ is pluri-subharmonic on the same strip A� as u.x/, its upper

bound on this strip is B D � and its mean is hu]i D
�

S
hui:

�en (4.4) implies

mesŒx 2 T
2 W ju].x/ � hu]ij > �0� < �1; (4.7)

where �0 WD n�a=3 and �1 WD n�4a=3 so �1 � �0.

Applying Lemma 4.1 and performing the obvious calculations, from inequal-

ity (4.6), we get

mesŒx 2 T
2 W ju].x/ � hu]ij > n�a=12� < e�c na=12

;

which then implies (4.1) for the multi-frequency shift T! .

5. Łojasiewicz inequality for multivariable smooth functions

To prove the large deviation estimate (2.2) for a large enough initial scale N0, we

will need a quantitative description of the transversality condition (1.12). More

precisely, we will show that if a smooth function v.x/ is not �at at any point

as de�ned in (1.12), then the set Œx W v.x/ � E� of points where v.x/ is almost

constant has small measure (and bounded complexity).
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Such an estimate is called a Łojasiewicz type inequality and it is already avail-

able for non-constant analytic functions. For such functions it can be derived using

complex analysis methods from [20], namely lower bounds for the modulus of a

holomorphic function on a disk (see Lemma 11.4 in [12]).

For non-analytic functions, the proof is more di�cult. Using Sard-type argu-

ments, we have obtained a similar result for one-variable functions (see Lemma 5.3

in [16]). For multivariable smooth functions, the argument is more technical and

it involves a quantitative form of the implicit function theorem, also used in [7]

and [14].

We begin with a simple compactness argument that shows that in the TC (1.12)

we can work with �nitely many partial derivatives.

Lemma 5.1. Assume v.x/ is a smooth, 1-periodic function on R
2. �en v.x/ sat-

is�es the transversality condition (1.12) if and only if there existm 2 N
2, jmj ¤ 0,

and c > 0 such that

max
˛�m

j˛j¤0

j@˛ v.x/j � c for all x 2 T
2: (5.1)

�e constants m and c in (5.1) depend only on v.

Proof. Clearly (5.1) ) (1.12). We prove the converse. �e TC (1.12) implies that

x 2 T
2 there exists mx 2 N

2, jmx j ¤ 0 such that

j@mx v .x/j > cx > 0:

�en there are radii rx > 0 such that if y is in the disk D.x; rx/, then

j@mxv.y/j � cx > 0:

�e family ¹D.x; rx/ W x 2 T
2º covers T2. Consider a �nite subcover

¹D.x1; rx1
/; : : : ; D.xk; rxk

/º:

Let m 2 N
2 such that m � mxj

for all 1 � j � k and c WD min
1�j �k

cxj
. �en (5.1)

follows.

�e following is a more precise form of the implicit function theorem (which

was also used in [14]).
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Lemma 5.2. Let f .x/ be a C 1 function on a rectangle R D I � J � Œ0; 1�2, let

J D Œc; d � and A WD max
x2R

j@x1
f .x/j. Assume that

min
x2R

j@x2
f .x/j DW �0 > 0: (5.2)

If f .a1; a2/ D 0 for some point .a1; a2/ 2 R, then there is an interval I0 D

.a1 � �; a2 C �/ � I and a C 1 function �0.x1/ on I0 such that

(i) f .x1; �0.x1// D 0 for all x1 2 I0,

(ii) j@x1
�0.x1/j � A ��1

0 , and

(iii) x1 2 I0 and f .x1; x2/ D 0 H) x2 D �0.x1/.

Moreover, the size � of the domain of �0 can be taken as large as � � �0A
�1 �

min¹a2 � c; d � a2º.

Proof. From (5.2), since @x2
f .x/ is either positive on R or negative on R (in

which case replace f by �f ), we may clearly assume that in fact

min
x2R

@x2
f .x/ DW �0 > 0: (5.3)

Moreover, note that for any �xed x1 2 I , since @x2
f .x1; x2/ ¤ 0, the equation

f .x1; x2/ D 0 has a unique solution x2.

Let x1 2 I0. �en

jf .x1; a2/j D jf .x1; a2/ � f .a1; a2/j D j@x1
f .�; a2/C �jx1 � a1j � A�:

We have two possibilities.

0 � f .x1; a2/ � A�. �en, if a2 � t 2 J , we have

f .x1; a2 � t /� f .x1; a2/ D @x2
f .x1; �/ � .�t /;

and

f .x1; a2 � t / D f .x1; a2/ � t � @x2
f .x1; �/ � A� � t�0 D 0;

provided t D A��1
0 �

For this choice of t , a2 � t is indeed in J , because of the size �0 of the

interval I0: t D A��1
0 � � A��1

0 �0A
�1.a2 � c/ D a2 � c; so a2 � t � c.

�erefore,

f .x1; a2 � t / � 0 � f .x1; a2/

so there is a unique x2 DW �0.x1/ 2 Œa2 � t; a2� such that f .x1; �0.x1// D 0.
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�A� � f .x1; a2/ � 0. �en, if a2 C t 2 J , we have

f .x1; a2 C t /� f .x1; a2/ D @x2
f .x1; �/ � t;

and

f .x1; a2 C t / D f .x1; a2/C t � @x2
f .x1; �/ � �A� C t�0 D 0;

provided t D A��1
0 �

As before, for this choice of t , a2 C t is in J , because of the size � of the

interval I0: t D A��1
0 � � A��1

0 �0A
�1.d � a2/ D d � a2; so a2 C t � d .

�erefore,

f .x1; a2/ � 0 � f .x1; a2 C t /;

so there is a unique x2 DW �0.x1/ 2 Œa2; a2 C t � such that f .x1; �0.x1// D 0.

We proved (i) and (iii). �e fact that �0.x1/ is C 1 follows from the standard

implicit function theorem, while the estimate (ii) follows immediately from (i)

using the chain’s rule.

�e following is a quantitative and global version of the previous lemma (see

also Lemma 8.3 in [14]). It says that under the same conditions as above, the points

.x1; x2/ 2 R for which jf .x1; x2/j � � are either in a narrow strip at the top or

at the bottom of the rectangle R, or near the graphs of some functions �j .x1/, in

other words x2 � �j .x1/.

Lemma 5.3. Let f .x/ be a C 1 function on a rectangleR D I �J � Œ0; 1�2, where

jI j � �0. Let J D Œc; d � and A WD max
x2R

j@x1
f .x/j. Assume that

min
x2R

j@x2
f .x/j DW �0 > 0 (5.4)

Let �1 > 0 be small enough, i.e. �1 <
�0�0

4
and �1 � �1A

�1.

�en there are about �0�
�1
1 sub-intervals Ij of length �1 covering I , and on

each interval Ij there is a C 1 function �j .x1/ such that

(i) f .x1; �j .x1// D 0, for all x1 2 Ij ,

(ii) j@x1
�j .x1/j � A ��1

0 , and

(iii) Œ.x1; x2/ 2 R W jf .x1; x2/j < �1� � R
t [ R

b [ .[j Sj /,
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where

R
t WD I � Œd � 2�1�

�1
0 ; d �

R
b WD I � Œc; c C 2�1�

�1
0 �

Sj WD Œ.x1; x2/ W x1 2 Ij ; jx2 � �j .x1/j < �1�
�1
0 �

R
t

R
b

Sj

�j

�1

�1�
�1
0

�1�
�1
0

�0

�0

Figure 2

Proof. Divide the interval I , whose length is � �0 into � �0�
�1
1 sub-intervals Ij

of length �1 each.

If jf .x1; x2/j � �1 for all .x1; x2/ 2 Ij � ŒcC 2�1�
�1
0 ; d � 2�1�

�1
0 �, then we are

done with the interval Ij .

Otherwise, assume jf .a1; a2/j < �1 for some a1 2 Ij and a2 2 Œc C 2�1�
�1
0 ;

d � 2�1�
�1
0 �.
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We may assume 0 � f .a1; a2/ � �1, the other case being treated similarly.

�en if a2 � t 2 J , we have

f .a1; a2 � t / � f .a1; a2/ D @x2
f .a1; �/ � .�t /; for some � 2 .a2 � t; a2/;

and

f .a1; a2 � t / D f .a1; a2/ � t � @x2
f .a1; �/ � �1 � �0t D 0;

provided t D �1�
�1
0 . Since a2 � c C 2�1�

�1
0 , for this t we have a2 � t 2 J .

We then have f .a1; a2 � t / � 0 � f .a1; a2/, so f .a1; a
�
2/ D 0 for some

a�
2 2 Œa2 � t; a2�.

We can use Lemma 5.2 around the point .a1; a
�
2/. �e interval we get has

length at least �0A
�1 � min¹a2 � c; d � a2º > �0A

�1 � 2�1�
�1
0 D 2�1A

�1 > 2�1,

so it contains Ij , whose length is � �1. We have a C 1 function �j on Ij such that

j@x1
�j j � A��1

0 and

x1 2 Ij and f .x1; x2/ D 0 () x2 D �j .x1/:

Now let .x1; x2/ 2 R such that jf .x1; x2/j < �1. �en either .x1; x2/ 2 R
t [R

b

or .x1; x2/ 2 Ij � Œc C 2�1�
�1
0 ; d � 2�1�

�1
0 � for some j , in which case

�1 > jf .x1; x2/j

D jf .x1; x2/ � f .x1; �j .x1//j

D j@x2
f .x1; �/j � jx2 � �j .x1/j

� �0 � jx2 � �j .x1/j;

from which we conclude that jx2 � �j .x1/j < �1�
�1
0 .

We have shown that the points x D .x1; x2/ 2 R for which jf .x/j < �1 are

within � �1 from the graphs of some functions �j .x1/ that have bounded slopes

and are de�ned on small intervals Ij . �is shows that the ’bad’ set

Œx 2 R W jf .x/j < �1�

can be covered by small rectangles instead of �1-neighborhoods of curves, and

we have control on the size of these rectangles and on their number. In turn,

the ’good’ set Œx 2 R W jf .x/j � �1� can be covered by a comparable number

of rectangles, which can be further chopped down into squares, to preserve the

symmetry between the two variables. �is is the content of the following lemma.
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Lemma 5.4. Given a C 2 function f .x/ on a squareR0 D I0 �J0 � Œ0; 1�2, where

jI0j; jJ0j � �0. Denote A WD max
j˛j�2

max
x2R

j@˛f .x/j. Assume that

min
x2R0

j@x2
f .x/j DW �0 > 0 or min

x2R0

j@x1
f .x/j DW �0 > 0: (5.5)

Let �1 > 0 be small enough, i.e. �1 <
�0�0

4
and �1 � �1A

�1. �en there is a

set B1 � R0, with

mesŒB1� . �0 �1 �
�1
0 ; (5.6)

such that R0 n B1 is a union of about .�0 �
�1
1 /2 squares, where each such square

has the form R1 D I1 � J1, with jI1j; jJ1j � �1.

For each of these squares,

min
x2R1

jf .x/j � �1: (5.7)

Proof. We will use Lemma 5.3. I0 is covered by about �0�
�1
1 subintervals Ij of

length �1. Consider one such subinterval. �ere is a C 1 function �j .x1/ on Ij

such that j@x1
�j .x1/j � A ��1

0 and

Œ.x1; x2/ 2 Ij � J0 W jf .x1; x2/j < �1� � R
t
j [ R

b
j [ Sj ;

where if J0 D Œc0; d0�, then

R
t
j WD Ij � Œd0 � 2�1�

�1
0 ; d0�;

R
b
j WD Ij � Œc0; c0 C 2�1�

�1
0 �;

Sj WD Œ.x1; x2/ W x1 2 Ij ; jx2 � �j .x1/j < �1�
�1
0 �:

�en,

Sj � Ij � Œ min
x12Ij

�j .x1/ � �1�
�1
0 ; max

x12Ij

�j .x1/C �1�
�1
0 � DW Ij �Km

j DW Rm
j :

For any x1; x
0
1 2 Ij ,

j�j .x1/ � �j .x
0
1/j . A��1

0 � jx1 � x0
1j � A��1

0 �1 � �1�
�1
0 ;

which shows that

jKm
j j . �1�

�1
0 :

We have shown that Œ.x1; x2/ 2 Ij � J0 W jf .x1; x2/j < �1� is covered by three

rectangles: Rt
j , Rb

j , Rm
j , each of the form Ij �Kj where jIj j � �1, jKj j � �1�

�1
0 .



Schrödinger operators with multivariable Gevrey potentials 459

Summing over j . �0�
�1
1 , we get that the set Œx 2 R0 W jf .x/j < �1� is con-

tained in the union B1 of about �0�
�1
1 rectangles of size �1 � �1�

�1
0 . �en

mesŒB1� . �0�
�1
1 � �1 � �1�

�1
0 D �0�1�

�1
0 ;

which proves (5.6).

�e complement of this set, R0 nB1, consists of about the same number �0�
�1
1

of rectangles - this was the reason for switching from �1-neighborhoods of curves

to rectangles. Each of these rectangles has the form Ij �Lj , where jIj j � �1 and

jLj j � �0 � O.�1�
�1
0 / � �0 � �1. Divide each of these vertical rectangles into

about �0�
�1
1 squares of size �1 � �1 each.

We conclude that R0 n B1 is covered by about .�0�
�1
1 /2 squares of the form

R1 D I1 � J1, where the size of each square is jI1j; jJ1j � �1.

We now have all the ingredients for proving the following Łojasiewicz type

inequality.

�eorem 5.1. Assume that v.x/ is a smooth function on Œ0; 1�2 satisfying the

transversality condition (1.12). �en, for every � > 0,

sup
E2R

mesŒx 2 Œ0; 1�2 W jv.x/ �Ej < �� < C � �b; (5.8)

where C; b > 0 depend only on v.

Proof. Using Lemma 5.1, there exist m D .m1; m2/ 2 N
2, jmj ¤ 0, and c > 0

such that

max
˛�m

j˛j¤0

j@˛ v.x/j � c for all x 2 T
2:

Let

A WD max
˛�.m1C1;m2C1/

max
x2Œ0;1�2

j@˛ v.x/j:

We may of course assume that jEj � 2A, otherwise there is nothing to prove.

All the constants in the estimates that follow will depend only on jmj; c; A (so

in particular only on v).

Partition Œ0; 1�2 into about .2A
c
/2 squares of the form R D I � J of size

jI j; jJ j � c
2A

.

Let R be such a square. �en either jv.x/j � � for all x 2 R, in which case

we are done with this square, or for some a D .a1; a2/ 2 R we have jv.a/j < �.

But then for one of the partial derivatives ˛ � m, j˛j ¤ 0, we have j@˛ v.a/j � c.
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Assume for simplicity that j@m v.a/j � c, which is the worst case scenario.

If x 2 R, then kx � ak1 WD max¹jx1 � a1j; jx2 � a2jº � c
2A

.

�en

j@m v.x/ � @m v.a/j . max
y2R

jr@m v.y/j � kx � ak1 � A �
c

2A
D
c

2
:

It follows that

min
x2R

j@m v.x/j &
c

2
:

We will use Lemma 5.4 jmj DW m times.

Step 1. Let

f1.x/ WD @.m1;m2�1/ v.x/:

�en

min
x2R

j@x2
f1.x/j D min

x2R
j@m v.x/j: & c

We apply Lemma 5.4 to the function f1 with the following data:

R0 D R; �0 D
c

2A
; �0 � c; �1 <

�0�0

4
; �1 � �1A

�1;

where �1 will be chosen later.

We get a set B[
1 WD B1, mesŒB[

1� . �0�1�
�1
0 < �2

0A � �1�
�2
0 such that R0 nB[

1 is

a union of about .�0�
�1
1 /2 squares of the form R1 D I1 �J1, of size jI1j; jJ1j � �1.

For each of these squares,

min
x2R1

jf1.x/j � �1;

which means

min
x2R1

j @.m1;m2�1/ v.x/j � �1:

Step 2. Pick any of the squaresR1 D I1�J1 from the previous step and consider

say

f2.x/ WD @.m1�1;m2�1/ v.x/:

�en

min
x2R1

j@x1
f2.x/j D min

x2R1

j@.m1;m2�1/ v.x/j � �1:
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Apply Lemma 5.4 to the function f2 with the following data:

R1, �1, �1 from Step 1, �2 <
�1�1

4
, �2 � �2A

�1;

where �2 will be chosen later.

We get a set B2, mesŒB2� . �1�2�
�1
1 such that R1 n B2 is a union of about

.�1�
�1
2 /2 squares of the form R2 D I2 � J2, of size jI2j; jJ2j � �2. For each of

these squares,

min
x2R2

jf2.x/j � �2;

which means

min
x2R2

j @.m1�1;m2�1/ v.x/j � �2:

If we do this for each of the � .�0�
�1
1 /2 squares resulting from Step 1, and if

we put together all the ‘bad’ sets B2 corresponding to each of these squares, we

conclude the following.

�ere is a set B[
2 � R such that

mesŒB[
2� . �1�2�

�1
1 � .�0�

�1
1 /2 D �0�2�

�1
1 ��1

1 � �2
0A � �2�

�2
1 :

Hence the total measure of the ‘bad’ set in Step 2 is

mesŒB[
2� . �2

0A � �2�
�2
1 :

Moreover, R n .B[
1 [ B

[
2/ is covered by squares of the form R2 D I2 � J2, of

size jI2j; jJ2j � �2.

�e total number of such squares is about

.�1�
�1
2 /2 � .�0�

�1
1 /2 D .�0�

�1
2 /2:

On each of these squares,

min
x2R2

j @.m1�1;m2�1/ v.x/j � �2

It is clear how this procedure continues. Perform it form�1 steps. We will get

sets B[
1; : : : ;B

[
m�1 such that R n .B[

1 [ : : : [ B
[
m�1/ consists of about .�0�

�1
m�1/

2

squares of the form Rm�1 D Im�1 � Jm�1, of size jIm�1j; jJm�1j � �m�1. On

each of these squares,

min
x2Rm�1

j @x2
v.x/j � �m�1 or min

x2Rm�1

j @x1
v.x/j � �m�1:
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Step m. Assume the former inequality above and apply Lemma 5.4 one more

time. Let

fm.x/ WD v.x/� E;

for some �xed energy E with jEj � 2A (the estimates will not depend on E).

�en for each of the squares Rm�1 from the previous step,

min
x2Rm�1

j@x2
fm.x/j D min

x2Rm�1

j@x2
v.x/j � �m�1:

Apply Lemma 5.4 to the function fm with the following data:

Rm�1, �m�1, �m�1 from the previous step, �m < �m�1�m�1

4
, and �m � �mA

�1,

where �m will be chosen later.

We get a set Bm, mesŒBm� . �m�1�m�
�1
m�1 such that Rm�1 n Bm is a union of

about .�m�1�
�1
m /2 squares of the form Rm D Im � Jm, of size jImj; jJmj � �m.

For each of these squares,

min
x2Rm

jfm.x/j � �m;

which means

min
x2Rm

jv.x/ �Ej � �m:

If we do this for each of the � .�0�
�1
m�1/

2 squares resulting from the previous

step, and if we put together all the corresponding ‘bad’ sets, we conclude.

�ere is a set B[
m � R such that

mesŒB[
m� . �m�1�m�

�1
m�1 � .�0�

�1
m�1/

2 D �0�m�
�1
m�1�

�1
m�1 � �2

0A � �m�
�2
m�1:

Hence the total measure of the ‘bad’ set in Step m is

mesŒB[
m� . �2

0A � �m�
�2
m�1:

Moreover, R n .B[
1 [ B

[
2 : : : [ B

[
m/ is covered by squares of the form Rm D

Im � Jm, of size jImj; jJmj � �m.

�e total number of such squares is about

.�m�1�
�1
m /2 � .�0�

�1
m�1/

2 D .�0�
�1
m /2:

On each of these squares,

min
x2Rm

jv.x/ �Ej � �m:
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�erefore, the total measure of the bad set from all steps is

mesŒB[
1 [ B

[
2 : : :[ B

[
m� . �2

0A � Œ�1�
�2
0 C �2�

�2
1 C : : : �m�

�2
m�1:� (5.9)

We choose

�j WD �1=3m�j

for 1 � j � m

If � < ��.c; m/, then �0 � c > �1=3m

, ��2
0 � c�2 < ��2, so there is no harm in

also putting (for simplicity) �0 D �1=3m
.

It is a simple calculation to see that for any � < ��.m; A/, we have �j C1 <
�j �j

4

for all j D 0 : : :m � 1, which allows our inductive process to work.

Note that �3
j D �j C1 so �j C1�

�2
j D �j . �is implies

�1�
�2
0 C �2�

�2
1 C : : : �m�

�2
m�1 D �0 C �1 C : : :C �m�1 � m�0 D m � �1=3m

:

From (5.9) it follows that the total measure of the bad set inside the square R

is

mesŒB[
1 [ B

[
2 : : : [ B

[
m� . �2

0 Am � �1=3m

:

�ere are about .2A
c
/2 D ��2

0 such squares.

�erefore, outside a bad set B, mesŒB� < Am � e1=3m
, we have jv.x/ �Ej � �,

which proves (5.1) with C � Am and b D 1
3m .

Remark 5.1. �e exponent b in (5.8) is related to the Łojasiewicz exponent of

the function v (see [17] and [10]). Determining the optimal exponent in such an

inequality is an interesting problem in itself, and has been studied extensively

for polynomials and analytic functions. It is clear that for a polynomial, the Ło-

jasiewicz exponent should be related to its degree d , and it is in fact shown to

be O. 1
d2 / with explicit underlying constants (see [10] and [17]). �e proof of the

Łojasiewicz inequality for analytic functions in [12] (see Lemma 11.4 there) does

not provide an explicit value for the exponent, but �eorem 4 in [21] provides a

scheme for computing it via the Newton distance of v.

In our proof for smooth, transversal functions, we obtain the exponent 1
3m ,

where m is the maximum number of partial derivatives needed for transversal-

ity. If v were a polynomial of degree d , then m would be d , which shows that

our estimate is very wasteful (we have obtained a better estimate, O. 1
m
/, for one-

variable functions, see Lemma 5.3 in [16]). �is, however, seems to be the only

such estimate available now for non-analytic functions of two variables.

A similar argument can be made for functions of more than two variables,

so (5.8) will hold for such functions as well.
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6. Large deviation theorem, the proof of main results

Using induction on the scale N , we will prove the large deviation estimate (2.2)

for the logarithmic average of transfer matrices,

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N

log kMN .x; E/k � LN .E/
ˇ̌
ˇ > N��

i
< e�N �

;

as well as a lower bound on the mean of the quantities

LN .E/ � 
N log j�j:

�e base step of the induction uses the quantitative description (5.8) of the

transversality condition (1.12) on the potential function, and the large size of the

coupling constant. �e inductive step uses only the regularity of the potential

function via Lemma 3.1, which provides a good approximation of these logarith-

mic averages by pluri-subharmonic functions.

Lemma 6.1 (base step of the induction). Assume that v.x/ is smooth and satis�es

the transversality condition (1.12). �en given any constant C > 0, there are

positive constants �1 and B which depend on v and C , such that for any scaleN0,

for any � subject to j�j � max¹�1; N
B
0 º and, for any E 2 R,

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N0

log kMN0
.x; �; E/k�LN0

.�; E/
ˇ̌
ˇ >

1

20
S.�/

i
< N�C

0 : (6.1)

Furthermore, for these �, N0 and for all E,

LN0
.�; E/ �

1

2
S.�/; (6.2)

and

LN0
.�; E/ � L2N0

.�; E/ �
1

80
S.�/: (6.3)

Proof. �e proof of this result is similar to the analytic potential function case.

�at is because the only fact about analyticity needed here is the Łojasiewicz in-

equality (5.8), which holds for any non-constant analytic functions, and which

we have established in section 5 for smooth functions satisfying the transversality

condition (1.12). We will then omit the proof, but the reader is referred to the

proof of Lemma 2.10 in [6] for details.

We will now explain the idea of the proof of the inductive step.
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If at scale N0 we apply the almost invariance property (3.18) n times and then

average, we get
ˇ̌
ˇLN0

.x/ �
1

n

n�1X

j D0

LN0
.Tjx/

ˇ̌
ˇ .

nS.�/

N0

; (6.4)

so using the approximation (3.16), we also get

ˇ̌
ˇuN0

.x/ �
1

n

n�1X

j D0

uN0
.Tjx/

ˇ̌
ˇ .

nS.�/

N0

: (6.5)

To have a decay above, we need to take a smaller number of shifts n � N0.

Apply the estimate (4.1) on averages of shifts of pluri-subharmonic functions

to uN0
.x/ and get

mes
h
x 2 T

2 W
ˇ̌
ˇ1
n

n�1X

j D0

uN0
.Tjx/ � huN0

i
ˇ̌
ˇ >

S

�N0

n��0

i
< e�n�0

: (6.6)

We may combine (6.5) and (6.6) to directly obtain a large deviation estimate

for uN0
.x/ and then, via the approximations (3.16) and (3.17) to obtain the LDT

for LN0
.x/, only when the deviation S

�N0

n��0 � 1. In other words, this approach

works only when the scaling factor S
�N0

is not too large to cancel the decay n��0 .

�is is the case of the single or multi-frequency shift model with analytic poten-

tial (see [4], [5]) where S
�N0

D S
�

is just a constant depending on the potential

function v. �is approach also works for the single-frequency model with poten-

tial function in a Gevrey class of order s < 2, since in this case sharper estimates

than (6.6) are available for averages of shifts of single-variable subharmonic func-

tions (see [16]). �is approach fails for the skew-shift model (whether the potential

function is analytic or Gevrey) and also for the multi-frequency model with Gevrey

potential function, because the size �N0
of the subharmonic extension depends on

the scale N0.

In order to beat the scaling factor S
�N0

when applying the estimate (6.6) to a

transfer matrix substitute uN0
.x/ at scale N0, we need to consider a large num-

ber of shifts n � N0. �e averages of shifts thus obtained will be close to the

mean huN0
i. Moreover, we will get

LN0

.1/
� huN0

i
.2/
�
1

n

n�1X

j D0

uN0
.Tjx/

.3/
�

1

n

n�1X

j D0

1

N0

log kMN0
.Tjx/k

.4/
�

1

nN0

log kMnN0
.x/k:
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�e �rst approximation above is just (3.17). �e second is exactly (6.6). �e

third is due to (3.16). �e last approximation above essentially says that

n�1Y

j D0

kMN0
.Tjx/k � k

n�1Y

j D0

MN0
.Tjx/k � kMnN0

.x/k;

or in other words, that the product of the norms of certain transfer matrices is

approximately equal to the norm of the product of these matrices, the latter giving

us the transfer matrix at the larger scale nN0.

If these heuristics were true, then for n � N0 we would get

LN0
�

1

nN0

log kMnN0
.x/k;

which would establish the large deviation estimate for transfer matrices at a larger

scale nN0.

�e avalanche principle, which is a deterministic result, describes how esti-

mates on the norms of individual (and of products of two consecutive) SL2.R/

matrices can lead to estimates on the norm of the product of all matrices (see [12]

and [4]), thus providing the basis for establishing the above heuristics. It requires

a uniform lower bound on the norms of individual matrices in the product, as

well as knowing that the norm of the product of any two consecutive matrices is

comparable to the product of their norms.

�e following lemma provides the inductive step in proving the LDT for an

increasing sequence of scales N . It also provides the inductive step in proving

the positivity and continuity of the Lyapunov exponent. �e proof of this lemma

is based on the heuristics described above, and combines the averages of shifts

estimate (4.1), the almost invariance property (3.18) and the avalanche principle

(see Proposition 2.2 in [12]).

Before stating the lemma let us describe the various parameters and constants

that will appear.

List of constants and parameters

s > 1 is the order of the Gevrey class.

ı D 2.s � 1/ refers to the size (� N�ı) of the holomorphic extensions of

the transfer matrix substitutes.

D WD 2ı C 8, A WD max¹2 .ıC1/
�0

; 2º are some well chosen powers of the

scale N , �0 is the exponent from (4.1).
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 > 1
4

is a �xed number.

Note that all these constants are either universal or depend on the order s of

the Gevrey class.

�, E are �xed parameters such that jEj � j�jB C 2, and B WD sup
x2T

jv.x/j.

�e transformation T D S! where ! 2 DC� or T D T! where ! 2 DC� for

some � > 0.

N00 D N00.s; �; B/ is a su�ciently large integer, such that the asymptotic

behavior of various powers and exponentials applies to N00 and such that

(4.1) holds for N00 shifts.

Lemma 6.2 (the inductive step). Consider two scales N0 and N such that N0 �

N00, (3.16) holds at scale N0, that is

N0 � S.�/ () j�j � eN0 (6.7)

and

NA
0 � N � eN0 : (6.8)

Assume that a weak LDT holds at scales N0 and 2N0:

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N0

log kMN0
.x; �; E/k � LN0

.�; E/
ˇ̌
ˇ >




10
S.�/

i
< N�D (6.9)

and

mes
h
x 2 T

2 W
ˇ̌
ˇ 1

2N0

log kM2N0
.x; �; E/k � L2N0

.�; E/
ˇ̌
ˇ >




10
S.�/

i
< N�D ;

(6.10)

and that the means LN0
, L2N0

have a lower bound and are close to each other:

LN0
.�; E/; L2N0

.�; E/ � 
S.�/ (6.11)

and

LN0
.�; E/ � L2N0

.�; E/ �



40
S.�/: (6.12)

�en similar (but stronger) estimates hold at the larger scale N :

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N

log kMN .x; �; E/k � LN .�; E/
ˇ̌
ˇ > S.�/N��

i
< e�N �

;

(6.13)

LN .�; E/ � 
S.�/ � 2ŒLN0
.�; E/ � L2N0

.�; E/�� C0S.�/N0N
�1; (6.14)
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and

LN .�; E/ � L2N .�; E/ � C0S.�/N0N
�1; (6.15)

for some positive absolute constants C0; �; � .

Proof. �e parameters �, E and the transformation T D S! or T D T! are �xed,

so they can be suppressed from notations. For instance MN .x/ D MN .x; �; E/,

S.�/ D S etc.

We can assume without loss of generality that N is a multiple of N0, that is,

that N D n � N0. Indeed, if N D n �N0 C r , 0 � r < N0, then

ˇ̌
ˇ 1
N

log kMN .x/k �
1

n �N0

log kMn�N0
.x/k

ˇ̌
ˇ � 2SN0N

�1: (6.16)

�erefore, if we prove (6.14), (6.15), and (6.13) at scale n � N0, then they

hold at scale N too.

To prove (6.16), �rst note that MN .x/ D B.x/ �Mn�N0
.x/, where

B.x/ WD

n�N0C1Y

j DN

A.Tjx/ D

n�N0C1Y

j Dn�N0Cr

A.Tjx/;

so

kB.x/k � er �S � eN0�S and kB.x/�1k � er �S � eN0�S :

Since kMn�N0
.x/k � 1 and kMN .x/k � 1, it follows that

1

N
log kMN .x/k �

1

n � N0

log kMn�N0
.x/k

D
1

n �N0

log
kMN .x/k

n�N0
N

kMn�N0
.x/k

�
1

n �N0

log
kB.x/k

n�N0
N � kMn�N0

.x/k
n�N0

N

kMn�N0
.x/k

�
1

n �N0

log .eN0S /
n�N0

N

D SN0N
�1:
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Similarly

1

n �N0

log kMn�N0
.x/k �

1

N
log kMN .x/k

D
1

n �N0

log
jjMn�N0

.x/jj

kMN .x/k
n�N0

N

D
1

n �N0

log
h�kMn�N0

.x/k

jjMN .x/jj

� n�N0
N

� kMn�N0
.x/k

r
N

i

�
1

n �N0

logŒk.B.x//�1k
n�N0

N � kMn�N0
.x/k

r
N �

�
1

n �N0

logŒ.eN0S /
n�N0

N � .enN0S /
N0
N �

D 2SN0N
�1

and inequality (6.16) now follows.

We are going to show that (6.8)–(6.12) allow us to apply the avalanche prin-

ciple to the “blocks”MN0
.T.j �1/N0 x/, for j D 1; n. Each of these blocks is

a product of N0 matrices, and they multiply up to MN .x/.

Denote the set in (6.9) by BN0
and similarly the set in (6.10) by B2N0

.

If x … BN0
then using (6.9), (6.11) and (6.8) we get

kMN0
.x/k > e� 


10
SN0CLN0

� N0 � e
9

10

SN0 DW � > eN0 � N > n;

so

kMN0
.x/k � � � n; if x … BN0

: (6.17)

For 1 � j � n D N
N0

consider

Aj D Aj .x/ WD MN0
.T.j �1/N0x/:

�en (6.17) implies

min
1�j �n

kAj .x/k � �; for all x …

n[

j D0

T�jN0BN0
: (6.18)
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SinceAj C1.x/�Aj .x/ D M2N0
.T.j �1/N0x/, using equations (6.9), (6.10),

and (6.12), for x …
Sn

j D0.T
�jN0BN0

/ [
Sn

j D0.T
�jN0B2N0

/ (which is a set

of measure < 2N�D �N D 2N�DC1), we have

log kAj C1.x/k C log kAj .x/k � log kAj C1.x/ � Aj .x/k

D log kMN0
.TjN0x/k C log kMN0

.T.j �1/N0x/k

� log kM2N0
.T.j �1/N0x/k

� N0

�
LN0

C
S


10

�
CN0

�
LN0

C
S


10

�
C 2N0

�S

10

� L2N0

�

D 2N0.LN0
� L2N0

/C
4S


10
N0 �

9S


20
N0 D

1

2
log�:

�erefore,

log kAj C1.x/k C log kAj .x/k � log kAj C1.x/ � Aj .x/k �
1

2
log�; (6.19)

for x outside a set of measure < 2N�DC1.

Estimates (6.18), (6.19) are exactly the assumptions in the avalanche

principle (Proposition 2.2 in [12]). We then conclude

j log kAn.x/�: : :�A1.x/kC

n�1X

j D2

log kAj .x/k�

n�1X

j D1

log kAj C1.x/�Aj .x/kj .
n

�

(6.20)

for x outside a set of measure < 2N�DC1.

Hence, since N D n �N0 and An.x/ � : : : � A1.x/ D MN .x/,

j log kMN .x/k C

n�1X

j D2

log jMN0
.T.j �1/N0x/j

�

n�1X

j D1

log kM2N0
.T.j �1/N0x/kj .

n

�
:

�erefore

ˇ̌
ˇ 1
N

log kMN .x/k C
1

n

n�1X

j D2

1

N0

log kMN0
.T.j �1/N0x/k

�
2

n

n�1X

j D1

1

2N0

log kM2N0
.T.j �1/N0x/k

ˇ̌
ˇ .

1

�
:

(6.21)
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We will go from averages of n blocks in (6.21), to averages of N shifts.

In (6.21) replace x by x;Tx; : : :TN0�1x and then average (i.e. add up all

these N0 inequalities and divide by N0) to get

ˇ̌
ˇ 1
N0

N0�1X

j D0

1

N
log kMN .T

jx/k C
1

N

N �1X

j D0

1

N0

log kMN0
.Tjx/k

�
2

N

N �1X

j D0

1

2N0

log kM2N0
.Tjx/k

ˇ̌
ˇ .

1

�
:

(6.22)

�e almost invariance property - Lemma (3.18) implies

j
1

N
log kMN .x/k �

1

N0

N0�1X

j D0

1

N
log kMN .T

jx/kj .
SN0

N
: (6.23)

From (6.22) and (6.23) we get

ˇ̌
ˇ 1
N

log kMN .x/k C
1

N

N �1X

j D0

1

N0

log kMN0
.Tjx/k

�
2

N

N �1X

j D0

1

2N0

log kM2N0
.Tjx/k

ˇ̌
ˇ

.
SN0

N
C
1

�
. SN0N

�1

;

for

x … B1 WD

N[

j D0

.T �jBN0
/ [

n[

j D0

.T �jB2N0
/;

where mesŒB1� < 2N
�DC1.

Integrating the left hand side of (6.24) in x, we get

jLN CLN0
�2L2N0

j < CSN0N
�1 C4S �2N�DC1 < C0SN0N

�1; (6.24a)

LN C LN0
� 2L2N0

> �C0SN0N
�1; (6.24b)

and

LN > LN0
� 2.LN0

� L2N0
/ � C0SN0N

�1

> 
S � 2.LN0
� L2N0

/ � C0SN0N
�1;

(6.24c)

which proves (6.14).
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Clearly all the arguments above work for N replaced by 2N , so we get

the analogue of (6.24)

jL2N C LN0
� 2L2N0

j < C0SN0N
�1: (6.25)

From (6.24) and (6.25) we obtain

LN � L2N � C0SN0N
�1;

which is exactly (6.15).

To prove the LDT (6.13) at scale N , we are going to apply the estimate (4.1)

on averages of shifts of pluri-subharmonic functions to the transfer matrix

substitutes uN0
and u2N0

. �eir widths of subharmonicity in each variable

are �N0
; �2N0

� N�ı�1
0 and they are uniformly bounded by S .

Using (3.16) which holds at scalesN0 and 2N0 due to (6.7), we can ‘sub-

stitute’ in (6.24)

1

N0

log kMN0
.Tj .x/k by uN0

.Tjx/

and
1

2N0

log kM2N0
.Tj .x/k by u2N0

.Tjx/;

and get, for x … B1,

ˇ̌
ˇ 1
N

log kMN .x/k C
1

N

N �1X

j D0

uN0
.Tjx/ �

2

N

N �1X

j D0

u2N0
.Tjx/

ˇ̌
ˇ . SN0N

�1:

(6.26)

Applying (4.1) to uN0
and u2N0

we get

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N

N �1X

j D0

uN0
.Tjx/ � huN0

i
ˇ̌
ˇ > S �N ıC1

0 � N��0

i
< e�N �0

(6.27)

and

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N

N �1X

j D0

u2N0
.Tjx/ � hu2N0

i
ˇ̌
ˇ > S �N ıC1

0 �N��0

i
< e�N �0

:

(6.28)

Denote the union of the two sets in (6.27) and (6.28) by B2.
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Since N satis�es (6.8),

S �N ıC1
0 �N��0 < S � .N 1=A/ıC1 �N��0 < S �N��1 ; where �1 <

�0

2
;

so, by (6.26), (6.27), and (6.28), we get

ˇ̌
ˇ 1
N

log kMN .x/k C huN0
i � 2hu2N0

i
ˇ̌
ˇ . SN0N

�1 C S �N��1

. S �N��1 ;

(6.29)

for x … B WD B1 [ B2, where

mesŒB� < 2N�DC1 C 2e�N �

< 3N�DC1 < N�DC2p:

By (3.17) at scalesN0, 2N0 and taking into account (6.8), estimate (6.29)

becomes
ˇ̌
ˇ 1
N

log kMN .x/k C LN0
� 2L2N0

ˇ̌
ˇ < 2S �N��1 C 2e�N 2

0

< 3SN��1 ;

(6.30)

provided x … B .

Combine (6.30) with (6.24) to get

ˇ̌
ˇ 1
N

log kMN .x/k � LN

ˇ̌
ˇ < C0SN0N

�1 C 3S � N��1

< S �N��2 ;

(6.31)

for all x … B , where mesŒB� < N�DC2 and �2 < �1.

However, (6.31) is not exactly what we need in order to prove the esti-

mate (6.13). We have to prove an estimate like (6.31) for x outside an expo-

nentially small set, and we only have it outside a polynomially small set. To

boost this estimate, we employ again Lemma 4.1.

From (6.31), using again (3.16), (3.17) at scale N , we get

mesŒx 2 T
2 W juN .x/ � huN ij > S �N��2 � < N�DC2: (6.32)

We apply Lemma 4.1 to

u.x/ WD
1

S
uN .x/;

which is a pluri-subharmonic function on the strip A�
N

, with upper bound

B D 1 on this strip.
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Estimate (6.32) implies

mesŒx 2 T
2 W ju.x/ � huij > N��2 � < N�DC2: (6.33)

�en, for �0 WD N��2 , �1 WD N�DC2, B D 1, � D �N � N�ı�1,

�0
1=4 C

s
B

�

�1
1=4

�0
1=2

D N��2=4 C N
ıC1

2 N� DC2
4 N �2=2

D N��2=4 C N�1N �2=2

< N��1 ;

for some positive constant �1.

�e conclusion (4.6) of Lemma 4.1 then boosts (6.32) from a small devi-

ation outside a polynomially small set, to one outside an exponentially small

set, amid a small power loss in the deviation

mesŒx 2 T
2 W juN .x/ � huN ij > S N��2=4� < e�cN �1

< e�N �

; (6.34)

which proves estimate (6.13).

Remark 6.1. �e scaling factor
q

B
�

in estimate (4.6) of Lemma 4.1 is what pre-

vents this approach via polynomial approximation to extend to more general Car-

leman classes of potential functions. �is is because when the estimates on the

Fourier coe�cients of the potential function are weaker than estimate (1.11) for

Gevrey functions, the size � D �N of the holomorphic extension of the N th trans-

fer matrix substitute will cancel any decay in the expression
q

B
�

�1
1=4

�0
1=2

.

We will combine the base step (Lemma 6.1) with the inductive step (see Lem-

ma 6.2) to prove the large deviation estimate for transfer matrices and the positivity

of the Lyapunov exponent. �e proof of the LDT will also provide us with the

major ingredient for deriving the continuity of the Lyapunov exponent.

�eorem 6.1. Consider the Schrödinger operator (1.1) on l2.Z/,

ŒH.x/  �n WD � nC1 �  n�1 C � v.Tnx/ n;

where the transformation T is either the skew-shift (1.4) or the multi-frequency

shift (1.6). Assume that for some � > 0 the underlying frequency satis�es the

Diophantine condition DC� described in (1.8) or (1.9) respectively.

Assume moreover that the potential function v.x/ belongs to a Gevrey class

Gs.T2/ and that it is transversal as in (1.12).
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�en there exists �0 D �0.v; �/ so that for every �xed � with j�j � �0 and for

every energy E,

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N

log kMN .x; �; E/k � LN .�; E/
ˇ̌
ˇ > N��

i
< e�N �

(6.35)

for some absolute constants �; � > 0, and for all N � N0.�; �; v; s/.

Furthermore, for every such transformation T and coupling constant � and for

all energies E 2 R,

L.�;E/ �
1

4
log j�j > 0: (6.36)

Proof. We refer to the list of constants preceding Lemma 6.2.

We use the initial step - Lemma 6.1 at a su�ciently large initial scale N0 �

N00 D N00.v/. We will explain how the scaleN0 is chosen later. We get constants

�1, B > 0 such that for every � with j�j � max¹�1; .2N0/
Bº (we want Lemma 6.1

to apply at both scales N0 and 2N0),

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N0

log kMN0
.x/k � LN0

ˇ̌
ˇ >

1

20
S

i
< N�A2 �D

0

� N�D ;

(6.37)

mes
h
x 2 T

2 W
ˇ̌
ˇ 1

2N0

log kM2N0
.x/k � L2N0

ˇ̌
ˇ >

1

20
S

i
< .2N0/

�A2�D

. N�D ;

(6.38)

LN0
; L2N0

�
1

2
S; (6.39)

and

LN0
� L2N0

�
1

80
S: (6.40)

Of course (6.37) and (6.38) hold provided N satis�es

N � NA2

0 : (6.41)

Estimates (6.37)–(6.40) above are exactly (6.9)–(6.12) (at scale N0, with 
 D


0 D 1
2
) in Lemma 6.2. of the inductive step of LDT.
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However, in order to apply this inductive step lemma and obtain similar esti-

mates at the larger scale N , the initial scale N0 and the disorder � have to satisfy

the condition (6.7). Together with the conditions on � andN0 from the initial step

(Lemma 6.1), N0 and � have to satisfy

.2N0/
B � j�j � eN0 ; (6.42)

N0 � N00; (6.43)

and

j�j � �1: (6.44)

We want to prove the LDT for every disorder � large enough, j�j � �0 and

not just for � in a bounded interval as in (6.42). To do that, we will have to �rst

choose � large enough, and then to pick N0 D N0.�/ � N00 appropriately. Here

is how we can accomplish that.

Condition (6.42) is equivalent to

log j�j � N0 �
1

2
j�j1=B : (6.45)

We can �nd �0 large enough, �0 D �0.v; �/, �0 � �1, so that if j�j � �0, then

log j�j � N00 and log j�j �
1

2
j�j1=B : (6.46)

�en for every such�we can pickN0 D N0.�/ so that (6.45) holds. Combining

this with (6.46), we get that (6.42), (6.43), and (6.44) hold.

All the assumptions on the small scale N0 in the inductive step - Lemma 6.2

hold now, so if we choose the large scale N such that

NA
0 � N � NA2

0 .< eN0/; (6.47)

then (6.41) and (6.8) hold, so we can apply Lemma 6.2 to get

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N

log kMN .x/k � LN

ˇ̌
ˇ > SN��

i
< e�N �

; (6.48)

LN � 
0S � 2.LN0
� L2N0

/ � C0SN0N
�1; (6.49)

and

LN � L2N � C0SN0N
�1; (6.50)

for some positive absolute constants C0; �; � .
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Estimate (6.48) proves the LDT (6.35) at scale N in the range ŒNA
0 ; N

A2

0 �. If

N1 is in this range, say N1 D NA
0 , then (6.50) and (6.49) imply

LN1
� L2N1

� C0SN0N
�1;

and

LN1
� 
0 S � 3C0SN0N

�1 D 
0 S � 3C0N
�AC1
0 S DW 
1 � S;

where


1 WD 
0 � 3C0N
�AC1
0 D

1

2
� 3C0N

�AC1
0 >

1

4
;

provided we chose N00 (and so N0) large enough depending on A, C0.

�erefore,

LN1
� 
1S (6.51)

and

LN1
� L2N1

� C0SN0N
�1 D C0SN

�AC1
0 <

1

160
� S <


1

40
� S;

so

LN1
� L2N1

<

1

40
� S: (6.52)

Since 2N1 D 2NA
0 is in the range ŒNA

0 ; N
A2

0 �, (6.51) holds at scale 2N1 too, so

LN1
; L2N1

� 
1S: (6.53)

Choosing the next large scale N2 so that NA
1 � N2 � NA2

1 .< eN1/, we have

e�N �
1 < N�A2�D

1 � N�D
2 , so (6.48) implies

mes
h
x 2 T

2 W
ˇ̌
ˇ 1
N1

log kMN1
.x/k � LN1

ˇ̌
ˇ >

1

20
S

i
< e�N �

1 < N�D
2 ; (6.54)

and

mes
h
x 2 T

2 W
ˇ̌
ˇ 1

2N1

log kM2N1
.x/k � L2N1

ˇ̌
ˇ >

1

20
S

i
. N�D

2 : (6.55)

Estimates (6.54), (6.55), (6.53), and (6.52) are the assumptions in the induc-

tive step – Lemma 6.2 with small scale N1 and large scale N2, where N2 2

ŒNA
1 ; N

A2

1 � D ŒNA2

0 ; NA3

0 �. Applying Lemma 6.2, we get the LDT (6.35) for

N2 in this range. Moreover,

LN2
� L2N2

� C0SN1N
�1
2

and

LN2
� 
1S � 2.LN1

� L2N1
/ � C0SN1N

�1
2 � .
1 � 3C0N

�AC1
1 / � S DW 
2 � S;
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where


2 WD 
1 � 3C0N
�AC1
1 �

1

2
� 3C0N

�AC1
0 � 3C0N

A�.�AC1/
0 >

1

4
;

again, provided N00 (thus N0) was chosen large enough depending on A, C0.

Hence we have LN2
� 
2 � S and LN2

� L2N2
� 
2

40
� S .

Continuing this inductively, we obtain (6.35) at every scale N � NA
0 .

Also, at each step k in the induction process, if N 2 ŒNA
k
; NA2

k
�, then LN �


k � S > 1
4

� S so

L D inf
N
LN �

1

4
� S;

and (6.36) is proven.

We now prove that the Lyapunov exponent is continuous as a function of the

energy.

�eorem 6.2. Under the same conditions as in �eorem 6.1 above, and for any

j�j � �0.v; �/, the Lyapunov exponentL.E/ is a continuous function of the energy

E with modulus of continuity on each compact interval E at least,

w.t/ D C
�

log
1

t

��ˇ

; (6.56)

where C D C.E; �; v; �; s/ and ˇ 2 .0; 1/ is a universal constant that can be

chosen, at the expense of C , to be arbitrarily close to 1.

Proof. We will �x �;T and omit them from notations. We also �x the compact

interval E.

It is easy to show (see below) that for every scale N , the functions LN .E/

are (Lipschitz) continuous. To prove that their limits L.E/ are also continuous

with a certain modulus of continuity, we need a quantitative description of the

convergenceLN .E/ ! L.E/ asN ! 1. �e better this rate of convergence, the

sharper the modulus of continuity of L.E/.

It follows from the proof of �eorem 6.1 above (see (6.50) and the inductive

process thereafter) that for every scales N0 and N such that N0 � N00.�; v; �/

and NA
0 � N � NA2

0 ,

LN .E/ � L2N .E/ . N0N
�1 � N 1=AN�1 DW N�ˇ ;

so

LN .E/ � L2N .E/ . N�ˇ for all N � N00: (6.57)
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Summing up over dyadic N ’s we conclude

LN .E/ � L.E/ . N�ˇ ; for all N � N00; (6.58)

which is the quantitative convergence we were seeking.

To show that

LN .E/ D
1

N

Z

T2

log kMN .x; E/k dx

are continuous, we use Trotter’s formula for the transfer matrix MN .x; E/,

MN .x; E/ �MN .x; E
0/

D

NX

j D1

A.TNx; E/ : : : ŒA.Tjx; E/ � A.Tjx; E 0/� : : :A.T x; E 0/:

But

A.Tjx; E/ � A.Tjx; E 0/ D
hE 0 �E 0

0 0

i

and

kA.Tjx; E/k � eS ; for all E 2 E;

so

kMN .x; E/ �MN .x; E
0/k � eSN jE �E 0j:

�erefore, since kMN .x; E/k � 1 and jjMN .x; E
0/jj � 1,

j log kMN .x; E/k � log kMN .x; E
0/kj

� kMN .x; E/ �MN .x; E
0/k

� eSN jE �E 0j:

Integrating in x we obtain

jLN .E/ � LN .E
0/j � eSN jE �E 0j; (6.59)

which shows Lipschitz continuity for the maps LN .E/.

Combining (6.58) and (6.59) we obtain

jL.E/ � L.E 0/j . N�ˇ C eSN jE �E 0j; for all N � N00.�; v; �/: (6.60)

For every such N let

jE � E 0j � e�SN N�ˇ ;



480 S. Klein

so

jL.E/ � L.E 0/j . N�ˇ :

Since

log
1

jE �E 0j
� SN C ˇ logN . SN;

we have

N�ˇ �
� 1
S

��ˇ �
log

1

jE �E 0j

��ˇ
D C

�
log

1

jE �E 0j

��ˇ

;

where C D C.�; v; �/.

We conclude, using the compactness of E, that for some constant C D C.E; �;

v; �/, and for a constant ˇ that can be chosen arbitrarily close to 1 by starting o�

with a large enough constant A,

jL.E/ � L.E 0/j < C
�

log
1

jE �E 0j

��ˇ

:

Remark 6.2. �e rate of convergence (6.58) can be improved to

jL.E/C LN .E/ � 2L2N .E/j . e�cN �

for all N � N00; (6.61)

which follows from the proof of the inductive step, Lemma 6.2 (see (6.24)) and

uses the avalanche principle. �is faster rate of convergence leads to the sharper

modulus of continuity (1.14) (see [16], [6] for details).

We will now explain how Anderson localization is derived from the large de-

viation �eorem 6.1.

Given the Schrödinger operator

ŒH.x/  �n WD � nC1 �  n�1 C � v.Tnx/ n; (6.62)

for every scale N we denote

HN .x/ WD RŒ1;N �H.x/RŒ1;N �;

where RŒ1;N � is the coordinate restriction to Œ1; N � � Z with Dirichlet boundary

conditions.
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�en the associated Green’s functions are de�ned as

GN .x; E/ WD ŒHN .x/ �E��1;

if the N � N matrix HN .x/ �E is invertible.

�e large deviation estimate (6.35) implies, via Cramer’s rule, ‘good bounds’

on the Green’s functions GN .x; E/ associated with (6.62).

Indeed, for 1 � n1 � n2 � N , we have:

GN .x; E/.n1; n2/

D ŒHN .x/ � E��1.n1; n2/

D
detŒHn1�1.x/ �E� � det ŒHN �n2

.Tn2x/ �E�

detŒHN .x/ �E�
:

�ere is the following relation between transfer matrices and determinants:

MN .x; E/ D
h det ŒHN .x/ �E� � det ŒHN �1.Tx/ �E�

det ŒHN �1.x/ �E� � det ŒHN �2.Tx/ �E�

i
: (6.63)

�erefore, we get the estimate on the Green’s functions

jGN .x; E/.n1; n2/j �
kMn1

.x; E/k � kMN �n2
.Tn2x; E/k

j det .HN .x/ �E/j
:

Combining this with the LDT (6.35), we obtain the following bounds on the

Green’s functions Gƒ.E; x/ associated with the operator (6.62).

For every N large enough and for every energy E, there is a set�N .E/ � T
2

with mesŒ�N .E/� < e
�N �

so that for any x … �N .E/, one of the intervals

ƒ D ƒ.x/ D Œ1; N �; Œ1; N � 1�; Œ2; N �; Œ2; N � 1�

will satisfy

jGƒ.E; x/.n1; n2/j < e
�cjn1�n2jCN 1�

: (6.64)

Since v.x/ D
P

l2Z2 Ov.l/e2�i l �x and j Ov.l/j � Me��jl j1=s
for all l 2 Z

2, sub-

stituting in (6.64) v.x/ by v1.x/ WD
P

jl j�CN s Ov.l/e2�i l �x we can assume that the

‘bad set’ �N .E/ above not only has exponentially small measure, but it also has

bounded algebraic complexity - it is semi-algebraic of degree � N d.s/:

�ese sets depend on the energy E. �e rest of the proof of localization

for (6.62) involves the elimination of the energy, which uses semi-algebraic set

theory, and follows exactly the same pattern as the proof of the corresponding

result for the analytic case (see [6], [5] or Chapter 15 in [4]).

Our statement for the skew-shift model is weaker than the one for the multi-

frequency shift, since they both mirror the corresponding results in the analytic

case.
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Remark 6.3. We do not know if the transversality condition (1.12) is indeed nec-

essary, either for the models considered here or for the single-variable shift con-

sidered in [16]. In particular, we do not know if the Lyapunov exponent is still

positive throughout the spectrum for potential functions that have �at parts but

are very smooth otherwise. �is is a di�cult and interesting problem.

Finally, a more challenging problem regarding Gevrey potential functions is

proving localization for a long range model, one where the Laplacian is replaced

by a Toeplitz matrix. In the case of the skew-shift dynamics, this could lead to

applications to more general quantum kicked rotator equations.
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