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Abstract. In this work we focus on the characterization of the space L2 .S IC/ on Rie-

mannian 2-manifolds S induced by a �xed magnetic vector potential A0 in the nonlinear

Ginzburg-Landau (GL) superconductivity model. �e linear di�erential operator govern-

ing the GL model is the surface Schrödinger operator .ir C A0/
2 on S . We obtain a

complete orthonormal system in L2 .S IC/ from a collection of nontrivial solutions of the

weak-form of the spectral problem associated with .ir CA0/
2. �en, after proving that any

member of this basis satis�es a higher regularity condition, we conclude that each is also

an eigenfunction of the strong-form of the surface Schrödinger operator, and must satisfy a

natural Neumann condition over any nonempty component of the manifold boundary @S .

�ese results form the theoretical foundations used to develop e�cient computational tools

for simulating the Langevin version of the surface GL model.
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1. Introduction

Spectral properties of di�erential operators de�ned on Riemannian manifolds fa-

cilitate the understanding and e�cient numerical simulation of physical processes

described by mathematical models they govern. Eigenvalues and eigenfunctions

of the Laplacian on manifolds (with and without boundaries) have been inves-

tigated for several decades, and provide important tools for the simulation and

analysis of processes such as vibrations of drums and membranes, or stationary

states of free quantum particles, see for example [20] for an excellent survey and

references therein.

�e focus of this article is the investigation of spectral problems corresponding

to Schrödinger operators that arise in a class of GL models for superconductiv-

ity in thin materials. �e results are used to characterize the Lebesgue space of

complex-valued, square-integrable functions on Riemannian 2-manifolds S that

are taken to represent thin superconductors having rotational symmetry about the

axis of a constant, externally-applied magnetic �eld. From standard gauge, scal-

ing and approximation considerations this may be taken to be the system mag-

netic �eld, and equal to the curl of the magnetic vector potential A0 D R O� , where

R represents distance from the z-axis, and O� denotes the unit coordinate vector

corresponding to the direction of increasing � in a cylindrical-polar coordinate

system. In this context, the GL system involves a single partial di�erential equa-

tion, which is nonlinear in the complex-valued order parameter, and is governed

by the Schrödinger operator .ir CR O� /2 on S . See references [6, 7, 12] for further

details regarding the particulars and validity of this GL model realization. In a fu-

ture work, we implement a highly e�cient �nite element method to compute the

eigenvalues and modes of the surface Schrödinger operator for use with advanced

GL simulation techniques.

Our motivation is to provide an e�cient computational and analysis framework

for the investigation of nondeterministic critical phenomena in the Langevin ver-

sion of the GL model [5, 10]. Deterministic GL systems have been widely used to

study the formation of vortex con�gurations in thin superconductors that contain

a Riemannian manifold [2, 4, 6, 7, 13, 16, 17, 19]. If such phenomena are essen-

tially nondeterministic, as are evolutions of vortex con�gurations from ideal (su-

perconducting or nonsuperconducting) initial states in highly symmetric systems,

we rely on the Langevin extension of the GL model to complete the phenomeno-

logical context. Stochastic GL simulations in �nite-dimensional subspaces that

include high-frequency modes are therefore needed, and the symmetry in the sys-

tems we consider naturally supports the development of spectral methods. It turns

out that methods based on the eigenfunctions of the surface Schrödinger operator
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.ir C R O� /2, which are known only for simple choices of S such as the planar

disk [3, 19], are highly e�cient. Because the geometry of the superconductor may

otherwise substantially in�uence the critical phenomena [15], we use a generalized

approach that allows for investigations of the model on any surface of revolution.

We take S � R
3 to be aC 2 Riemannian 2-manifold (with or without boundary)

that is open, bounded, connected, and given as the range of the parameterization

x.s; �/ D ŒR.s/ cos �; R.s/ sin �; Z.s/� ; s 2 I; � 2 Œ0; 2�/; (1.1)

where I � R is an interval. In terms of this standard parameterization for S , we

begin by deriving both weak and strong formulations for the surface Schrödinger

operator. �en, from the collection of nontrivial solutions of the corresponding

weakly-formulated spectral problem, we identify a complete orthonormal system

for the spaceL2 .S IC/. In order to de�ne �nite-dimensional subspaces spanned by

the elements of this basis that are suitable for simulations of the associated nonlin-

ear GL and Langevin-Ginzburg-Landau (LGL) models, it is important to establish

an additional regularity property. Speci�cally, in this work we also prove that ev-

ery solution to the weakly-formulated Schrödinger spectral problem lies (at least)

in the spaceH 2 .S IC/. �is last result is needed primarily to establish the spectral

accuracy of the numerical simulation methods introduced in future articles, and is

instrumental in demonstrating how these eigenfunctions, and their corresponding

eigenvalues, can be e�ciently represented and accurately approximated. To ac-

complish all of this, we next introduce some suitable constraints on S and (1.1),

then specify notational conventions that are used throughout the article. Some

crucial results required by our analysis are included in the appendix.

1.1. Preliminaries. Whenever S has a boundary, we assume that each boundary

point has a neighborhood in xS whose intersection with S is simply connected.

We may choose the parametrization x so that the functions R and Z in (1.1) have

bounded, continuous derivatives through the second order on I o and xjI o�Œ0;2�/

is a homeomorphism, where I o denotes the interior of I . Suitable versions of

our approach and analysis may be retained when di�erentiability assumptions are

relaxed (when S is a right circular cone, for example). We take the left and right

endpoints of the interval I in (1.1) to be 0 and s0, respectively, where s0 > 0. To

integrate a function

f W S �! C

over S , we use (1.1) to obtain
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Z

S

f dx D
2�
Z

0

s0
Z

0

f .x.s; �// jxs.s; �/ � x�.s; �/jds d�

D
2�
Z

0

s0
Z

0

f .x.s; �//R.s/

q

R2
s CZ2

s ds d�:

(1.2)

We assume that R � 0, so that f D 1 in (1.2) gives the geometric area of S . For

integrals on @S , we write

Z

@S

f dx D
2�
Z

0

f .x.s; �//R.s/
ˇ

ˇ

ˇ

sDs0

sD0
d�; (1.3)

which yields zero whenever @S D ;. Lastly, we shall always assume that x has

been chosen so that

inf
s2I

q

R2
s C Z2

s > 0; sup
s2I

q

R2
s CZ2

s < 1: (1.4)

�roughout this article, the standard (conjugate symmetric) inner product in

L2 .S IC/ is denoted by h�; �i2. For our weak formulation, it is convenient to intro-

duce the real, symmetric inner product in L2 .S IC/ given by

hu; vi WD hu; vi2 C hv; ui2 ; u; v 2 L2 .S IC/ : (1.5)

If @S ¤ ;, we denote the associated real, symmetric inner product inL2 .@S IC/ as

hu; vi@S . Let k�k2 and k�k1;2 denote, respectively, the standard norms inL2 .S IC/
and H 1 .S IC/. We introduce the norm k � k D

p
2k � k2, which is induced by the

real, symmetric inner product h�; �i identi�ed in (1.5). For any domain X , the

standard norm in L2 .X IC/ is denoted by k � k2;X , and we let k � kX D
p
2k � k2;X

be the norm induced by the real, symmetric inner product h�; �iX .

2. �e Schrödinger operator on S

In this section we derive in detail the strong and weak formulations for the surface

Schrödinger operator, as required for our investigations of the spectral problems.

2.1. Strong formulation of the Schrödinger operator on S . �e vector-valued

�rst-order operator .ir C R O� / is speci�ed by utilizing the standard de�nition of
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the gradient of a function de�ned on S . We �rst recall our parameterization for S

in (1.1), and use it to write the surface normal vector as

n.x.s; �// D xs � x�

jxs � x� j D Œ�Zs cos �;�Zs sin �; Rs�
p

R2
s CZ2

s

; x.s; �/ 2 S: (2.1)

We work in a “thin” region � � R
3 containing S , and given by the parametric

representation

�.�; s; �/ D ŒR.s/ cos �; R.s/ sin �; Z.s/�C �n.x.s; �//; (2.2)

where the parameter � is restricted to the interval .��; �/ for some su�ciently

small � > 0. Given u 2 H 1 .S IC/, to work in � we need to extend u into the

space H 1
�

�IC
�

such that the value of the extension and each of its �rst partial

derivatives on S agrees almost everywhere with those of u. At this stage, we

assume that such an extension is always possible provided � is su�ciently small,

and simply use u again to denote it. For the gradient of u, we must evaluate

ru D
�

ux ; uy; uz

�

� n
�

n �
�

ux ; uy; uz

��

(2.3)

on S . To evaluate the right hand side of (2.3), we construct
�

ux ; uy; uz

�

component

by component. On �, from the chain rule we have

ux D ussx C u��x C u��x ; (2.4)

and from (2.2) we obtain the parametric equations

x D
�

R � �Zs
p

R2
s C Z2

s

�

cos �; (2.5a)

y D
�

R � �Zs
p

R2
s C Z2

s

�

sin �; (2.5b)

z D Z C �Rs
p

R2
s CZ2

s

: (2.5c)

From di�erentiation of the relation

�

R � �Zs
p

R2
s C Z2

s

�2

D x2 C y2 (2.6)

with respect to x, we �nd that

�

R � �Zs
p

R2
s CZ2

s

��

Rs

�

1 � �RsZss �ZsRss

.R2
s C Z2

s /
3=2

�

sx � Zs
p

R2
s CZ2

s

�x

�

D x; (2.7)
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while from the third relation in (2.5) we have

Zs

�

1� �
RsZss �ZsRss

.R2
s CZ2

s /
3=2

�

sx C Rs
p

R2
s CZ2

s

�x D 0: (2.8)

To use results (2.7) and (2.8) on S , we evaluate them at � D 0 to obtain the system

0

B

B

B

@

Rs � Zs
p

R2
s CZ2

s

Zs

Rs
p

R2
s CZ2

s

1

C

C

C

A

�

sx

�x

�

D
�

cos �

0

�

; (2.9)

whence we �nd the formulas

sx D Rs

R2
s CZ2

s

cos � and �x D � Zs
p

R2
s CZ2

s

cos �: (2.10)

From the relation

tan � D y

x
(2.11)

on �, we �nd that

�x D �sin �

R
: (2.12)

Substituting results (2.10) and (2.12) into (2.4) now gives

ux D us

Rs

R2
s CZ2

s

cos � � u�

Zs
p

R2
s CZ2

s

cos � � u�

sin �

R
: (2.13)

For the second component, we proceed in a similar fashion. On �, we have

uy D ussy C u��y C u��y : (2.14)

Di�erentiation with respect to y of (2.6) and the third equation in (2.5), followed

by evaluation on S , results in the system

0

B

B

B

@

Rs � Zs
p

R2
s CZ2

s

Zs

Rs
p

R2
s CZ2

s

1

C

C

C

A

�

sy

�y

�

D
�

sin �

0

�

; (2.15)

from which we �nd that

sy D Rs

R2
s CZ2

s

sin � and �y D � Zs
p

R2
s CZ2

s

sin �: (2.16)
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After using (2.11) to �nd that

�y D cos �

R
; (2.17)

from the substitution of (2.16-2.17) into (2.14) we see that

uy D us

Rs

R2
s CZ2

s

sin � � u�

Zs
p

R2
s CZ2

s

sin � C u�

cos �

R
: (2.18)

Finally, for the third component we write

uz D ussz C u��z C u��z : (2.19)

Di�erentiation of the third equation in (2.5) with respect to z gives

Zs

�

1� �
RsZss �ZsRss

.R2
s CZ2

s /
3=2

�

sz C Rs
p

R2
s CZ2

s

�z D 1; (2.20)

while from (2.6) we have

Rs

�

1 � �RsZss � ZsRss

.R2
s CZ2

s /
3=2

�

sz � Zs
p

R2
s CZ2

s

�z D 0: (2.21)

At � D 0, from (2.20)–(2.21) we obtain the system

0

B

B

B

@

Rs � Zs
p

R2
s CZ2

s

Zs

Rs
p

R2
s CZ2

s

1

C

C

C

A

�

sz

�z

�

D
�

0

1

�

; (2.22)

which gives

sz D Zs

R2
s CZ2

s

and �z D Rs
p

R2
s CZ2

s

: (2.23)

Since clearly

�z D 0; (2.24)

from (2.19) we now see that

uz D us

Zs

R2
s CZ2

s

C u�

Rs
p

R2
s CZ2

s

: (2.25)
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Now, from (2.13), (2.18), (2.25) and (2.1) we have

n � Œux; uy; uz� D Œ�Zs cos �;�Zs sin �; Rs�
p

R2
s C Z2

s

�
h

us

Rs

R2
s C Z2

s

cos � � u�

Zs
p

R2
s CZ2

s

cos � � u�

sin �

R
;

us

Rs

R2
s CZ2

s

sin � � u�

Zs
p

R2
s CZ2

s

sin � C u�

cos �

R
;

us

Zs

R2
s CZ2

s

C u�

Rs
p

R2
s CZ2

s

i

D u�:

(2.26)

Returning to (2.3), we get

ru D Œux; uy; uz�� n.n � Œux ; uy; uz�/

D
h

us

Rs

R2
s CZ2

s

cos � � u�

Zs
p

R2
s CZ2

s

cos � � u�

sin �

R
;

us

Rs

R2
s CZ2

s

sin � � u�

Zs
p

R2
s CZ2

s

sin � C u�

cos �

R
;

us

Zs

R2
s C Z2

s

C u�

Rs
p

R2
s CZ2

s

i

� Œ�Zs cos �;�Zs sin �; Rs�
p

R2
s CZ2

s

u�;

(2.27)

and

ru D
h

us

Rs

R2
s CZ2

s

cos � � u�

sin �

R
;

us

Rs

R2
s CZ2

s

sin � C u�

cos �

R
;

us

Zs

R2
s CZ2

s

i

:

(2.28)

After de�ning the unit coordinate vectors

Os D xs

jxsj
D ŒRs cos �; Rs sin �; Zs �

p

R2
s CZ2

s

(2.29)

and
O� D x�

jx� j D Œ� sin �; cos �; 0� ; (2.30)
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we see that

Os � ru D us
p

R2
s CZ2

s

(2.31)

and

O� � ru D u�

R
; (2.32)

so we write (2.28) more conveniently as

ru D Os us
p

R2
s CZ2

s

C O� u�

R
: (2.33)

From (2.33), we may �nally write the (surface) operator .ir CR O� / as

.ir CR O� / D Os i
p

R2
s CZ2

s

@

@s
C O�

� i

R

@

@�
C R

�

: (2.34)

To formulate .ir C R O� /2 on S , we take u 2 H 2 .S IC/, and apply (2.34) to

.ir CR O� /u. �us, we start from

.ir CR O� /2u

D
�

Os i
p

R2
s C Z2

s

@

@s
C O�

� i

R

@

@�
CR

��

�
�

Os ius
p

R2
s CZ2

s

C O�
� iu�

R
CRu

��

;

(2.35)

and keep in mind that the unit coordinate vectors Os and O� are generally not constant.

Working from (2.29), we have

Oss D
h� Rs
p

R2
s CZ2

s

�

s
cos �;

� Rs
p

R2
s CZ2

s

�

s
sin �;

� Zs
p

R2
s CZ2

s

�

s

i

D N

.R2
s CZ2

s /
3=2
;

(2.36)

where

N D Œ.RssZs � RsZss/Zs cos �; .RssZs �RsZss/Zs sin �; .RsZss � RssZs/Rs�

and observe, in particular, that

Os � Oss D RsZs .RssZs � RsZss C RsZss � RssZs/

.R2
s CZ2

s /
2

D 0: (2.37)



578 M. Ganesh and T. �ompson

�erefore, the �rst of the four terms produced on the right hand side of (2.35)

reads

�

Os i
p

R2
s C Z2

s

@

@s

�

�
�

Os ius
p

R2
s CZ2

s

�

D �
�

Os 1
p

R2
s CZ2

s

�

� @
@s

�

Os us
p

R2
s CZ2

s

�

D �
�

Os 1
p

R2
s CZ2

s

�

�
�

Oss
us

p

R2
s CZ2

s

C Os @
@s

� us
p

R2
s CZ2

s

��

D � 1
p

R2
s CZ2

s

@

@s

� us
p

R2
s CZ2

s

�

:

(2.38)

Next, by di�erentiation of (2.30), we clearly see that

O�s D 0; (2.39)

and since Os � O� D 0, we conclude that

�

Os i
p

R2
s CZ2

s

@

@s

�

�
�

O�
� iu�

R
CRu

��

D 0: (2.40)

Returning again to (2.29), we have

Os� D Œ�Rs sin �; Rs cos �; 0�
p

R2
s CZ2

s

; (2.41)

and we notice here that

O� � Os� D Rs
p

R2
s CZ2

s

: (2.42)

Using (2.41-2.42), and (again) the fact that Os � O� D 0, the third term produced on

the right hand side of (2.35) can be calculated as

O�
� i

R

@

@�
CR

�

�
�

Os ius
p

R2
s CZ2

s

�

D �
O�
R

� @
@�

�

Os us
p

R2
s CZ2

s

�

D �
O�
R

�
�

Os�
us

p

R2
s CZ2

s

�

D � Rs

R.R2
s CZ2

s /
us :

(2.43)
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Finally, we refer back to (2.30), and �nd that

O�� D Œ� cos �;� sin �; 0�I (2.44)

here, we note the identity
O� � O�� D 0: (2.45)

�us, the last of the four terms produced by (2.35) is

O�
� i

R

@

@�
C R

�

�
�

O�
� iu�

R
CRu

��

D �
O�
R

� @
@�

�

O� u�

R

�

C i2u� CR2u

D �u��

R2
C i2u� CR2u:

(2.46)

When substituting (2.38), (2.40), (2.43) and (2.46) into the right hand side of

equation (2.35), we therefore have

.ir CR O� /2u D � 1
p

R2
s CZ2

s

@

@s

� us
p

R2
s CZ2

s

�

� Rs

R.R2
s C Z2

s /
us � u

��

R2
C i2u� CR2u:

(2.47)

Next, we describe a weak formulation for the surface Schrödinger operator.

2.2. Weak formulation of the of the Schrödinger operator on S . In this sec-

tion, we establish a Green’s identity for the surface Schrödinger operator that al-

lows us to relate its weak and strong formulations in L2 .S IC/.

�eorem 2.1. Let u 2 H 2 .S IC/ and v 2 H 1 .S IC/. �en, the formula

h.irCR O� /u; .irCR O� /vi D h.irCR O� /2u; viCh.irCR O� /u� Os; ivi@S (2.48)

holds.

Proof. We begin by stating several intermediate results that are used in the proof.

We have the following:

.1/ the mapping .u; v/ 7! hu; vi of L2 .S IC/� L2 .S IC/ ! R is continuous;

.2/ the mapping .u; v/ 7! hu; vi@S of L2 .@S IC/� L2 .@S IC/ ! R

is continuous;

.3/ the mapping u 7! .ir CR O� /u of H 1 .S IC/ ! L2 .S IC/ is continuous;

.4/ the mapping u 7! .ir CR O� /2u of H 2 .S IC/ ! L2 .S IC/ is continuous;

.5/ the space C 2
� xS IC

�

is dense in L2 .S IC/, H 1 .S IC/, and H 2 .S IC/:
(2.49)
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Establishing .1 � 4/ in (2.49) amounts to a straightforward exercise. Item .5/

represents a classical result from the theory of Sobolev spaces, properly adapted

for the domain S (for example, we may work from �eorem 3:22 in [1]). Our

approach is to begin by showing (2.48) on the dense subspace C 2
� xS IC

�

. Here,

our parameterization assumptions allow us to use integration by parts, then (2.49)

may be applied to extract appropriate limits and complete the proof. So, let u; v 2
C 2

� xS IC
�

. We begin by using (2.34) with (1.2) to write

h.ir C R O� /u; .ir C R O� /vi2 D

D

2�
Z

0

s0
Z

0

�

Os i
p

R2
s CZ2

s

@u

@s
C O�

�

i

R

@u

@�
C Ru

��

�
�

Os i
p

R2
s CZ2

s

@v

@s
C O�

�

i

R

@v

@�
C Rv

��

R

q

R2
s CZ2

s ds d�

D

2�
Z

0

 

s0
Z

0

R
p

R2
s CZ2

s

@u

@s

@v

@s
ds

!

d�

C

s0
Z

0

 

2�
Z

0

�

1

R2

@u

@�

@v

@�
� iu@v

@�
C i

@u

@�
Nv C R2u Nv

�

d�

!

R

q

R2
s CZ2

s ds:

(2.50)

Owed to the properties of u, v and x, we can use integration by parts to evaluate

the innermost integral in the �rst term on the right hand side of (2.50). We get

s0
Z

0

R
p

R2
s CZ2

s

@u

@s

@v

@s
ds

D R
p

R2
s C Z2

s

@u

@s
Nv
ˇ

ˇ

ˇ

ˇ

sDs0

sD0

�
s0
Z

0

@

@s

� R
p

R2
s C Z2

s

@u

@s

�

Nv ds

D R
p

R2
s C Z2

s

@u

@s
Nv
ˇ

ˇ

ˇ

ˇ

sDs0

sD0

�
s0
Z

0

� Rs
p

R2
s CZ2

s

@u

@s
CR

@

@s

� 1
p

R2
s CZ2

s

@u

@s

��

Nv ds;

(2.51)
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and when applying (1.3) to (2.51), we conclude that

2�
Z

0

 
s0
Z

0

R
p

R2
s CZ2

s

@u

@s

@v

@s
ds

!

d�

D
2�
Z

0

R
p

R2
s CZ2

s

@u

@s
Nv
ˇ

ˇ

ˇ

ˇ

sDs0

sD0

d� �
2�
Z

0

s0
Z

0

I NvR
q

R2
s CZ2

s ds d�

D
Z

@S

1
p

R2
s CZ2

s

@u

@s
Nv dx �

Z

S

I Nv dx;

(2.52)

where

I D Rs

R.R2
s CZ2

s /

@u

@s
C 1
p

R2
s CZ2

s

@

@s

� 1
p

R2
s CZ2

s

@u

@s

�

:

Moving to the innermost integral in the second term on the right hand side of equa-

tion (2.50), because every integrand is periodic with respect to the � parameter,

from integration by parts we �nd here that

2�
Z

0

� 1

R2

@u

@�

@v

@�

�

d� D �
2�
Z

0

� 1

R2

@2u

@�2
Nv
�

d�; (2.53)

and
2�
Z

0

�

� iu@v
@�

C i
@u

@�
Nv
�

d� D
2�
Z

0

�

i2
@u

@�
Nv
�

d�: (2.54)

Together, (2.53) and (2.54) show that

s0
Z

0

 
2�
Z

0

� 1

R2

@u

@�

@v

@�
� iu@v

@�
C i

@u

@�
Nv C R2u Nv

�

d�

!

R

q

R2
s CZ2

s ds

D
Z

S

�

� 1

R2

@2u

@�2
Nv C i2

@u

@�
Nv CR2u Nv

�

dx:

(2.55)

Substituting (2.52) and (2.55) into (2.50), while recalling the Schrödinger formu-

lation in (2.47), leads to

h.ir C R O� /u; .ir CR O� /vi2 D
Z

@S

1
p

R2
s CZ2

s

@u

@s
Nv dx C h.ir CR O� /2u; vi2:

(2.56)
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In a similar way, we have

h.ir CR O� /u; .ir CR O� /vi2 D
Z

@S

1
p

R2
s CZ2

s

@u

@s
v dx C h.ir C R O� /2u; vi2;

(2.57)

and it follows that

h.ir CR O� /u; .ir CR O� /vi

D
Z

@S

1
p

R2
s CZ2

s

@u

@s
Nv dx C

Z

@S

1
p

R2
s CZ2

s

@u

@s
v dx C h.ir CR O� /2u; vi

D
Z

@S

� i
p

R2
s C Z2

s

@u

@s

�

iv dx C
Z

@S

� i
p

R2
s CZ2

s

@u

@s

�

iv dx

C h.ir CR O� /2u; vi
D h.ir CR O� /u � Os; ivi@S C h.ir CR O� /2u; vi:

(2.58)

To generalize (2.58), we use familiar continuity arguments. Let u 2 H 2.S IC/, and

v 2 H 1.S IC/. By .5/ from (2.49), we may choose sequences ¹unº and ¹vnº from

C 2. xS IC/ such that un ! u inH 2.S IC/, and vn ! v inH 1.S IC/. Using .1/, .3/

and .4/ from (2.49), we have, as n ! 1,

un ! u in H 2.S IC/ H) .ir C R O� /2un ! u in L2.S IC/ and

.ir C R O� /un ! u in L2.S IC/;
(2.59a)

and

vn ! v in H 1.S IC/ H) .ir CR O� /vn ! v in L2.S IC/ and

ivn ! iv in L2.S IC/;
(2.59b)

which together imply that

h.ir C R O� /un; .ir CR O� /vni ! h.ir CR O� /u; .ir C R O� /vi; (2.60a)

and

h.ir CR O� /2un; vni ! h.ir CR O� /2u; vi (2.60b)

for the same such n. Moreover, .2/ in (2.49), when used with �eorem A.1 in the

appendix, guarantees that

h.ir CR O� /un � Os; ivni@S ! h.ir CR O� /u � Os; ivi@S ; (2.61)
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and since (2.58) gives, for all n 2 N,

h.ir CR O� /un; .ir CR O� /vni D h.ir CR O� /un � Os; ivni@S Ch.ir CR O� /2un; vni;
(2.62)

we obtain the result by letting n ! 1 in (2.62).

With these Schrödinger formulations and results in place, we next detail some

foundational spectral analysis.

3. Characterization of Schrödinger eigenmodes

Our essential results in this section are as follows:

� �ere is a complete orthonormal sequence in L2 .S IC/ consisting of eigen-

functions of the weakly-formulated spectral problem.

� �e corresponding collection of eigenvalues is nonnegative, unbounded, and

has no �nite accumulation points.

To establish these facts, we start by considering the weakly-formulated spectral

Schrödinger problem of �nding all nonzero v 2 H 1 .S IC/ such that

h.ir CR O� /v; .ir CR O� /wi D �hv; wi; (3.1)

for all w 2 H 1 .S IC/ and some � 2 R. For convenience, in the arguments that

follow positive constants that do not depend on v orw (or a parameter h used later

to de�ne a di�erence operator in the next section) are denoted by K; the value

of K itself may vary according to the context, particularly in passing from one

line to the next, or from one side of an equation or inequality to the other. We

use subscript notation to �x the value of constants of this type, or to indicate their

dependence on a particular parameter.

We proceed to show that an orthonormal basis for L2 .S IC/ can be formed

from a collection of the solutions of (3.1). �roughout this section, we work with

the real, bilinear forms

L W H 1.S IC/�H 1.S IC/ �! R;

.v; w/ 7�! h.ir CR O� /v; .ir CR O� /wi;
(3.2)

and, for � 2 R,

L� W H 1.S IC/�H 1.S IC/ �! R;

.v; w/ 7�! L.v; w/� �hEv;Ewi;
(3.3)
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where

E W H 1.S IC/ �! L2.S IC/

is the compact embedding operator obtained from �eorem A.2 in the appendix.

�e essential goals of present interest are formalized in the next theorem. After

�rst establishing several necessary results, we return to its proof near the end of

this section.

�eorem 3.1. Let L� be the form (3.3). �en, there are countably in�nite se-

quences
®

�j

¯

� Œ0;1/ and
®

 j

¯

� H 1 .S IC/ n ¹0º such that

(a) L�j
. j ; v/ D 0 for all v 2 H 1.S IC/; j 2 N;

(b) ¹�j º is unbounded, and has no �nite accumulation points;

(c) ¹ j º is a complete orthonormal sequence for L2.S IC/:
(3.4)

To prove �eorem 3.1 we rely on the Lax-Milgram theorem, and utilize aspects of

the theory of compact linear operators in Hilbert space. �e essential results used

are included in the appendix; we demonstrate next that these are applicable in the

context of our problem.

�e version of the Lax-Milgram theorem we require is stated, without proof, as

�eorem A.3 in the appendix. �e premises of this theorem are established next.

�eorem 3.2. Let � < 0. �ere is a constantM > 0 such that

L�.v; w/ � Mkvk1;2kwk1;2 for all v; w 2 H 1.S IC/: (3.5)

Proof. Let v; w 2 H 1.S IC/. We work directly from the appropriate de�nitions,

and �nd that

L�.v; w/ D L.v; w/� �hEv;Ewi

� jh.ir CR O� /v; .ir CR O� /wij
C j�j jhEv;Ewij

� jhirv; irwi C hirv; O�Rwi C h O�Rv; irwi C h O�Rv; O�Rwij
CKkEvkkEwk

� krvkkrwk C krvkkRwk C kRvkkrwk
C kRvkkRwk CKkvk1;2kwk1;2:

(3.6)

Clearly the inequalities krvk �
p
2 kvk1;2 and kRvk � K kvk � K kvk1;2 hold,

and they remain valid when v is replaced by w. �e result then follows.
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A similar type of argument is used to verify the second needed premise.

�eorem 3.3. �ere are constants � < 0 and m > 0 such that

L�.v; v/ � mkvk2
1;2 for all v 2 H 1.S IC/: (3.7)

Proof. Let v 2 H 1.S IC/. We �rst work with L.v; v/, and �nd that

L.v; v/ D h.ir CR O� /v; .ir CR O� /vi

D hirv; irvi C 2hirv; O�Rvi C h O�Rv; O�Rvi

D krvk2 C 2hirv; O�Rvi C kRvk2:

(3.8)

�us, from (3.8), Hölder’s inequality, and previous results, we have

2kvk2
1;2 D krvk2 C kvk2

D L.v; v/� .2hirv; O�Rvi C kRvk2/C kvk2

� L.v; v/C 2
p
2kvk1;2kRvk CKkvk2:

(3.9)

Now (3.9), Young’s inequality, and the identity kvk2 D hEv;Evi together show

that

2kvk2
1;2 � L.v; v/C �kvk2

1;2 C 2

�
kRvk2 CKkvk2

� L.v; v/C �kvk2
1;2 CK�hEv;Evi

D L
�K�

.v; v/C �kvk2
1;2

(3.10)

for arbitrary � > 0. We take any such � < 2, and �nd that the result then follows

from (3.10), with m D 2� � and � D �K�.

With � < 0 as speci�ed in �eorem 3.3, we use �eorem A.3 from the appendix

to obtain a linear bijection

A W H 1.S IC/ �! H�1.S IC/

such that

L�.v; w/ D .F; w/ for all w 2 H 1.S IC/ () F D Av: (3.11)

Moreover, since the same theorem guarantees that both A and A�1 are bounded,

it follows that both are continuous.
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From the mapping A�1, we need to construct a suitable compact, self-adjoint

operator inL2 .S IC/. We �rst obtain an adjoint for the compact embeddingE with

the help of the Riesz representation theorem. By �eorem 2:44 (or 1:12) from [1],

we identify the space L2 .S IC/ with its normed dual, which in turn allows us to

�nd E� W L2 .S IC/ ! H�1 .S IC/ such that

.E�v; w/ D hv; Ewi for v 2 L2.S IC/; w 2 H 1.S IC/: (3.12)

By standard concepts from functional analysis, we know that E� is a continuous

injection, and its range is dense inH�1.S IC/. Moreover, the composite mapping

EA�1E� in L2.S IC/ is compact, being a composition of compact and continuous

operators. To show that it is also self-adjoint, we make use of the next theorem.

�eorem 3.4. Let yA D .E�/�1AE�1. �en,

(1) R. yA/ D L2.S IC/I
(2) yA is densely de�ned in L2.S IC/I
(3) yA is symmetric in L2.S IC/:

(3.13)

�erefore, the inverse operator yA�1 D EA�1E� is self-adjoint.

Proof. �e last conclusion follows from (1–3), together with [18], �eorem 13:11.

For (1), since A is a surjection we have R.E�/ � D.A�1/, and clearly the identi-

�cation

R.A�1/ D D.A/ D H 1 .S IC/ D D.E/

is valid; thusD. yA�1/ D L2 .S IC/, whenceR. yA/ D L2 .S IC/. To see (2), we note

that R.E�/ is dense in D.A�1/, so by continuity R.A�1E�/ is dense inH 1 .S IC/,
the domain of E. �us, again by continuity, R. yA�1/ is dense in E

�

H 1 .S IC/
�

,

which is itself dense in L2 .S IC/, so R. yA�1/ is dense in L2 .S IC/ as needed. To

show (3), we need to verify that h yAv;wi D hv; yAwi for all v; w 2 D. yA/. For such

v and w, we �nd with the help of (3.12) and (3.11) that

h yAv;wi D h.E�/�1AE�1v; wi

D h.E�/�1AE�1v; EE�1wi

D .E�.E�/�1AE�1v; E�1w/

D .AE�1v; E�1/

D L�.E
�1v; E�1w/:

(3.14)
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When remembering that the form h�; �i is symmetric, we recognize by similar ar-

guments that

hv; yAwi D hv; .E�/�1AE�1wi D h.E�/�1AE�1w; vi D L�.E
�1w;E�1v/;

(3.15)

whence the fact that L� is itself symmetric allows the result.

�e proof of �eorem 3.1 can now be easily assembled.

3.1. Proof of �eorem 3.1. We begin by utilizing some classical results from

the theory of compact linear operators in Hilbert space. Since yA�1 is compact,

self-adjoint, nontrivial, and clearly not of �nite rank, we apply �eorem A.4 to

identify the eigen-sequences

¹ Q�j º � R and ¹ z j º � L2.S IC/ n ¹0º; (3.16)

where
yA�1 z j D Q�j

z j for all j 2 N (3.17)

and ¹ z j º is a complete orthonormal system for L2 .S IC/. To specify ¹�j º, we

notice that yA�1 is nonsingular, and consequently that ¹ Q�j º � R n ¹0º, then make

the assignment

�j D Q��1
j C �; j 2 N: (3.18)

Next, it is clear that R. yA�1/ � R.E/, and since (3.17) implies that ¹ z j º � R. yA�1/,

each z j 2 R.E/ and we may identify ¹ j º � H 1.S IC/ n ¹0º through the assign-

ment

 j D E�1 z j ; j 2 N: (3.19)

Here z j D  j in L2.S IC/, so it is clear that ¹ j º is itself a complete orthonormal

system for L2.S IC/. To show (a) in (3.4), we let j 2 N, v 2 H 1.S IC/, and �rst

write (3.17) as
z j C .� � �j / yA�1 z j D 0 in L2.S IC/: (3.20)

Using the formula for yA�1 from �eorem 3.4, we have

z j C .� � �j /EA
�1E� z j D 0; (3.21)

and after applying AE�1 on the left we get

A j C .� � �j /E
�E j D 0 in H�1.S IC/: (3.22)

Evaluating both sides of (3.22) at v gives

.A j ; v/C .� � �j /.E
�E j ; v/ D 0; (3.23)
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to which we apply (3.11) and (3.12) to obtain

L�. j ; v/C .� � �j /hE j ; Evi D 0: (3.24)

Using (3.3), we see from (3.24) that

L�j
. j ; v/ D 0: (3.25)

To see that ¹�j º � Œ0;1/, we use v D  j in (3.25) for any j 2 N and �nd that

L. j ;  j / � �j hE j ; E j i D 0; (3.26)

whence

0 � k.ir CR O� / j k2 D L. j ;  j / D �j hE j ; E j i D �j k j k2 D �j : (3.27)

Lastly, (b) in (3.4) follows from implication (3) in (A.7) and our application of

�eorem A.4 above, combined with identi�cation (3.18). �is completes the proof.

In the next section, we establish that the elements of the sequence ¹ j º be-

long to H 2.S IC/, are strong Schrödinger eigenfunctions, and satisfy a natural

Neumann boundary condition.

4. Regularity properties and implications

An essential ingredient in the theoretical and computational approaches we rely

upon is the knowledge that each of the members of any sequence ¹ j º obtained

from �eorem 3.1 in fact lie in the space H 2 .S IC/. To demonstrate this, a judi-

cious modi�cation of the “tangential di�erential quotients” technique used in [11]

to establish elliptic smoothness properties for problems on open sets in Euclidean

space is made. �is requires the use of homeomorphic mappings between subsets

of R2 and S which e�ectively “straighten out” the manifold boundary, whenever

one is present. As a consequence, to obtain the desired results on any admissible

S , we must work separately on subsets that either do, or do not, contain points

in the z-axis. To see why, notice that our default parameterization alone does not

suit our purposes whenever S intersects the z-axis, due to its lack of invertibility.

On the other hand, it is exactly appropriate near any component of @S , since here
O� always gives the appropriate tangential direction we require.

At this stage we need to identify several types of subsets of S , along with spe-

cial functions associated with them, in terms of some positive number �. �e set

of all points in S that are less than � from the z-axis is denoted by S�; that is

S� D ¹.x; y; z/ 2 S W x2 C y2 < �2º: (4.1)
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A component of some S� that intersects the z-axis, is a proper subset of S , on

whose closure we have On � Oz ¤ 0, is called a polar cap. Such a set containing the

point .0; 0; zk/ 2 R
3 would be written as Sk

� , where k might be any convenient

indexing integer. Given a polar cap Sk
� , we can obtain a polar cuto� function

� 2 C1
0 .S IR/ associated with it that satis�es the following conditions:

(1) �
ˇ

ˇ

Sk
�

D 1I
(2) for some �0 > 0; � has compact support in the polar cap Sk

�C�0 :
(4.2)

We call the polar cap Sk
�C�0 identi�ed in (2) from (4.2) the polar support of �

associated with Sk
� . Next, whenever the interior of the complement in S of some

S� is connected, we call it a nonpolar component, and denote it by S c
� . With

any such set we may associate a nonpolar cuto� function, taken as some � 2
C1

0 .S IR/ for which the following hold:

(1) �
ˇ

ˇ

Sc
�

D 1I
(2) whenever .0; 0; zk/ 2 S; there is positive �0 < � such that �jSk

�0

D 0:
(4.3)

We call the interior of the compliment in S of the union of the polar caps Sk
�0

identi�ed in (2) from (4.3) the nonpolar support of � associated with S c
� (we take S

itself whenever there are no poles). We note that this set is necessarily connected,

and contains the closure of S c
� . We assert the existence of the cuto� functions

described in (4.2-4.3), along with their associated supports, for any instance of

either a polar cap or nonpolar component without including available proofs. With

these terms and de�nitions at hand, our regularity arguments for the general case

can be carried out by using exactly one nonpolar component of S , along with at

most two polar caps which overlap it.

�e work in this section will require the use of more than one type of parame-

terization for subsets of S . For this reason, we shall at times revert to writing A0

for our �xed magnetic vector potential, particularly whenever the result of interest

is applicable independent of the parameterization choice.

We begin by showing that any z-intercept in the domain is contained in a polar

cap on which the needed regularity condition holds.

�eorem 4.1. Suppose that .0; 0; z0/ 2 S ,  2 H 1.S IC/, � 2 Œ0;1/ and

L�. ; v/ D 0 for all v 2 H 1.S IC/: (4.4)

�en, for every polar cap S0
� � S , we have  2 H 2.S0

� IC /.
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�e proof of �eorem 4.1 (and subsequent arguments) requires several background

results, which we present next in the following lemmas.

Lemma 4.2. Suppose that  2 H 1.S IC/ and � 2 Œ0;1/ together satisfy (4.4),

U � S is the polar (nonpolar) support of a polar (nonpolar) cuto� function �

associated with some polar cap (nonpolar component) in S , and let u D � .

�en, for all v 2 H 1.S IC/ we have

h.ir C A0/u; .ir C A0/viU � �hu; viU � KkvkU : (4.5)

Proof. Let v 2 H 1.S IC/. From the product rule, we get

.ir C A0/u D .ir C A0/.� / D �.ir C A0/ C i r� (4.6)

to obtain the formula

�.ir C A0/ D .ir C A0/u � i r�; (4.7)

which is valid a.e. on S . We next work from the equation L�. ; �v/ D 0. Since

.ir C A0/.�v/ D �.ir C A0/v C ivr�; (4.8)

it follows that

h.ir C A0/ ; .ir C A0/.�v/i
D h�.ir C A0/ ; .ir C A0/vi � hir�.ir C A0/ ; vi:

(4.9)

It is clear that

h ; �vi D hu; vi ; (4.10)

so (4.7), (4.9), and (4.10), and the L�-identity noted above together give

L�.u; v/ D hi r�; .ir C A0/vi C hir�.ir C A0/ ; vi: (4.11)

To the �rst term on the right hand side of (4.11) we apply �eorem A.5 in the

appendix, and �nd that

hi r�; .ir C A0/vi D hi.ir C A0/. r�/; vi

D hir�.ir C A0/ ; vi � h ��; vi;
(4.12)

whence (4.12) substituted into (4.11) yields

L�.u; v/ D 2hir�.ir C A0/ ; vi � h ��; vi: (4.13)



Spectral properties of Schrödinger operators on superconducting surfaces 591

Utilizing the properties of � allows us to restrict the domain of integration on both

sides of (4.13) to U , which in turn leads to the inequality

h.ir C A0/u; .ir C A0/viU � �hu; viU

� 2jhr�.ir C A0/ ; viU j C jh ��; viU j:
(4.14)

�e properties of � and  allow for the use of Hölder’s inequality to obtain (4.5)

from (4.14).

Two slightly di�erent discrete integration by parts formulas are listed next. �ese

are stated in terms of the di�erence operator ıh
Ow
, which we de�ne for functions

mapping R
2 into C. Given such a function f , some h ¤ 0, and a unit vector

Ow 2 R
2, we let

ıh
Owf .x/ D f .x C Owh/ � f .x/

h
; x 2 R

2: (4.15)

When working on a polar support, a standard proof that we will not repeat here is

available; indeed the following lemma amounts to a straightforward adaptation of

a result from Section 5:8:2 of [9].

Lemma 4.3. Let Ow 2 R
2 be a unit vector, let V � R

2 be open, and let

u; v W R2 �! C:

Suppose that u; v 2 L2.V IC/, and that v has compact support in V . �en, for all

nonzero h of su�ciently small absolute value we have

hu; ıh
OwviV D �hı�h

Ow u; viV : (4.16)

On a nonpolar support, in accordance with the method of tangential di�erence

quotients we shall only require a Ow D O� version of (4.16). Periodicity in the �-pa-

rameter allows us to relax the requirements in Lemma 4.3 somewhat. Moreover,

due to the rotational symmetry of S , we are able to more conveniently state the

result in terms of a surface inner product.

Lemma 4.4. Let U � S be a nonpolar support in S , and let u; v 2 L2 .U IC/.
�en, for all nonzero h we have

hu; ıh
O�
viU D �hı�h

O�
u; viU : (4.17)
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Proof. Let h ¤ 0. We may assume that U is given by the standard parameteriza-

tion on J �Œ0; 2�/, where J � I is an interval. Also, working from the parametric

versions of u and v on this domain, we use their known 2�-periodicity in � to ex-

tend each to J � R in the natural way. Let us �rst suppose that u and v lie in

C k
� xU IC

�

, for each k 2 N0. In terms of the standard parameterization of S ,

from (4.15) we obtain

ıh
O�
v.s; �/ D v.s; � C h/ � v.s; �/

h
(4.18a)

and

ı�h
O�
u.s; �/ D �u.s; � � h/ � u.s; �/

h
: (4.18b)

Since u and v are both periodic in � , we �nd that each term in each of the quo-

tients in (4.18), along with the quotients themselves, also lie in C k. xU IC/, for each

k 2 N0. �e �rst terms of the left and right hand sides of (4.17), respectively, can

be written as

Z

U

uıh
O�
v dx D

Z

J

 2�
Z

0

u.s; �/
v .s; � C h/ � v.s; �/

h
d�

!

R

q

R2
s C Z2

s ds (4.19)

and

�
Z

U

ı�h
O�
u Nv dx D

Z

J

 2�
Z

0

u.s; � � h/ � u.s; �/
h

Nv.s; �/ d�
!

R

q

R2
s CZ2

s ds;

(4.20)

so we have
Z

U

uıh
O�
v dx C

Z

U

ı�h
O�
u Nv dx

D 1

h

Z

J

 2�
Z

0

u.s; �/v .s; � C h/ � u.s; � � h/ Nv.s; �/d�
!

R

q

R2
s CZ2

s ds:

(4.21)

If we focus on the second term in the inner integral on the right hand side of (4.21),

when substituting � C h for � and invoking periodicity we �nd that

2�
Z

0

u.s; � � h/ Nv.s; �/ d� D
2�
Z

0

u.s; �/ Nv.s; � C h/ d�; (4.22)
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which when taken with (4.21) implies that
Z

U

uıh
O�
v dx C

Z

U

ı�h
O�
u Nv dx D 0: (4.23)

A similar argument shows that
Z

U

u ıh
O�
v dx C

Z

U

ı�h
O�
uv dx D 0; (4.24)

then (4.23) and (4.24) together imply (4.17). Finally, we extend this result by con-

tinuity to admit arguments from L2.U IC/, and the proof is complete.

We next include some di�erence quotient inequalities, again adapted from stan-

dard results widely available in many sources from the partial di�erential equa-

tions literature.

Lemma 4.5. Let Ow 2 R
2 be a unit vector, let V � R

2 be open, let u W R2 ! C, and

suppose that u has compact support in V . If u 2 H 1.V IC/, then for all nonzero

h of su�ciently small absolute value we have

kıh
OwukV � Kk@ OwukV ; (4.25)

where @ Owu is the directional derivative of u along Ow. On the other hand, if u 2
L2.V IC/ and kıh

Ow
ukV � K1 for all nonzero h of su�ciently small absolute value,

then u 2 H 1.V IC/ and

k@ OwukV � K1: (4.26)

Lemma 4.5 will be used when working on a polar support. On a nonpolar sup-

port, again we need only work with ıh
O�
u, and can again omit the compact support

requirement.

Lemma 4.6. LetU � S be a nonpolar support in S , given by the standard param-

eterization on some V D J �Œ0; 2�/where J � I is an interval. If u 2 H 1 .V IC/,
then after extending u to the domain J � R by periodicity in the natural way, for

all nonzero h we have

kıh
O�
ukV � K













@u

@�













V

: (4.27)

On the other hand, if u 2 L2.V IC/ and after periodically extending u to the

domain J � R we have kıh
O�
ukV � K1 for all nonzero h, then u 2 H 1.V IC/ and













@u

@�













V

� K1: (4.28)
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As mentioned, the standard surface parameterization is not suitable for analysis

within polar caps in S . In these cases, we shall work instead with a mapping of

the form

x.p; q/ D Œp; q; Z.p; q/�; (4.29)

where Z W R2 ! R. By de�nition, any polar cap in S can be parameterized by

restricting a function of the form (4.29) to some open, circular disk D � R
2

centered at the origin. Moreover, since polar caps are surfaces of revolution with

respect to the z-axis, we must have

qZp D pZq on D: (4.30)

Furthermore, the properties of S allow us to assume thatZ 2 C 2
� xDIR

�

. Now, by

following a procedure analogous to that demonstrated in Section 2, we can express

the gradient of a function v de�ned on a polar cap parameterized through some

instance of (4.29) as

rv D Op
q

1CZ2
p

�

vp C 2ZpZq

1CZ2
p CZ2

q

vq

�

C Oq
q

1CZ2
q

� 2ZpZq

1CZ2
p CZ2

q

vp C vq

�

;

(4.31)

where

Op D Ox C OzZp
q

1CZ2
p

; and Oq D Oy C OzZq
q

1CZ2
q

: (4.32)

When using this parameterization for integration, we include the surface element

q

1C Z2
p C Z2

q ; (4.33)

which enjoys the useful property of being bounded above and below on D by

positive constants. Also, we have the following:

Lemma 4.7. Let U be a polar support in S , parameterized on some diskD � R
2

through (4.29).

1. If v 2 L2.U IC/; then its parametric composition lies in L2.DIC/; and

2. If v 2 H 1.U IC/; then its parametric composition lies in H 1.DIC/:
(4.34)
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Proof. To show 1, we let v 2 L2 .U IC/ and �nd that

kvk2
D D 2

Z

D

jvj2 dx

� 2

Z

D

q

1CZ2
p CZ2

q jvj2 dx

D 2

Z

U

jvj2 dx

D kvk2 < 1:

(4.35)

For 2, we let v 2 H 1.U IC/ and make use of the formulas

vp D vx C vzZp and vq D vy C vzZq : (4.36)

We then have

kvpk2
D D 2

Z

D

jvx C vzZp j2 dx

� K

Z

D

q

1CZ2
p CZ2

q .jvxj2 C jvzj2/dx

� K

�Z

U

jvxj2 dx C
Z

U

jvzj2 dx
�

< 1:

(4.37)

In a similar way, we �nd that




vq







2

D
< 1, which together with (4.37) and (4.35)

implies the result.

We shall make use of the ellipticity condition established in the next lemma.

Lemma 4.8. Let U be a polar support in S , parameterized on some diskD � R
2

through (4.29), and let v 2 H 1 .U IC/. �en, we have

jrvj2 � K.jvpj2 C jvqj2/ a.e. on D: (4.38)
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Proof. By Part 2 of Lemma 4.7, we know that the parameterized version of v lies

in H 1.DIC/. Working a.e. on D, we �rst seek to show that

jrvj2 � K.jf j2 C jgj2/; (4.39)

where

f D vp C 2ZpZq

1CZ2
p CZ2

q

vq and g D 2ZpZq

1CZ2
p CZ2

q

vp C vq: (4.40)

By (4.31) and (4.32), we get

jrvj2 D 1

1CZ2
p

jf j2 C 1

1CZ2
q

jgj2 C ZpZq

.1C Z2
p/.1CZ2

q /
.f Ng C Nf g/: (4.41)

An application of the formula

˙ ab.c Nd C Ncd/ � �.a2jcj2 C b2jd j2/; a; b 2 R and c; d 2 C; (4.42)

to the last term on the right hand side of (4.41) shows that

jrvj2 � 1

1CZ2
p

jf j2 C 1

1CZ2
q

jgj2 �
Z2

p

.1CZ2
p/

2
jf j2 �

Z2
q

.1CZ2
q/

2
jgj2

D 1

.1CZ2
p/

2
jf j2 C 1

.1CZ2
q/

2
jgj2;

(4.43)

whence (4.39) holds since Zp and Zq are bounded on D. To complete the proof,

it is enough to now establish that

jf j2 C jgj2 � K.jvpj2 C jvqj2/ (4.44)

a.e. on D. From the formulas

jf j2 D jvpj2 C
4Z2

pZ
2
q

.1CZ2
p CZ2

q/
2

jvq j2

C sgn.ZpZq/
2jZpjjZq j

1CZ2
p CZ2

q

.vpvq C vpvq/

(4.45)

and

jgj2 D
4Z2

pZ
2
q

.1CZ2
p CZ2

q /
2

jvpj2 C jvqj2

C sgn.ZpZq/
2jZp jjZq j

1CZ2
p CZ2

q

.vpvq C vpvq/;

(4.46)
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it follows that

jf j2 C jgj2 D
�

1C
4Z2

pZ
2
q

.1C Z2
p C Z2

q/
2

�

.jvpj2 C jvqj2/

C sgn.ZpZq/
4jZpj jZq j
1CZ2

p CZ2
q

.vpvq C vpvq/:

(4.47)

Another application of (4.42) then gives

jf j2 C jgj2 �
�

1C 4
h� jZpj jZq j
1CZ2

p CZ2
q

�2

� jZpj jZq j
1CZ2

p CZ2
q

i�

.jvpj2 C jvqj2/;

(4.48)

and upon completing the square we obtain

jf j2 C jgj2 � K
� jZp jjZq j
1CZ2

p CZ2
q

� 1

2

�2

.jvpj2 C jvqj2/: (4.49)

Since
� jZp jjZq j
1CZ2

p CZ2
q

� 1

2

�2

has a positive lower bound onD, we obtain (4.44) and the proof is complete.

We next present several lemmas that allow for the isolation of critical terms in the

product

h.ir C A0/u; .ir C A0/.�ı�h
Ow ıh

Owu/iU (4.50)

whenever u, U is a pairing of the polar type indicated in Lemma 4.2, and Ow D Op
or Oq. In (4.50) and what follows, we use the more general representation of the

magnetic vector potential A0, rather than its realization in the standard parame-

terization. We work from the formula

h.ir C A0/u; .ir C A0/.�ı�h
Ow ıh

Owu/iU

D �hru;r.ı�h
Ow ıh

Owu/iU � hiru � A0; ı
�h
Ow ıh

OwuiU

C hiA0u;r.ı�h
Ow ıh

Owu/iU � hjA0j2u; ı�h
Ow ıh

OwuiU ;

(4.51)

and carry out in each of the four terms on the right hand side a discrete integration

by parts, as needed in order to use (4.5) to �nd bounds su�cient to conclude higher

regularity in polar regions.

Lemma 4.9. Let U be a polar support in S , Ow 2 R
2 be a unit vector, u 2

H 1.U IC/, and suppose that u has compact support in U . �en, for all nonzero h

of su�ciently small absolute value we have

jhjA0j2u; ı�h
Ow ıh

OwuiU j � K: (4.52)
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Proof. We �rst obtain a parameterization of the form (4.29) that yieldsU on some

open disk D � R
2. Since u has compact support in U , its parametric version has

compact support inD. We extend this function by assigning the value of 0 outside

of D, and with the help of Lemma 4.7 know that what results must belong to

H 1.DIC/. Of course
q

1CZ2
p CZ2

q jA0j2u enjoys the same properties, so when

applying Lemma 4.3 and Hölder’s inequality we �nd that

jhjA0j2u; ı�h
Ow ıh

OwuiU j D
ˇ

ˇ

˝

q

1CZ2
p CZ2

q jA0j2u; ı�h
Ow ıh

Owu
˛

D

ˇ

ˇ

D
ˇ

ˇ

˝

ıh
Ow

�

q

1CZ2
p CZ2

q jA0j2u
�

; ıh
Owu
˛

D

ˇ

ˇ

�




ıh
Ow

�

q

1CZ2
p CZ2

q jA0j2u
�





D
kıh

OwukD

(4.53)

for all nonzero h of su�ciently small absolute value. Now, an application of (4.25)

from Lemma 4.5 to each of the two resulting factors on the right hand side of (4.53)

yields the result.

�e bounding criteria of the next two terms on the right hand side of (4.51) are

conveniently combined in the next lemma.

Lemma 4.10. Let U be a polar support in S parameterized on some diskD � R
2

through (4.29), let Ow 2 R
2 be a unit vector, u 2 H 1 .U IC/, and suppose that u

has compact support in U . �en, for each � > 0 we have

jhiru � A0; ı
�h
Ow ıh

OwuiU � hiA0u;r.ı�h
Ow ıh

Owu/iU j
� K� C �.kıh

Owupk2
D C kıh

Owuqk2
D/

(4.54)

for all nonzero h of su�ciently small absolute value.

Proof. Let � > 0. It is convenient to use the representation

rv D fvp C gvq; (4.55)

where from (4.31) we identify

f D Op 1
q

1CZ2
p

C Oq 2ZpZq
q

1CZ2
q.1CZ2

p CZ2
q/
; (4.56)

and

g D Oq 1
q

1CZ2
q

C Op 2ZpZq
q

1CZ2
p.1CZ2

p CZ2
q /
: (4.57)
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As in our last proof, we reason that since u has compact support in U , its paramet-

ric version has compact support in D; we then extend this function by assigning

the value of 0 outside ofD, and the result belongs toH 1 .DIC/ by Lemma 4.7. Be-

ginning with the second term in the absolute value on the left hand side of (4.54),

since both i
q

1CZ2
p CZ2

qA0u�f and i
q

1C Z2
p C Z2

qA0u�g belong toH 1.DIC/
with compact support in D, Lemma 4.3 and Hölder’s inequality allow that

jhiA0u;r.ı�h
Ow ıh

Owu/iU j

D
ˇ

ˇ

˝

i
q

1C Z2
p C Z2

qA0u; f.ı
�h
Ow ıh

Owu/p C g.ı�h
Ow ıh

Owu/q
˛

D

ˇ

ˇ

�
ˇ

ˇ

˝

i
q

1CZ2
p CZ2

qA0u � f; ı�h
Ow ıh

Owup

˛

D

ˇ

ˇ

C
ˇ

ˇ

˝

i
q

1CZ2
p CZ2

qA0u � g; ı�h
Ow ıh

Owuq

˛

D

ˇ

ˇ

�
ˇ

ˇ

˝

ıh
Ow

�

i
q

1CZ2
p CZ2

qA0u � f
�

; ıh
Owup

˛

D

ˇ

ˇ

C
ˇ

ˇ

˝

ıh
Ow

�

i
q

1CZ2
p CZ2

qA0u � g
�

; ıh
Owuq

˛

D

ˇ

ˇ

�




ıh
Ow

�

i
q

1CZ2
p CZ2

qA0u � f
�





D
kıh

OwupkD

C




ıh
Ow

�

i
q

1C Z2
p C Z2

qA0u � g
�





D
kıh

OwuqkD

(4.58)

for all nonzero h of su�ciently small absolute value. After using Lemma 4.5

to �nd bounds for the �rst factor in each resulting term, then applying Young’s

inequality, we may conclude for all such h that

jhiA0u;r.ı�h
Ow ıh

Owu/iU j � K1;� C �

2
.kıh

Owupk2
D C kıh

Owuqk2
D/: (4.59)

Moving to the next term, since the parametric version of ru has compact support

inD, so must i
q

1CZ2
p CZ2

q ru �A0, and we can again apply Lemma 4.3 to �nd

that

jhiru � A0; ı
�h
Ow ıh

OwuiU j D
ˇ

ˇ

˝

i
q

1CZ2
p CZ2

q ru � A0; ı
�h
Ow ıh

Owu
˛

D

ˇ

ˇ

D
ˇ

ˇ

˝

ıh
Ow

�

i
q

1CZ2
p CZ2

q ru � A0

�

; ıh
Owu
˛

D

ˇ

ˇ:
(4.60)

Here, we assert that, a.e. on D,

ıh
Ow

�

i
q

1CZ2
p CZ2

q ru � A0

�

D F1up C F2uq C F3ı
h
Owup C F4ı

h
Owuq ; (4.61)
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where

F1 D i
�

q

1CZ2
p CZ2

qA0 � ıh
Ow f C f � ıh

Ow

�

q

1CZ2
p CZ2

qA0

��

; (4.62a)

F2 D i
�

q

1CZ2
p CZ2

qA0 � ıh
Owg C g � ıh

Ow

�

q

1CZ2
p CZ2

qA0

��

; (4.62b)

F3 D i
q

1CZ2
p CZ2

qA0 � f; (4.62c)

and

F4 D i
q

1CZ2
p CZ2

qA0 � g: (4.62d)

It follows that

sup
x2D

jFj j � K; j D 1; 2; 3; 4; (4.63)

whence from (4.60) we obtain

jhiru � A0; ı
�h
Ow ıh

OwuiU j � Kkıh
OwukD.kupkD C kuqkD C kıh

OwupkD C kıh
OwuqkD/

(4.64)

for all nonzero h of su�ciently small absolute value. Now Lemma 4.5, the prop-

erties of u, and Young’s inequality together allow that

jhiru � A0; ı
�h
Ow ıh

OwuiU j � K2;� C �

2
.kıh

Owupk2
D C kıh

Owuqk2
D/; (4.65)

which when combined with (4.59) and the triangle inequality yields the result.

Regarding the highest order term in (4.51), we have the following:

Lemma 4.11. Let U be a polar support in S parameterized on some diskD � R
2

through (4.29), let Ow 2 R
2 be a unit vector, u 2 H 1.U IC/, and suppose that u

has compact support in U . �en, for all nonzero h of su�ciently small absolute

value we have

K1.kıh
Owupk2

D C kıh
Owuqk2

D/ � �hru;r.ı�h
Ow ıh

Owu/iU CK2: (4.66)

Proof. As in the previous lemmas, we can apply Lemma 4.3 to obtain

� hru;r.ı�h
Ow ıh

Owu/iU

D �
˝

q

1CZ2
p CZ2

qru; f.ı�h
Ow ıh

Owu/p C g.ı�h
Ow ıh

Owu/q
˛

D

D �
˝

q

1CZ2
p CZ2

qru � f; ı�h
Ow ıh

Owup

˛

D

�
˝

q

1CZ2
p CZ2

qru � g; ı�h
Ow ıh

Owuq

˛

D

D
˝

ıh
Ow

�

q

1CZ2
p CZ2

qru � f
�

; ıh
Owup

˛

D

C
˝

ıh
Ow

�

q

1CZ2
p CZ2

qru � g
�

; ıh
Owuq

˛

D

(4.67)
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for all h of su�ciently small absolute value, where we used (4.55)–(4.57) to rep-

resent the gradient of the second di�erence quotient of u on U . Applying the

product rule of di�erence quotients, a.e. on D we have

ıh
Ow

�

q

1C Z2
p C Z2

qru � f
�

D F C
q

1CZ2
p CZ2

q f � r.ıh
Owu/ (4.68a)

and

ıh
Ow

�

q

1CZ2
p CZ2

q ru � g
�

D G C
q

1CZ2
p CZ2

qg � r.ıh
Owu/; (4.68b)

where

F D ıh
Ow

�

q

1CZ2
p CZ2

q f
�

� ruC
q

1CZ2
p CZ2

q f � .upı
h
Ow f C uqı

h
Owg/ (4.69a)

and

G D ıh
Ow

�

q

1CZ2
p CZ2

qg
�

� ruC
q

1CZ2
p CZ2

qg � .upı
h
Owf C uqı

h
Owg/:

(4.69b)

Owed to the properties of f; g; Z and u, we assert here that

jhF; ıh
OwupiDj � Kkıh

OwupkD; and jhG; ıh
OwuqiDj � Kkıh

OwuqkD: (4.70)

Now, when combining (4.70) with (4.67) and 4.68) and applying Young’s inequal-

ity, we �nd that

˝

q

1CZ2
p CZ2

q f � r.ıh
Owu/; ı

h
Owup

˛

D
C
˝

q

1CZ2
p CZ2

qg � r.ıh
Owu/; ı

h
Owuq

˛

D

� �hru;r.ı�h
Ow ıh

Owu/iU CK� C �.kıh
Owupk2

D C kıh
Owuqk2

D/

(4.71)

for all nonzero h of su�ciently small absolute value, where � > 0 is arbitrary.

But,

˝

q

1CZ2
p CZ2

q f � r.ıh
Owu/; ı

h
Owup

˛

D
C
˝

q

1CZ2
p CZ2

qg � r.ıh
Owu/; ı

h
Owuq

˛

D

D
˝

q

1CZ2
p CZ2

q r.ıh
Owu/;r.ıh

Owu/
˛

D

D 2

Z

D

q

1CZ2
p CZ2

q jr.ıh
Owu/j

2 dx

�
Z

D

jr.ıh
Owu/j2 dx;

(4.72)

then an application of Lemma 4.8 in the case v D ıh
Ow
u 2 H 1.U IC/ allows us to

combine (4.71) with (4.72) to complete the proof.

�e framework needed to prove �eorem 4.1 is now in place.
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4.1. Proof of �eorem 4.1. Given a polar cap S0
� , we �rst obtain a polar sup-

port U containing it, along with a corresponding polar cuto� function �. It is

clear that the function u speci�ed in Lemma 4.2 is an element of H 1.S IC/, and

if Ow 2 R2 is a unit vector, then using (4.5) at v D �ı�h
Ow
ıh

Ow
u gives

h.ir C A0/u; .ir C A0/.�ı�h
Ow ıh

Owu/iU D �hu;�ı�h
Ow ıh

OwuiU CKkı�h
Ow ıh

OwukU

(4.73)

for all nonzero h of su�ciently small absolute value. Let us obtain a parameteri-

zation of the form (4.29) that yields U on some open disk D � R
2. In the usual

way, since u has compact support in U , its parametric version has compact sup-

port in D. We extend this function by assigning the value of 0 outside of D, then

Lemma 4.7 shows that the result belongs toH 1.DIC/. Using an argument similar

to that detailed in Lemma 4.9, we �nd a bound for the absolute value of the �rst

term on the right hand side of (4.73), apply Lemma 4.5 to the second, then use

Young’s inequality to get

h.ir C A0/u; .ir C A0/.�ı�h
Ow ıh

Owu/iU � K C K1

4
kıh

Ow@ Owuk2
D

(4.74)

for all such h, where K1 is identi�ed in (4.66) after an appropriate application

of Lemma 4.11. Using Lemmas 4.9-4.11 in conjunction with (4.51), we then �nd

by (4.74) that

K1

2
.kıh

Owupk2
D C kıh

Owuqk2
D/ � K C K1

4
kıh

Ow@ Owuk2
D; (4.75)

which when applied in the cases Ow D Op and Ow D Oq shows that each of the quan-

tities

kıh
Opupk2

D; kıh
Opuqk2

D; kıh
Oqupk2

D; kıh
Oquqk2

D (4.76)

are bounded independent of h, provided h is nonzero and of su�ciently small ab-

solute value. We can now make a standard convergence argument. We choose

any sequence ¹hkº convergent to zero from nonzero h of su�ciently small ab-

solute value for which the above bounding criteria hold, then use weak sequen-

tial precompactness to extract weakly convergent subsequences from each of the

corresponding sequences ¹ıhk

Op
upº, ¹ıhk

Op
uqº, ¹ıhk

Oq
upº and ¹ıhk

Oq
uqº in the space

L2.DIC/. According to the de�nition of partial derivatives, the corresponding

limits are clearly equal respectively to upp , upq , uqp and uqq in the same space

(actually upq D uqp here), and we already know that u 2 H 1.DIC/, so it follows

that u 2 H 2.DIC/. With this result at hand, it is no trouble to show that each

of the nine second order partial derivatives of u with respect to the standard Eu-

clidean coordinates belongs to the space L2.U IC/. We rely upon the expressions
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px D
1CZ2

q

1CZ2
p CZ2

q

; py D ZpZq

1CZ2
p CZ2

q

; (4.77a)

pz D Zp

1CZ2
p CZ2

q

; qx D ZpZq

1CZ2
p CZ2

q

; (4.77b)

qy D
1CZ2

p

1CZ2
p CZ2

q

; qz D Zq

1CZ2
p CZ2

q

; (4.77c)

all of which belong to the space C 1. xDIC/, and use the chain rule. For example,

since a.e. on D we have

uzy D uzppy C uzqqy

D .uppz C uqqz/ppy C .uppz C uqqz/qqy

D .upppz C uppzp C uqpqz C uqqzp/py

C .upqpz C uppzq C uqqqz C uqqzq/qy;

(4.78)

it is clear that

juzyj2 � K.jupp j2 C jupq j2 C juqp j2 C juqq j2 C jup j2 C juq j2/ (4.79)

a.e. on D. Multiplying both sides of (4.79) by twice the surface element and

integrating overD then shows that

kuzyk2
U D 2

Z

U

juzyj2 dx D 2

Z

D

q

1CZ2
p CZ2

q juzy j2 dx

� K

Z

D

q

1CZ2
p CZ2

q .jupp j2 C jupq j2 C juqp j2

C juqq j2 C jupj2 C juq j2/dx

� K

Z

D

.jupp j2 C jupq j2 C juqp j2 C juqq j2 C jup j2 C juq j2/dx

< 1;

(4.80)

so that uzy 2 L2.U IC/. Lastly, the conclusion that actually  2 H 2.S0
� IC/

follows because S0
� � U , and u

ˇ

ˇ

S0
�

D  . �is completes the proof.

It remains to complete similar analysis with respect to nonpolar components

in S . For this, we have a corresponding version of �eorem 4.1.
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�eorem 4.12. Suppose that  2 H 1.S IC/, � 2 Œ0;1/ and

L�. ; v/ D 0 for all v 2 H 1.S IC/: (4.81)

�en, for every nonpolar component S c
� � S , we have  2 H 2.S c

� IC/.

�e majority of the framework needed to prove �eorem 4.12 has already been

established, we need only supply a few intermediate results to allow for the con-

venient resolution the term

h.ir CR O� /u; .ir CR O� /.�ı�h
O�
ıh

O�
u/iU ; (4.82)

when U � S is a nonpolar component and u is as given in Lemma 4.2. We

henceforth use the standard parameterization of S , and restrict it to a domain V D
J � Œ0; 2�/ for J � I on which it yields U , and we write R O� instead of A0.

First, a more convenient representation of (4.82) is needed. We let h ¤ 0, and

recall (2.34) to �nd that

h.ir CR O� /u; .ir CR O� /.�ı�h
Ow ıh

Owu/iU

D �
D us
p

R2
s CZ2

s

;
ı�h

O�
ıh

O�
us

p

R2
s CZ2

s

E

U
�
Du�

R
;
ı�h

O�
ıh

O�
u�

R

E

U

� hRu;R.ı�h
O�
ıh

O�
u/iU � hiu� ; ı

�h
O�
ıh

O�
uiU � hu; i.ı�h

O�
ıh

O�
u� /iU ;

(4.83)

then apply (4.17) from Lemma 4.4 to each of the resulting terms to get

h.ir CR O� /u; .ir CR O� /.�ı�h
Ow ıh

Owu/iU

D
D ıh

O�
us

p

R2
s CZ2

s

;
ıh

O�
us

p

R2
s CZ2

s

E

U
C
Dıh

O�
u�

R
;
ıh

O�
u�

R

E

U

C hRıh
O�
u;Rıh

O�
uiU C 2hiıh

O�
u� ; ı

h
O�
uiU :

(4.84)

With the goal of applying the nonpolar version of (4.5), we need to bound the

highest order terms in (4.84) from below, and the lowest order terms from above.

To manage to last two terms on the right hand side of (4.84), with the help of

Lemma 4.4 we �nd the inequality

jhRıh
O�
u;Rıh

O�
uiU C 2hiıh

O�
u� ; ı

h
O�
uiU j � K.kıh

O�
uk2

V C kıh
O�
ukV kıh

O�
u� kV /

� K.1C kıh
O�
u�kV /

� K C �kıh
O�
u� k2

V ;

(4.85)



Spectral properties of Schrödinger operators on superconducting surfaces 605

which is valid for arbitrary � > 0. Regarding the �rst two terms of (4.84), since

both

R
p

R2
s C Z2

s

and

q

R2
s CZ2

s

can be bounded from below by a positive constant on V , the domain for the stan-

dard parameterization of U , we have

D ıh
O�
us

p

R2
s CZ2

s

;
ıh

O�
us

p

R2
s CZ2

s

E

U
C
Dıh

O�
u�

R
;
ıh

O�
u�

R

E

U

D
D R
p

R2
s CZ2

s

ıh
O�
us ; ı

h
O�
us

E

V
C
˝

q

R2
s CZ2

s ı
h
O�
u� ; ı

h
O�
u�

˛

V

� K1.kıh
O�
usk2

V C kıh
O�
u� k2

V /:

(4.86)

When evaluating (4.5) at v D �ı�h
O�
ıh

O�
u, by employing (4.85) and (4.86) and using

Young’s inequality we get

K1.kıh
O�
usk2

V C kıh
O�
u� k2

V /

� K C �hu;�ı�h
O�
ıh

O�
uiU C �.kıh

O�
u� k2

U C kı�h
O�
ıh

O�
uk2

U /:
(4.87)

Here, it easily follows that

j�hu;�ı�h
O�
ıh

O�
uiU j � K and kıh

O�
u� k2

U � Kkıh
O�
u� k2

V ; (4.88)

and we can use (4.27) from Lemma 4.6 to conclude that

kı�h
O�
ıh

O�
uk2

U � Kkı�h
O�
ıh

O�
uk2

V � Kkıh
O�
u� k2

V : (4.89)

After substituting (4.88) and (4.89) into (4.87), and making a proper choice of �

relative to the constantK1 on its left hand side, we arrive at the result

kıh
O�
usk2

V C kıh
O�
u�k2

V � K; (4.90)

which is used to establish the following lemma.
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Lemma 4.13. Under the premises of a nonpolar instance of Lemma 4.2, where U

is given on V by the standard parameterization of S , we have u 2 H 2.V IC/.

Proof. We conclude that u 2 H 1.V IC/ from the inequality

Z

V

.jus j2 C ju� j2 C juj2/dx

� K

Z

V

R

q

R2
s CZ2

s .jusj2 C ju� j2 C juj2/dx

D K

Z

U

.juxRs cos � C uyRs sin � C uzZs j2

C j � uxR sin � C uyR cos � j2 C juj2/dx

� K

Z

U

.jux j2 C juy j2 C juzj2 C juj2/dx < 1;

(4.91)

which is valid because u 2 H 1.U IC/, and the surface element R
p

R2
s CZ2

s can

be bounded from below by a positive constant. Next, we let h ¤ 0, then use (4.90)

along with a standard convergence argument that mimics that following (4.76) in

the proof of �eorem 4.1, to conclude that u�� , u�s and us� belong to L2.V IC/. It

remains only to show that uss lies in the same space; for this we let v 2 H 1.S IC/
and recall (4.13). We have

D us

R2
s CZ2

s

; vs

E

U
C
D u�

R2
; v�

E

U
C h.R2 � �/u; viU C hiu� ; viU � hiu; v� iU

D �h.1� i/r�.ir CR O� / C  ��; viU ;
(4.92)

and integration by parts in the second and �fth terms on the left hand side of (4.92)

then gives

D us

R2
s CZ2

s

; vs

E

U

D
Du��

R2
� i2u� � .R2 � �/u � .1 � i/r�.ir CR O� / �  ��; v

E

U
:

(4.93)

By de�nition, (4.93) implies that

� us

R2
s CZ2

s

�

s
D �

�u��

R2
� i2u�

� .R2 � �/u � .1 � i/r�.ir CR O� / �  ��
�

2 L2.U IC/:
(4.94)
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It follows from (4.94) and the properties of the surface parameterization that uss 2
L2 .U IC/, then the inequality

Z

V

juss j2 dx � K

Z

U

juss j2 dx (4.95)

shows that its parametric composition lies in L2 .V IC/.

�e proof of �eorem 4.12 can now be completed.

4.2. Proof of �eorem 4.12. Given a nonpolar component S c
� in S , we pick a

nonpolar supportU containing it, a corresponding nonpolar cuto� function �, then

proceed to work on a domain V on which U is speci�ed through the standard pa-

rameterization of S . To the function u D � we apply Lemma 4.13 to conclude

that u 2 H 2.V IC/, then rely on the properties of the mappings sx; sy; sz; �x; �y

and �z given in (2.10), (2.12), (2.16), (2.17), (2.23), and (2.24), as well as those of

the surface elementR
p

R2
s CZ2

s , to �nd that each of the nine second order partial

derivatives of u with respect to x, y or z belongs to L2.U IC/. In particular, since

U is a nonpolar support, we know that R ¤ 0 on V , which means that the map-

pings sx; sy; sz; �x; �y and �z are all bounded from above by a positive constant,

and that the surface element can be bounded from below by a positive constant.

Furthermore, since the derivatives of sx, sy , sx , �x , �y , and �z are bounded and

continuous on I o, an argument of the type given in (4.78)–(4.80) for the polar

case holds equally well in all cases. �e conclusion that actually  2 H 2.S c
� IC/

again follows because S c
� � U , and u

ˇ

ˇ

Sc
�

D  . We now can produce our global

regularity result.

�eorem 4.14. Suppose that  2 H 1.S IC/, � 2 Œ0;1/ and (4.81) holds. �en,

we have  2 H 2.S IC/.

Proof. We assert that any admissible S can be covered by one nonpolar compo-

nent, along with at most two polar caps that overlap it in a set of nonzero measure.

�e result follows by �eorem 4.1, �eorem 4.12, and the sub-additivity of inte-

gration in S .

�eorem 4.14 provides the foundation for the theoretical and numerical arguments

that apply to the deterministic and stochastic GL models considered in our future

work. We close this article with an important corollary wherein a natural boundary

condition satis�ed by the basis functions is identi�ed.
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Corollary 4.15. Suppose that  2 H 1.S IC/ n ¹0º, � 2 Œ0;1/ and (4.81) holds.

�en,  is an eigenfunction of .ir CR O� /2 with corresponding eigenvalue �, and

@ 

@s
D 0 in L2.@S IC/ (4.96)

whenever @S ¤ ;.

Proof. First, we rely upon the assertion that the space C1
0 .S IC/ of smooth func-

tions with compact support in S is dense in L2.S IC/. Let v 2 L2.S IC/, and pick

any sequence ¹vkº � C1
0 .S IC/ convergent to v. Rewriting (4.81) at any vk gives

h.ir CR O� / ; .ir CR O� /vki D �h ; vki; (4.97)

and since  2 H 2.S IC/ by �eorem 4.14, we may apply (2.48) from �eorem 2.1

to get

h.ir CR O� /2 ; vki C h.ir CR O� / � Os; ivki@S D h� ; vki: (4.98)

If @S D ;, the second term on the left hand side of (4.98) clearly vanishes. If in-

stead the boundary is nonempty, we get the same result because vk

ˇ

ˇ

@S
D 0, so in

any event from (4.98) we obtain

h.ir CR O� /2 ; vki D h� ; vki: (4.99)

Letting k ! 1 in (4.99) gives

h.ir CR O� /2 ; vi D h� ; vi; (4.100)

which shows that

.ir CR O� /2 D � in L2.S IC/: (4.101)

It remains to establish (4.96). To this end, we will rely upon the fact that the space

C 2.@S IC/ is dense in L2.@S IC/. Let us suppose that @S ¤ ;, let v 2 L2.@S IC/,
and choose a sequence ¹vkº from C 2.@S IC/ that is convergent to v. Using the

continuous right inverse a�orded by �eorem A.1, we extend each vk to the space

H 1.S IC/, then (4.81) together with �eorem 2.1 again gives (4.98). On the other

hand, according to our argument above, we also know that

h.ir CR O� /2 ; vki D h� ; vki; (4.102)

and so can conclude that

h.ir CR O� / � Os; ivki@S D 0 (4.103)
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for each k. Letting k ! 1 then shows that

h.ir CR O� / � Os; ivi@S D 0; (4.104)

or equivalently that

h�i.ir CR O� / � Os; vi@S D 0: (4.105)

Since v was arbitrarily chosen, when recalling (2.34) we see that

1
p

R2
s CZ2

s

@ 

@s
D �i.ir CR O� / � Os D 0 in L2.@S IC/; (4.106)

which implies (4.96) in light of the properties of R and Z.

We note that the converse of Corollary 4.15 also clearly holds, after a simple ap-

plication of �eorem 2.1.

In a future work we describe and implement an arbitrary order, dimensionally

reduced technique for the numerical computation of the eigenvalues and eigen-

functions of the surface Schrödinger operator.
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A. Referenced theorems

�eorem A.1. Let @S ¤ ;. �en, the trace mapping


 W C 2. xS IC/ �! C 2.@S IC/� C 1.@S IC/;

u 7�!
�

uj@S ;
@u

@s

ˇ

ˇ

ˇ

@S

�

;
(A.1)

extends by continuity to a continuous, linear, surjective mapping

Q
 W H 2.S IC/ �! H 3=2.@S IC/�H 1=2.@S IC/: (A.2)

Moreover, Q
 has a continuous right inverse.

Comments on Proof. �is version of the trace theorem represents an appropriate

adaption of a classical result. Since S is locally Euclidean, the proof of an anal-

ogous theorem, applicable in a suitable space of real-valued functions de�ned

on a su�ciently regular open domain in R
2, can be used to establish the result.

A classical example of such a theorem can be found in [14], while a more modern

approach is given in [1].

�eorem A.2. For j D 0; 1 we have the compact embedding

H j C1 .S IC/ �! H j .S IC/ : (A.3)

Comments on Proof. �is represents a version of the Rellich–Kondrachov theo-

rem, stated as �eorem 6:3 in [1], adapted for the manifold domain S .

�eorem A.3. Let L� be the real, bilinear form speci�ed in (3.3), � < 0, and

suppose that the following conditions hold:

(a) there is M > 0 such that

L�.u; v/ � Mkuk1;2kvk1;2 for all u; v 2 H 1.S IC/I (A.4)

(b) there is m > 0 such that

L�.u; u/ � mkuk2
1;2 for all u 2 H 1.S IC/: (A.5)

�en, for any F 2 H�1.S IC/ there is a unique f 2 H 1.S IC/ such that

L�.f; v/ D .F; v/ for all v 2 H 1.S IC/: (A.6)

�e mapping f 7! F de�ned by (A.6) is a bounded linear bijection of H 1.S IC/
onto H�1.S IC/, and the corresponding inverse mapping F ! f is bounded.
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Comments on Proof. �is is the real, bilinear version of �eorem IV:1:1, with

respect to L� on the spaceH 1.S IC/, as stated in [8].

�eorem A.4. Let T be a compact, self-adjoint, nontrivial linear mapping in

L2.S IC/ that is not of �nite rank, and let �p.T / denote the point spectrum of T .

�en, we have the following:

(1) �p.T / � R;

(2) �p.T / is countably in�nite;

(3) .�p.T //
0 D ¹0º:

(A.7)

�e geometric multiplicity of each eigenvalue in �p.T / is �nite, and when repeat-

ing the elements of �p.T / according to their geometric multiplicities, there is a

corresponding collection of eigenvectors of T that is a complete orthonormal set

in L2.S IC/.

Notes. �e point spectrum of T is, by de�nition, the set of all eigenvalues of T .

Here .�p.T //
0 denotes the derived set of �p.T /; thus (2) in (A.7) above states that

the eigenvalues of T accumulate at 0, and only at 0.

Comments on Proof. �is theorem combines instances of both �eorem II.5:2 and

Corollary II.5:3 from [8], and is a classical result for compact linear operators in

Hilbert space.

�eorem A.5. If u 2 H 1
0 .S IC/ and v 2 H 1.S IC/, then

hu; .ir CR O� /vi D h.ir CR O� /u; vi: (A.8)

Comments on Proof. A procedure very similar to that outlined in the proof of

�eorem 2.1 yields this result.
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