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1. Introduction

In [12, 11] new methods were introduced to study the spectral and scattering the-

ory of the Laplacian on asymptotically hyperbolic spaces and of the d’Alembertian

on asymptotically de Sitter spaces .X; g/. Concretely, examples of these spaces

showed up as boundary values of a one higher dimensional space zM equipped with

a Lorentzian metric Qg, which was either a blown-up version of de Sitter space, or a

Kerr–de Sitter type space (which is a generalization of the former), or a Minkowski

space. However, the analysis could be done (as long as g was a so-called even met-

ric) without introducing a one higher dimensional space, by extending across the

boundary of the conformal compacti�cation xX , with a new smooth structure (the

de�ning function of the boundary replaced by its square, hence the relevance of

evenness) in a suitable manner. �is was done systematically and in full generality

1�e author gratefully acknowledges partial support from the NSF under grant number

DMS–1068742.
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in [11] for the case of an asymptotically hyperbolic space, with complex absorption

introduced in the de Sitter region, and was extended to di�erential forms in [10].

Here we recall that a compact n-dimensional manifold with boundary, xX ,

with interior X equipped with a metric g, is asymptotically hyperbolic, resp. de

Sitter, if g D Og
x2 where Og is a C1 Riemannian, resp. Lorentzian (of signature

.1; n � 1/), metric on xX , with Og.dx; dx/jxD0 D 1, for a boundary de�ning func-

tion x. In the Lorentzian setting one also assumes that the boundary Y of xX

is of the form Y D YC [ Y�, with Y˙ unions of connected components, and all

(null-)bicharacteristics1 
.t/, or equivalently null-geodesics, of g de�ned overR in

X tend to YC as the parameter t ! C1 and to Y� as t ! �1, or vice versa. (�is

implies global hyperbolicity and that xX is di�eomorphic to Œ�1; 1� � YC. Further,

the null-bicharacteristics, and hence the null-geodesics, are simply reparameter-

ized by a conformal factor, such as x2, away from where it is singular/vanishes,

i.e. away from the boundary. Correspondingly, the requirement on the bicharac-

teristics is equivalent to maximally extended bicharacteristics of Og being de�ned

over compact intervals, taking values over YC at one endpoint and Y� at the other.)

As shown by Graham and Lee [3] in the Riemannian case, and by a similar

argument in the Lorentzian case, there is then a product decomposition near the

boundary Yy of xX such that

g D
dx2 C Qh.x; y; dy/

x2
:

If this decomposition can be chosen so that Qh is even in x, i.e. Qh D h.x2; y; dy/,

following Guillarmou [5] we call g even; see [5, De�nition 1.2] for a more nat-

ural way of phrasing the evenness condition. �is is equivalent to saying that h

is C1 on xXeven, the even version of xX , which is xX as a topological manifold,

but the C1 structure is changed so that � D x2 is the new de�ning function of

the boundary. We recall here that the class of even metrics was introduced by

Guillarmou in order to strengthen the statement of the Mazzeo–Melrose theo-

rem [8] on the nature of the analytic continuation of the resolvent on asymptot-

ically hyperbolic spaces, namely to eliminate potential essential singularities at

pure imaginary half-integers (which was achieved using the work of Graham and

Zworski [4]).

Returning to the general discussion, there are natural settings, namely asymp-

totically Minkowski spaces, in which combinations of even asymptotically de Sit-

ter and asymptotically hyperbolic spaces appear linked in interesting ways. A class

of asymptotically Minkowski spaces . �M; Qg/, with
S�M being the compacti�cation

1By bicharacteristics we always mean null-bicharacteristics.
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of �M with respect to which Qg has appropriate properties, was introduced by Baskin,

Vasy and Wunsch in [1], but as here we think of �M as a motivation for link-

ing two copies .XC; gC/ and .X�; g�/ of asymptotically hyperbolic spaces (in

case of Minkowski space, the quotient of the interior of the future and past light

cones by the RC-action) and an asymptotically de Sitter space .X0; g0/ (in case of

Minkowski space, the quotient of the exterior of the light cones by the RC-action)

rather than the main object of interest, this general class is not directly important

here; the important aspect is the asymptotic behavior of its elements at in�nity. In

particular, we may assume that �M is replaced by a new manifold equipped with

an RC-action, denoted by M , indeed is of the form RC
� � zX , with zX D @

S�M ; here

Q� D ��1 is a boundary de�ning function of
S�M (thus the boundary of

S�M is where

� is in�nite). Within
zX D XC [ X� [ X0;

the boundaries of XC, resp. X�, and the future, resp. past boundaries, @CX0, resp.

@�X0, are identi�ed. Mellin transforming (the conjugate by �.n�1/=2 of) �2� Qg in-

duces a family of operators zP� on zX ; we refer to this as the family of global opera-

tors (on zX). On the other hand, a di�erently normalized Mellin transform over the

smaller domains X˙ and X0 (which becomes singular at the boundary of these do-

mains) induces the spectral families of asymptotically hyperbolic (X˙) Laplacians

and asymptotically de Sitter (X0) d’Alembertians; we call these the constituent op-

erators. Starting with [12] and [11], continued in [10] and [1], some aspects of the

connection being the global and constituent operators were explored. In this paper

we show how the global operator on zX links the three constituent operators explic-

itly. In particular, we relate the scattering operators (or matrices) of the constituent

operators to the global scattering operator. We remark here that given either an

even asymptotically hyperbolic space or an even asymptotically de Sitter space,

the spaces zX and M can always be constructed (after possibly taking two copies

of the asymptotically de Sitter space); see Section 3.

To make this concrete, the relationship between the scattering operators

S zX;past.�/ W C1.@XC/ ˚ C1.@XC/ �! C1.@X�/ ˚ C1.@X�/ on zX;

SXC.�/ W C1.@XC/ �! C1.@XC/ on XC;

SX�.�/ W C1.@X�/ �! C1.@X�/ on X�; and

SX0;past.�/ W C1.@CX0/ ˚ C1.@CX0/ ! C1.@�X0/ ˚ C1.@�X0/ on X0;

(recall that @CX0 D @XC and @�X0 D @X�), de�ned in De�nitions 4.12, 4.5

and 4.9 respectively, is given by the following theorem:
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�eorem 1.1 (see �eorem 4.13 and Corollary 4.14). For � … {Z, if � is not a pole

of the inverse zP �1
�;past of the global operator zP� on zX (acting between function

spaces discussed at the end of Section 3, which amounts to solving the backwards,

or past-oriented problem, propagating regularity towards @�X0) then

S zX;past.�/ D

"
e��� e��

1 1

#�1 "
Id 0

0 SX�.��/

#

SX0;past.�/

"
Id 0

0 SXC.�/

# "
e��� e��

1 1

#
;

i.e. S zX;past.�/ is essentially the product of SX˙
.˙�/ and SX0;past.�/, apart from

integer issues corresponding to the matrices with e�� terms.

Furthermore, S zX;past.�/ is an elliptic Fourier integral operator of order 0 asso-

ciated to the (rescaled or limiting) null-geodesic �ow on X0, from @CX0 to @�X0,

with principal symbol as stated in Corollary 4.14.

�e Fourier integral operator statement is proved using results of Joshi and Sá

Barreto [6] (using results of Mazzeo and Melrose [8]) on the scattering matrix on

asymptotically hyperbolic spaces being a pseudodi�erential operator, and of the

author that the scattering operator on asymptotically de Sitter spaces is a Fourier

integral operator associated to the null-geodesic �ow [13]. Proving the FIO prop-

erty of S zX;past.�/ intrinsically on zX is a subject of current work with Nick Haber.

We also describe zP �1
�;past in terms of the resolvents and Poisson operators in

terms of the constituent pieces, see �eorem 4.16.

In the whole paper we consider the operators acting on functions to simplify

the notation. In [10] the setup was translated to di�erential forms, and at the cost of

somewhat more complicated notation/asymptotics (distinguishing closed and co-

closed forms), one could work with the form bundles. However, while the methods

of [6] and [13] work on the form bundles, the analysis there was not carried out in

that setting, so the extension of the FIO statement would require additional work.

�e plan of this paper is the following. In Section 2 we recall how the spaces

are linked via the Mellin transform in the case of Minkowski space. Motivated by

this, in Section 3 we show that given an asymptotically de Sitter or asymptotically

hyperbolic space, one can construct an asymptotically Minkowski space so that via

the Mellin transform one obtains a family of operators related to the spectral family

of the individual spaces which links them together. In Section 4 we establish

the relationship between these operators as well as their Poisson operators and

scattering operators.
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I am very grateful to Jared Wunsch, Dean Baskin, Richard Melrose, Rafe

Mazzeo, Maciej Zworski and Steve Zelditch for interesting discussions and valu-

able comments and for their encouragement. I am also grateful to the referee for

comments improving the readability of the manuscript. Unfortunately, in spite of

the improvements, the notation is still cumbersome in places since the very goal

of this paper is to connect four separate problems, and I tried to make the notation

as uni�ed and clear as possible, even at the cost of leaving it awkward at times.

2. Minkowski space, hyperbolic space and de Sitter space

We now connect the analysis of the Laplacians/d’Alembertians on Minkowski, hy-

perbolic and de Sitter spaces. �is connection has a direct extension, with simple

modi�cations, to the general asymptotically hyperbolic/de Sitter setting, consid-

ered in the next section. Here we follow [10], which considered di�erential forms,

in the setup, but for the sake of the simplicity of notation we work in the scalar

setting (but this is completely unimportant).

�e starting point of analysis is the manifold RnC1, or rather RnC1 n o, which

is equipped with an RC-action given by dilations: .�; z/ 7! �z. A transversal to

this action is, as a di�erentiable manifold, Sn, which may be considered as the unit

sphere with respect to the Euclidean metric, though the metric properties are not

important here (since we are interested in the Minkowski metric after all). �us,

writing .z1; : : : ; znC1/ as the coordinates, let

dz21 C � � � C dz2n C dz2nC1;

be the Euclidean metric, and let � be the Euclidean distance function on RnC1

from the origin, namely

� D .z21 C � � � C z2n C z2nC1/
1=2:

�en Sn is the 1-level set of �. One can identify RnC1n¹0º via the Euclidean polar

coordinate map with RC
� � Sn, namely the map is

R
C
� � S

n 3 .�; y/ 7�! �y 2 R
nC1 n ¹0º:

�e Minkowski metric is given by

Qg D dz2nC1 � .dz21 C � � � C dz2n/;

and we also consider the Minkowski distance function r . �us, away from the

light cone, where z2nC1 D z21 C � � � C z2n, let

r D jz2nC1 � .z21 C � � � C z2n/j1=2:
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To analyze � Qg , we conjugate �2� Qg by the Mellin transform M� on RC
� � Sn,

identi�ed with RnC1 n ¹0º as above. �e so-obtained operator,

zP0;Q� D M��
2
� QgM

�1
� 2 Di�2.Sn/;

with Q� the Mellin dual parameter, �ts into the framework of [12] and [11], see [12,

Section 5]. As an aside, we remark that it will be convenient to shift the Mellin

parameter, or equivalently conjugate � Qg by a power of �; this is the reason for

adding the cumbersome subscript 0 to zP0;Q� presently.

While so far we explained why the Minkowski wave operator can be analyzed

by means of [12] and [11], we still need to connect this to asymptotically hyperbolic

and de Sitter spaces. But in the region in Sn corresponding to the interior of the

future light cone, which can be identi�ed with the hyperboloid

H
n W z2nC1 � .z21 C � � � C z2n/ D 1; znC1 > 0;

via the RC-quotient, one can also consider the Mellin transform of r2� Qg with

respect to the decomposition RC
r � Hn, to get

PQ� D Mrr
2
� QgM

�1
r 2 Di�2.Hn/:

(�ere is a similar setup for the second copy of Hn in the past light cone, where

znC1 < 0.) Now, PQ� is not well-behaved at the boundary of the future light cone,

but it is closely related to zPQ� . Namely, if we use coordinates

yj D
zj

znC1
; j D 1; : : : ; n;

on the sphere away from the equator znC1 D 0,

r D F.y/�; F.y/ D

s
1 � jyj2

1 C jyj2
:

Note that F 2 is a smooth function on Sn near (its intersection with) the light cone

which vanishes non-degenerately at the light cone. On the other hand, the Poincaré

ball model Hn of Hn arises by regarding it as a graph over Rn in Rn�R, and com-

pactifying Rn radially (or geodesically) to a ball, with boundary de�ning function,

say, .z21 C � � � C z2n/�1=2, or, ��1 – these two di�er by a smooth positive multiple

on Hn. As r D 1 on Hn, this means that F is a valid boundary de�ning function

in the Poincaré model, in contrast with the natural F 2 de�ning function of the

light cone. In particular, with Oyj , j D 1; : : : ; n � 1, denoting local coordinates

on Sn�1, identi�ed with @Hn, hence the light cone at in�nity is identi�ed with
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Sn�1, pulling back the Minkowski metric to Hn, which by de�nition yields the

hyperbolic metric, a straightforward calculation yields that that

g D
.dF /2

F 2.1 � F 2/
C

1 � F 2

2F 2
h. Oy; d Oy/; (2.1)

with h the round metric on the sphere; this satis�es F 2g being a smooth metric up

to the boundary, F D 0 (with a polar coordinate singularity at F D 1; F and Oy are

not valid coordinates there, though F is still C1 near F D 1, and the metric is still

C1 there as well, as can be seen by using valid coordinates), with the coe�cients

even functions of F . �e metric g can be put in the normal form g D dx2Ch
x2 by

letting x D F

1C
p
1�F 2

, which is an equivalent boundary de�ning function, but this

is not necessary here.

Since

M�f . Q�; y/ D

Z 1

0

��{ Q�f
d�

�
;

with a similar formula for Mr , we have, if we identify Hn with an open subset of

Sn (the interior of the future light cone),

M��
2
� QgM

�1
� . Q�/ D F { Q��2Mrr

2
� QgM

�1
r F �{ Q� : (2.2)

We next computeMrr
2
� QgM�1

r ; this is feasible sinceRC�Hn is an orthogonal

decomposition relative to Qg. Concretely, the Minkowski metric is

Qg D dr2 � r2g;

where g is the hyperbolic metric, since by de�nition the hyperbolic metric is the

negative of the restriction of the Minkowski metric to the hyperboloid X D Hn.

�is is a2 conic metric, whose Laplacian is

� Qg D �r�2�X � r�n@rr
n@r ; (2.3)

(cf. [2, Equation (3.8)] for the form version of the computation). Rewriting this as

r2� Qg D ��X � r�nC1.r@r/r
n�1.r@r/ D ��X � .r@r C n � 1/.r@r/;

the Mellin transform of r2� Qg with respect to r is

Mrr
2
� QgM

�1
r . Q�/ D ��X � .{ Q� C n � 1/.{ Q�/

D ��X C . Q� � {.n � 1// Q� D ��X C . Q� � {.n � 1/=2/2 C .n � 1/2=4;

2 Lorentzian, but this does not a�ect these computations.
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which shows that it is useful to introduce � D Q� � {.n � 1/=2, corresponding to

the conjugation

Mrr
.n�1/=2r2� Qgr�.n�1/=2M�1

r .�/ D ��X C �2 C .n � 1/2=4:

We remark that (2.2) becomes

M��
2�.n�1/=2

� Qg��.n�1/=2M�1
� .�/

D F {��.n�1/=2�2Mrr
.n�1/=2r2� Qgr�.n�1/=2M�1

r F �{�C.n�1/=2

D F {��.n�1/=2�2.��X C �2 C .n � 1/2=4/F �{�C.n�1/=2:

(2.4)

We now replace Hn with dSn in our considerations. �us, we work in the

region in Sn corresponding to the exterior of the future and past light cones (the

‘equatorial belt’), which can be identi�ed with the hyperboloid

dSn W z2nC1 � .z21 C � � � C z2n/ D �1;

via the RC-quotient. Now

Qg D �dr2 C g;

where g is the de Sitter metric. We next consider the Mellin transform of r2� Qg
with respect to the decomposition RC

r � dSn, to get

PQ� D Mrr
2
� QgM

�1
r 2 Di�2.dSn/:

Note that, with X D dSn,

� Qg D r�2
�X C r�n@rr

n@r ;

in analogy with (2.3), so the Mellin transform of r .n�1/=2r2� Qgr�.n�1/=2 with re-

spect to r is

Mrr
.n�1/=2r2� Qgr�.n�1/=2M�1

r .�/ D �X � �2 � .n � 1/2=4:

We can relate this to the spherical Mellin transform by completely analogous

arguments as in the case of Hn, except that F is replaced by

zF D

s
jyj2 � 1

jyj2 C 1
D

s
1 � jyj�2

1 C jyj�2
:

In principle this works only away from the equator (where one could use y as

coordinates); to see that this in fact works globally, one should use Euclidean polar

coordinates jz0j and Oy D z0

jz0j in Rnz0 , and use jyj�1 D
znC1

jz0j and Oy in .�1; 1/�Sn�1;

the second expression for zF now shows the desired smooth behavior on dSn. �us,

M��
.n�1/=2�2� Qg��.n�1/=2M�1

� .�/

D zF {��.n�1/=2�2Mrr
2
� QgM

�1
r

zF �{�C.n�1/=2

D zF {��.n�1/=2�2.�X � �2 � .n � 1/2=4/ zF �{�C.n�1/=2
(2.5)
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3. Asymptotically Minkowski spaces

We now extend the results to the operators induced on the boundary at in�nity

of general asymptotically Minkowski spaces; we further show below how these

spaces arise from asymptotically hyperbolic or de Sitter spaces in a natural way.

Since for us it is the boundary behavior that matters (rather than the potentially

complicated bicharacteristic �ow in the interior), it is convenient to set this up as

a homogeneous metric (of degree 2) on RC � zX , where zX is a compact manifold;

for general Lorentzian scattering metrics in the sense of [1] this is the model at the

boundary of the compacti�ed Lorentzian manifold (thus, we do not need the full

Lorentzian scattering metric setup of [1]). �us, as in [1], but using the product

structure, consider Lorentzian metrics of the form

Qg D v
d Q�2

Q�4
�

�d Q�

Q�2
˝

˛

Q�
C

˛

Q�
˝

d Q�

Q�2

�
�

Lg

Q�2

where Q� D ��1 is the de�ning function of the boundary at in�nity (so is homo-

geneous of degree �1), v 2 C1. zX/, ˛ a C1 one-form on zX , ˛jvD0 D 1
2

dv, Lg

a symmetric C1 2-cotensor on zX which is positive de�nite on the annihilator of

dv; in terms of � this takes the form

Qg D v d�2 C �.d� ˝ ˛ C ˛ ˝ d�/ � �2 Lg: (3.1)

Such a metric gives rise to an asymptotically hyperbolic manifold (with mul-

tiple connected components under the further assumptions we make below) in

v > 0, and an asymptotically de-Sitter manifold in v < 0 (without the full dynam-

ical hypotheses on these).

To see how the spectral family of the Laplacian, resp. the d’Alembertian, of an

even metric g D g� on X D X� (with compacti�cation X�), �ts into an asymptot-

ically Minkowski framework, �rst consider the operator

P� D ��X� C �2 C
�n � 1

2

�2
; (3.2)

resp.

P� D �X� � �2 �
�n � 1

2

�2
; (3.3)

on the space X�, where � denotes a subscript, such as C or 0 below. With X�;even

the even version of X�, and with xX� a boundary de�ning function of X�, we

modify this to the operator

zP� jX�;even D x
{��.n�1/=2�2
X�

P�x
�{�C.n�1/=2
X�

; (3.4)
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which one now checks is the restriction of an operator zP� de�ned on an extension
zX of X�;even across Y D @X�;even, and satisfying the requirements of [12] and [11].

�is was checked explicitly in [11]. Note that at the level of the principal symbol,

given by the dual metric function, this means that x�2G extends smoothly to T � zX ,

which is automatic for an even asymptotically hyperbolic metric. One does need

to check the behavior of the lower order terms (which would be singular without

the conjugation by x
�{�C.n�1/=2
X�

, while for the principal symbol the latter does not

matter), but this was again done in [11].

A di�erent way of proceeding is via extending the metric g D g� to an ambient

metric, playing the role of the Minkowski metric, which is homogeneous of degree

2. �us, one considers M D RC
� � zX , as well as RC

r � X�, with � D ˙ for

the asymptotically hyperbolic spaces, and with r D xX˙
�, so F D xX˙

in the

Minkowski setting. We note, however, that while with F de�ned above in the

Minkowski setting, the hyperbolic metric has some higher order (in x D xX˙
)

dx2 D dx2X˙
terms in view of (2.1), these do not a�ect properties of the extension

across xX˙
D 0. On RC

r � X� the analogue of the Minkowski metric is

Qg D dr2 � r2g D r2
�dr2

r2
� g

�
D �2

�
x2X˙

�d�

�
C

dxX˙

xX˙

�2
� x2X˙

g
�
:

Substituting the form of g and writing x2X˙
D �,

Qg D �2
�
�

d�2

�2
C

1

2

�d�

�
˝ d� C d� ˝

d�

�

�
� h.�; Oy; d Oy/

�
: (3.5)

But now the desired extension is immediate to a neighborhood of X�;even in zX

(which is all that is required for the analysis if one uses complex absorption as in

[12, 11, 10]), by simply extending h smoothly to a neighborhood (i.e. from � � 0

to � near 0). �is is easily checked to be Lorentzian, and indeed a special case3

of the scattering metrics of [1] in view of (3.1). Notice that the metric in � < 0

takes the form, with � D �x2X0
,

Qg D �2
�

� x2X0

d�2

�2
� x2X0

�d�

�
˝

dxX0

xX0

C
dxX0

xX0

˝
d�

�

�
� h.�x2X0

; Oy; d Oy/
�

D �2
�

� x2X0

�d�

�
C

dxX0

xX0

�2
C x2X0

gX0

�
;

3�is assumes that one ignores the interior of the space carrying a Lorentzian scattering

metric; more precisely it is a special case of the restriction of a Lorentzian scattering metric to a

neighborhood of the boundary of the compacti�cation of the space.



Resolvents, Poisson operators and scattering matrices 653

with

gX0
D

dx2X0
� h.�x2X0

; Oy; d Oy/

x2X0

; (3.6)

i.e. gX0
is asymptotically de Sitter, with cross-section metric given by h.�x2X0

; Oy;

d Oy/ rather than h.x2X0
; Oy; d Oy/, i.e. it is the extension of h in the �rst argument

across 0 that enters into gX0
.

�e analogous construction also works on asymptotically de Sitter spaces .X0;

g/, g D gX0
; one lets

Qg D �dr2 C r2g D r2
�

�
dr2

r2
C g

�
D �2

�
� x2X0

�d�

�
C

dxX0

xX0

�2
C x2X0

g
�
;

which now gives, with x2X0
D ��,

Qg D �2
�
�

d�2

�2
C

1

2

�d�

�
˝ d� C d� ˝

d�

�

�
� h.��; Oy; d Oy/

�
; (3.7)

which is the same formula as (3.5), except the appearance of �� in the argument

of h, corresponding to the relationship between gXC and gX0
when one started

with g D gXC , as expressed by (3.6).

Suppose we have an asymptotically de Sitter metric on a manifold .X0; gX0
/

with two boundary hypersurfaces Y˙ and a family of metrics Qh˙ on Y˙ depending

smoothly in an even fashion on the boundary de�ning function xX0
(i.e. smoothly

on x2X0
), and that Y˙ bound4 manifolds with boundary X˙. �en one can put an

asymptotically hyperbolic metric g˙ of the form

dx2X˙
C h˙.�x2X˙

; Oy; d Oy/

x2X˙

near Y˙ D @X˙ (relative to a chosen product decomposition, with a factor Œ0; �/xX˙

corresponding to the boundary de�ning function xX˙
) on X˙, and let � D x2X˙

on X˙. Further, we de�ne a compact manifold with boundary by

zX D XC;even [ X0;even [ X�;even; (3.8)

with the summands smoothly identi�ed at the boundaries using the product de-

composition used in transferring the metric. �en we de�ne a Lorentzian metric Qg

onRC
� � zX by the respective form (3.5)–(3.7) with h understood as x2X˙

g˙�dx2X˙
,

4 If one starts with anX0 for which this is not the case, one can take two copies of it; the two

copies of YC bound now the manifold YC � Œ0; 1� and similarly with Y�.
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resp. �x2X0
g0 C dx2X0

away from a neighborhood of Y˙; these de�nitions extend

smoothly and consistently to � D 0 (i.e. RC � Y˙).

Returning to the previous discussion, when we started out with XC, we can

construct a global space zX by taking two copies of XC, denoting the second copy

by X�, letting Y˙ D @X˙, and X0 D YC � Œ0; 1�s, and de�ning zX as in (3.8), with

the corresponding identi�cations. �is de�nes asymptotically de Sitter metrics

near the boundaries of X0. Using the product structure on X0 this can be extended

to a Lorentzian metric on X0 of a warped product form f .s/ ds2 � h0.s; Oy; d Oy/

on .0; 1/s � YC with f > 0, h0 positive de�nite; note that this matches the met-

ric near Y˙ if h0 is appropriately chosen, and all null-geodesics indeed tend to

Y˙ as the parameter along them approaches in�nity, so indeed this �ts into the

asymptotically de Sitter framework described in the introduction.

Now the Mellin transform of � Qg gives rise to a smooth family of operators
zP� on zX , related to P� in (3.2)-(3.3) via the same procedure as in the Minkowski

setting. In summary, we have shown:

Proposition 3.1. Given an even asymptotically hyperbolic space .XC; gXC/, resp.

an even asymptotically de Sitter space .X0;gX0
/, after possibly replacing .X0;gX0

/

by two copies of the same space, there is a ‘global’ space zX , of the form (3.8)

with the not already given constituent pieces asymptotically hyperbolic in case of

.X˙; gX˙
/ and asymptotically de Sitter in case of .X0; gX0

/, and there is an oper-

ator zP� 2 Di�2. zX/ on zX , such that the restriction of zP� to X˙, resp. X0, is given

by (3.4), with P� as in (3.2), resp. (3.3).

�e requirements for the analysis of zP� in [12] involve the principal symbol

globally as well as the imaginary part of the subprincipal symbol at N �Y˙, with

the latter entering since they determine the threshold regularity at radial points.

Further, if one wants to obtain high energy estimates, letting j� j ! 1 in strips

j Im � j < C , one also needs information on the principal symbol in the high en-

ergy/large parameter sense. Here we do not address the latter (it involves e.g. the

non-trapping nature of the asymptotically hyperbolic spaces), but mention that

these are encoded in the b-principal symbol of � Qg (which is the dual metric func-

tion), and indeed even the �-dependence of the subprincipal symbol can be read

o� from the b-principal symbol of � Qg .

�e requirements on the principal symbol are satis�ed in view of the limiting

behavior of the null-geodesics on the asymptotically de Sitter space; apart from

the behavior of the latter, the other requirements were all checked in [12, Section 4]

and [11, Section 3]; the complex absorption added there is not needed as we regard

one of the radial sets N �YC and N �Y� as the region from which we start prop-
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agating estimates, the other as the region towards which we propagate estimates,

as was done in the recent work [1, Section 5]. �us, what is left is �nding the

subprincipal symbol at N �Y˙, and what is left in this is �nding a �-independent

constant, which again, at most shifts by a constant what function spaces should

be used in the Fredholm analysis. In turn, this constant can be found by formal

self-adjointness considerations as it is the principal symbol of 1
2{

. zP� � zP �
� / at

the radial set. �e latter vanishes for � real, as �2�.n�1/=2
� Qg��.n�1/=2 is for-

mally self-adjoint with respect to the RC-invariant b-density ��.nC1/ d Qg, hence

the Mellin transform is formally self-adjoint for � real with respect to a density !

on zX such that ��.nC1/ d Qg D d�
�

! (cf. [12, Section 3.3]). It is actually instructive

to compute this subprincipal symbol (rather than just its imaginary part) at N �Y ,

Y D YC [ Y�, cf. [10, Section 3] for the general setting of di�erential forms; one

obtains that, with Vb. zX I Y / denoting set of vector �elds on zX tangent to Y ,

M��
2
� QgM

�1
� D .4@��@� � 4.{ Q� C .n � 1/=2/@�/ C Q; Q 2 V2b.

zX I Y /;

or
zP� D M��

2�.n�1/=2
� Qg��.n�1/=2M�1

�

D .4@��@� � 4{�@�/ C Q; Q 2 V2b.
zX I Y /:

(3.9)

�is means .�˙ {0/{� are approximate elements of the distributional kernel of zP�
(in that they solve zP�u D 0 modulo two orders better, namely smooth multiples

of .�˙ {0/{� , than a priori expected in view of the second order nature of zP� : one

order of gain comes from N �Y being characteristic for the operator and .�˙{0/{�

is conormal to this, but the second order gain encodes the correct behavior of the

subprincipal symbol. Note that these distributions lie in H s for s < � Im � C1=2.

Since in our global problem we are interested in solutions of zP�u D f which are

smooth at the future light cone, YC D @CX0, if f is smooth, we need to propagate

estimates from YC D @CX0 to Y� D @�X0, and thus we need to use Sobolev

spaces which are stronger than the above threshold regularity, � Im � C 1=2, at

YC D @CX0, but are weaker than it at Y� D @�X0. �us, as in [1, Section 5], see

also the Appendix of that paper, we need variable order Sobolev spaces H s, where

s is a C1 function on S� zX (though in this case one can take it to be a function

simply on zX), corresponding to spast of [1, Section 5], so

(i) sjN�@CX0
> 1=2 � Im � , constant near N �@CX0,

(ii) sjN�@�X0
< 1=2 � Im � , constant near N �@�X0,

(iii) s is monotone along the null-bicharacteristics (which all go from N �@CX0

to N �@�X0 or vice versa).
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�en the spaces for Fredholm analysis are

zP� W Xs ! Ys�1; Xs D ¹u 2 H s W zP�u 2 H s�1º; Ys�1 D H s�1; (3.10)

thus zP �1
�;past W Y

s�1 ! Xs is a meromorphic Fredholm family; see [1, Section 5]

for details. Here the subscript ‘past’ is added to denote the function spaces we

are using, which amounts to propagating regularity towards the past, i.e. @�X0:

reversing the roles of @CX0 and @�X0 in the de�nition of the function spaces

would result in the the future solution operator zP �1
�;future.

4. �e global operator and the conformally compact spaces

�e solution operator zP �1
�;past considered above now gives the solution operator for

the backward Cauchy problem for the spectral family of �X0
as well as the resol-

vent for �X˙
. �is connection has been explored in [12] and [11] in the asymp-

totically hyperbolic and de Sitter setting (the two setting considered separately),

and in [1] in this generality (except that a compact M was taken satisfying various

additional non-trapping conditions, but for the purposes of the discussion here

the latter are irrelevant). Here we expand this discussion and include the Poisson

operators and scattering operators in it; the latter enter in perhaps surprising ways.

Sometimes we write x˙
X0

for the boundary de�ning function when we work

near the future and past boundaries @˙X0 of the asymptotically de Sitter space to

emphasize the local nature of the expansion; these are understood to be equal to

xX0
near the relevant boundary @˙X0. Further, as (almost) the only smooth struc-

ture used below is the even one (corresponding to the restriction of the smooth

structure of zX), below C1.X�/ stands for C1.X�;even/, � D C; �; 0, unless other-

wise noted.

To elaborate on the connection mentioned above, concretely one has, e.g. on

C1
c .XC/, for Im � � 0,

RXC.�/ D
�

� �XC C �2 C
�n � 1

2

�2��1

D x
�{�C.n�1/=2
XC

zP �1
�;pastx

{��.n�1/=2�2
XC

;

(4.1)

where the inverse on the left hand side is the inverse given by the essential self-

adjointness (on C1
c .XC/) and positivity of �XC . Notice that then the equality

of the extreme left and right hand sides holds for all � 2 C as the equality of

meromorphic families; alternatively, as in [11] the right hand side can be used to

de�ne the analytic continuation of the resolvent of �XC , i.e. RXC.�/. On the other
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hand, on C1
c .X0/ the backward, or past-oriented, solution operator RX0;past.�/ is

given by

RX0;past.�/ D
�
�X0

� �2 �
�n � 1

2

�2��1
(4.2)

D x
�{�C.n�1/=2
X0

zP �1
�;pastx

{��.n�1/=2�2
X0

: (4.3)

�e former, (4.1), was extensively discussed in [12] and [11]: applied to f 2

C1
c .XC/, both sides give an element of L2.XC; dgC/ when Im � � 0 since zP �1

�;past

maps into C1.XC/, and in view of (2.4) both sides satisfy that ��XC C �2 C�
n�1
2

�2
applied to them yields f ; since there is a unique element of L2.XC; dgC/

with this property, the claim follows.

To check the latter claim, (4.2), we �rst note that

f 2 C1
c .X0/ H) supp zP �1

�;pastx
{��.n�1/=2�2
X0

f \ XC D ;: (4.4)

We give two di�erent arguments for this. One is essentially a direct application

of Proposition 3.9 of [12]. �is proposition uses complex absorption, but in a way

that makes the proof go through without changes in our setting: Q� enters there

only to make the P� into a Fredholm family, which we have here through control

of the global dynamics. �e conclusion is that, using �� as the time function t

of [12] near @CX0 (where it is time-like in X0), zP �1
�;past propagates supports for-

ward in t, i.e. backwards in �, giving the desired conclusion. For an alternative

proof of (4.4) note that for f 2 C1
c .X0/, x

{��.n�1/=2�2
X0

f vanishes in XC. �us,

zP �1
�;pastx

{��.n�1/=2�2
X0

f also vanishes there since this restriction is given byRXC.�/

(the analytic continuation of the resolvent of �XC , with argument as in (4.1)) ap-

plied to the function 0 by what we have shown. But zP �1
�;pastx

{��.n�1/=2�2
X0

f is C1

near @XC D @CX0 (the future boundary of asymptotically de Sitter space), and

thus the restriction to X0 vanishes to in�nite order at @CX0, so the same remains

true after multiplication by x
�{�C.n�1/=2
X0

. Calling the result u, which thus satis�es

.�X0
��2�.n�1

2
/2/u D f , a slight modi�cation of [13, Proposition 5.3] gives that

(for f compactly supported in X0) u vanishes identically near @CX0. �e slight

modi�cation we are referring to is that as stated, [13, Proposition 5.3] applies only

for real � , but as the spectral variable is semiclassically two orders below the prin-

cipal term, it does not a�ect the Carleman estimate argument presented there (it

a�ects the error term R2 in the proof by a term in h2Di�00;h.X0/ with the nota-

tion of that paper, which does not change the fact that R2 is in the class stated

there). Note that the notion of semiclassicality is very di�erent in this Carleman

estimate of [13] from that of [12] since it is semiclassicality with respect to an ex-
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ponential conjugation parameter, not j� j�1. Returning to u, this proves that u is

the backward solution for the asymptotically de Sitter Klein–Gordon equation.

To complete the picture, consider also when f is supported in X�. To be clear

we write �� for its boundary de�ning function (which is positive in X�), and we

similarly write xX� , etc. �en by our argument thus far, zP �1
�;pastx

{��.n�1/=2�2
X�

f

vanishes outside X�, i.e. is supported in X�. Further, just under the assumption

that f 2 C1. zX/ (i.e. without support assumptions), u D zP �1
�;pastf has WF.u/ �

N �@X�, and indeed has an expansion there, see [1, Corollary 6.9], namely if {� …

Z then

u D vC
zX;past

C v�
zX;past

C v0zX;past
; v0zX;past

2 C1. zX/; (4.5a)

and

v˙
zX;past

D a˙
zX;past

.�� ˙ {0/{� ; a˙
zX;past

2 C1. zX/: (4.5b)

Note that there is a sign switch in [1, Corollary 6.9] in � compared to the setting

here; this is due to the use of a homogeneous degree 1 function in de�ning the

Mellin transform here and its reciprocal, i.e. a homogeneous degree �1 function

(thus a de�ning function of the boundary of the radial compacti�cation of the

space-time), being used in [1] to perform the Mellin transform. Also, if {� 2 Z,

logarithmic terms appear in the expression corresponding to the fact that .�� ˙

{0/{�Ck is C1 if {� Ck is a non-negative integer; this property of being C1 shows

up as an obstacle in the construction of [1] for k � 0 integer, hence the restriction

{� … Z here (though the general case can also be treated). Again with {� …

Z, the �rst two terms can be rewritten in terms of the distributions .��/{�˙ , of

which .��/{�C is supported in X�. �us, for f supported in X�, the fact that u

is supported in X� implies, apart from integer coincidences, that5 u D b.��/{�C .

Correspondingly, Qu D x
�{�C.n�1/=2
X�

ujX� satis�es

�
� �X� C �2 C

�n � 1

2

�2�
Qu D f;

and

Qu D x
{�C.n�1/=2
X�

Qa; Qa 2 C1.X�/:

5 Indeed, the .��/
{�
C term has the desired support property, so one is reduced to observing

that the sum of a C1 multiple, say �, of .��/
{�
� and a C1 function, say  , is actually C1 if

it is supported in X�, and thus can be written as a multiple (with vanishing derivatives at @X�)

of .��/
{�
� . Indeed, if the sum is so supported, the mismatch in the powers of the Taylor series

of � and  at @X� due to {� non-integral shows that both Taylor series vanish at @X�, so the

summands are in fact both C
1, and thus so is the sum, as desired.
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Now, for Im � � 0 this gives that

RX�.��/f D x
�{�C.n�1/=2
X�

zP �1
�;pastx

{��.n�1/=2�2
X�

f I (4.6)

this then holds in general in the sense of meromorphic Banach space valued op-

erators, even near {� 2 Z. Notice that the right hand side gives an independent

way of analytically continuing RX�.��/, similarly to how (4.1) gives the analytic

continuation of RXC.�/ from Im � � 0. In summary, we have shown:

Proposition 4.1. (See [1, Proposition 7.3].) For any � for which zP .�/ is invertible,

the resolvents RXC.�/, RX�.��/ and the backward solution operator RX0;past.�/

are determined by zP .�/; in particular they are regular at these points.

We want to have a converse result as well, namely that the poles of zP .�/ are a

subset of poles associated to operators on X˙ and X0 apart from possible issues

when {� 2 Z. In order to do this, it is useful to consider solution operators for the

homogeneous PDE, i.e. where non-trivial boundary data are speci�ed – these are

the so-called Poisson operators. We recall that

@CX0 D @XC; @�X0 D @X�:

First, given a˙
zX;0 2 C1.@X0/ and {� … Z one can easily write down approxi-

mate solutions of the form

v˙
zX D a˙

zX .� ˙ {0/{� ; a˙
zX j@X0

D a˙
zX;0; a˙

zX 2 C1. zX/; (4.7)

i.e. such that

zP�v˙
zX 2 C1. zX/I

see [1, Lemma 6.4] for details (which in turn essentially follows [9]); the Taylor

series of a˙
zX at @X0 are determined by a˙

zX;0. Note that the Taylor series of a˙
zX at @X0

is determined locally (in the strong sense that any Taylor coe�cient depends only

on �nitely many derivatives of a˙
zX;0 evaluated at the same point), so in particular

if a˙
zX;0j@�X0

D 0 then a˙
zX vanishes to in�nite order at @�X0.

Similarly, purely from the perspective of X˙ and X0, given a˙
X˙;0

2 C1.@X˙/,

a˙
X0;0

2 C1.@X0/ one can construct

v˙
X˙

D a˙
X˙

x
.n�1/=2˙{�
X˙

; a˙
X˙

j@X˙
D a˙

X˙;0
; a˙

X˙
2 C1.X˙/; (4.8a)

v˙
X0

D a˙
X0

x
.n�1/=2˙{�
X0

; a˙
X0

j@X0
D a˙

X0;0
; a˙

X0
2 C1.X0/; (4.8b)
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with
�

� �X˙
C �2 C

�n � 1

2

�2�
v˙
X˙

D f ˙
X˙

2 PC1.X˙/;

and
�
�X0

� �2 �
�n � 1

2

�2�
v˙
X0

D f ˙
X0

2 PC1.X0/:

Note the distinction: while on zX ‘trivial’ or ‘residual’ functions are those in

C1. zX/ (with no vanishing speci�ed anywhere), on X� they are those in PC1.X�/

(i.e. with in�nite order vanishing at the boundary).

We make the following observation:

Lemma 4.2. Regarded as smooth functions on XC, resp. X0 (with the even struc-

ture, i.e. of � D x2XC
, resp. �� D x2X0

rather than xXC and xX0
), at @XC D @CX0,

if a˙
XC;0

D a˙
X0;0

then a˙
XC

and a˙
X0

have the matching Taylor series as functions

in � � 0, resp. � � 0 (i.e. the even coe�cients are the same, the odd coe�cients

have opposite signs).

Note that XC can be replaced by X� in this lemma.

Proof. We consider a�
XC;0

and a�
X0;0

. In view of the (modi�ed) conjugation relat-

ing zP� to ��XC C �2C .n � 1/2=4 on the one hand and �X0
� �2� .n � 1/2=4 on

the other, these both solve zP� jXC
a�
XC;0

D 0 and zP� jX0
a�
X0;0

D 0 in Taylor series

at @CX0 D @XC. Since the form (3.9) of zP� shows that the Taylor series of C1

functions in the approximate nullspace (modulo functions vanishing to in�nite or-

der at @XC) of zP� is determined6 by the restriction to @XC, the result follows. For

a�
XC;0

and a�
X0;0

the result follows by considering zP�� in place of zP� .

We can now de�ne the Poisson operators:

Proposition 4.3. (See [6, Section 1] for an explicit statement, and also [8].) Sup-

pose {� … Z, and � is not a pole of RXC . Given bC
XC;0

2 C1.@XC/ there is a

solution uXC of
�

� �XC C �2 C
�n � 1

2

�2�
uXC D 0

with uXC D vC
XC

C v�
XC

, v˙
XC

of the form (4.8), with aC
XC;0

D bC
XC;0

.

Further, a solution uXC of this form is unique provided {� … Z and �2C
�
n�1
2

�2

is not an L2-eigenvalue of �XC .

6 As �jC1. zX/ is mapped to �j �1C1. zX/ for j � 1 integer by the operator zP� , with
zP� .�

jb/�j.j � {�/b�j �1 2 �j
C

1. zX/, the claim follows by induction, noting that j.j � {�/
cannot vanish when j � 1 is an integer as {� is not an integer.
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Remark 4.4. Note that a�
XC;0

, i.e. the renormalized boundary value of v�
XC

, is not

speci�ed.

De�nition 4.5. �e Poisson operator PXC.�/ W C1.@XC/ ! C�1.XC/ is de�ned

as the meromorphic map bC
XC;0

7! uXC for {� … Z.

�e scattering matrix on XC is the operator SXC.�/ W C1.@XC/ ! C1.@XC/

given by SXC.�/ W bC
XC;0

D aC
XC;0

7! a�
XC;0

with the notation of the proposition

and (4.8).

Remark 4.6. We could de�ne P�
XC

.�/ similarly, in which a�
XC;0

is speci�ed in

place of aC
XC;0

, but this is just PXC.��/ as reversing the sign of � interchanges

the two functions v˙
XC

. In particular, this gives SXC.�/ D PXC.��/�1PXC.�/.

We note here that as �XC is self-adjoint with domain H 2
0 .XC/ (understood

relative to the non-even, i.e. standard, smooth structure, so the density is x�n
XC

times a smooth density relative to the non-even smooth structure), with density

jdgXC j, any L2-eigenvalues �2 C
�
n�1
2

�2
of �XC are necessarily real, i.e. � is

either real or pure imaginary; further real non-zero � cannot be L2-eigenvalues

due to Mazzeo’s unique continuation theorem [7].

Proof. While this result is stated in [6], we give a summary of the argument.

For existence, uXC is given by �rst constructing vC
XC

as above from aC
XC;0

, and

then for � not a pole of RXC ,

uXC D vC
XC

� RXC.�/f C
XC

;

with the second term of the form v�
XC

indeed.

Now consider uniqueness. �e di�erence of two such uXC is of the form v�
XC

necessarily since the leading coe�cient aC
XC;0

determines the full Taylor series

of aC
XC

(taking into account the evenness of the Taylor series in terms of xXC to

separate vC
XC

and v�
XC

). If Im � > 0 and �2C.n�1/2=4 is not an L2-eigenvalue of

�XC , uniqueness follows since v�
XC

is then in H 2
0 .XC/ (understood relative to the

non-even, i.e. standard, smooth structure). In general one can show by a pairing

argument, see [6], which in turn follows [9] that in fact the leading coe�cient

a�
XC;0

vanishes and then in fact v�
XC

is in PC1.XC/, and then one can �nish the

argument as above.

We can analogously de�ne a Poisson operator for X0 at @CX0, but here we

specify both a˙
X0;0

j@CX0
:
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Proposition 4.7. (See [13, �eorem 5.5].) Suppose � … {Z. Given b˙
X0;0

2

C1.@CX0/ there is a unique solution uX0
of

�
�X0

� �2 �
�n � 1

2

�2�
uX0

D 0

with uX0
D vC

X0
C v�

X0
, v˙
X0

of the form (4.8), with a˙
X0

j@CX0
D b˙

X0;0
.

Remark 4.8. Note that there are two boundary hypersurfaces of X0; we are spec-

ifying both pieces of data a˙
X0;0

at @CX0 and neither of them at @�X0.

Also, in [13] only �2 real was considered, but allowing general � 2 C causes

only minimal changes to the arguments. See also the remarks following (4.4) in

this regard.

Proof. For existence, with vC
X0

; v�
X0

as in (4.8) corresponding to a˙
X0;0

j@CX0
D

b˙
X0;0

and a˙
X0;0

j@�X0
D 0, let

uX0
D vC

X0
C v�

X0
� RX0;past.�/.f C

X0
C f �

X0
/;

with the inverse being the backward solution of the wave equation; this has all the

desired properties as shown in [13]. Uniqueness follows since the homogeneous

PDE has no solutions which vanish to in�nite order at @CX0 as shown in [13].

De�nition 4.9. �e backward Poisson operator

PX0;past.�/ W C1.@CX0/ ˚ C1.@CX0/ �! C�1.X0/

is given byPX0;past.�/.bC
X0;0

; b�
X0;0

/ D uX0
in the notation of the proposition, while

the scattering matrix

S zX;past.�/ W C1.@CX0/ ˚ C1.@CX0/ �! C1.@�X0/ ˚ C1.@�X0/

is given by

S zX;past.�/.bC
X0;0

; b�
X0;0

/ D .aC
X0;0

j@�X0
; a�
X0;0

j@�X0
/:

Remark 4.10. Here the index ‘past’ of PX0;past.�/ denotes that we are solving the

equation backwards, from @CX0 to @�X0. We de�ne in a similar way the forward

Poisson operator PX0;future.�/, with the data .aC
X0;0

j@�X0
; a�
X0;0

j@�X0
/ speci�ed.

We also remark that replacing � by �� simply switches the two pieces of data

PX0;past.�/ is applied to, i.e. if J is this exchange operator then PX0;past.��/ D

PX0;past.�/J . �is is in contrast to the asymptotically hyperbolic space, in which

PXC .�/ andPXC.��/ are related by the much more complicated scattering matrix

SXC.�/: PXC.��/SXC.�/ D PXC.�/.
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Finally, we also have a Poisson operator for the Mellin transformed global

operator, specifying both a˙
X0;0

j@CX0
again:

Proposition 4.11. Suppose zP� is invertible as a map (3.10). �en given b˙
zX;0 2

C1.@CX0/ there is a unique solution u of

zP�u D 0

with

u zX D vC
zX C v�

zX C v0zX ; (4.9)

with v˙
zX of the form (4.7), with a˙

zX;0j@CX0
D b˙

zX;0, and with v0zX 2 C1. zX/.

Proof. Again, we let v˙
zX be as above with a˙

zX;0j@CX0
D b˙

zX;0, a˙
zX;0j@�X0

D 0 (so

v˙
zX is C1 at @�X0), and then

u zX D vC
zX C v�

zX � zP �1
�;past.f

C
zX C f �

zX /;

is the unique distributional solution of zP�u D 0 with u zX � .vC
zX C v�

zX / having

wave front set disjoint from N �@XC (which properties would hold for any u of

the desired form, thus giving uniqueness). Further, u zX � .vC
zX C v�

zX/ has wave

front set in N �@X�, and indeed its structure given by (4.5) at @X�, so u zX has the

decomposition claimed in the proposition.

De�nition 4.12. �e backward Poisson operator

P zX;past.�/ W C1.@CX0/ ˚ C1.@CX0/ �! C�1. zX/

is given by P zX;past.�/.bC
zX;0; b�

zX;0/ D u zX in the notation of the proposition, while

the scattering matrix

S zX;past.�/ W C1.@CX0/ ˚ C1.@CX0/ �! C1.@�X0/ ˚ C1.@�X0/

is given by

S zX;past.�/.bC
zX;0; b�

zX;0/ D .aC
zX;0j@�X0

; a�
zX;0j@�X0

/:

�e relationships between these operators is stated in the following theorem.

�eorem 4.13. For � … {Z, if � is not a pole of zP �1
�;past then the global Pois-

son operator P zX;past.�/ on zX determines those of X˙ and X0, PXC.�/, PX�.��/

and PX0;past.�/, and conversely, PXC.�/, PX�.��/ and PX0;past.�/ determine the

global Poisson operator P zX;past.�/.
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Furthermore, for � as above,

S zX;past.�/.bC
zX;0; b�

zX;0/ D

"
aC

zX;past
j@�X0

a�
zX;past

j@�X0

#

D

"
e��� e��

1 1

#�1 "
Id 0

0 SX�.��/

#

SX0;past.�/

"
Id 0

0 SXC.�/

# "
e��� e��

1 1

# "
bC

zX;0
b�

zX;0

#
;

(4.10)

i.e. S zX;past.�/ is essentially the product of SX˙
.˙�/ and SX0;past.�/.

Proof. First, let

u zX D P zX;past.�/.bC
zX;0; b�

zX;0/:

Keeping in mind that � D x2XC
, in view of (4.9), uXC D x

�{�C.n�1/=2
XC

u zX jXC

satis�es �
� �XC C �2 C

�n � 1

2

�2�
uXC D 0;

with uXC D vC
XC

C v�
XC

,

v˙
XC

D a˙
XC

x
.n�1/=2˙{�
XC

; a˙
XC

2 C1.XC/;

with

aC
XC

j@XC
D bC

zX;0 C b�
zX;0

since the distribution .�˙ {0/s restricted to � > 0 is just the function �s, and with

a�
XC

j@XC
D v0zX j@XC

: (4.11)

Correspondingly,

.x
�{�C.n�1/=2
XC

P zX;past.�/.bC
zX;0; b�

zX;0//jXC D uXC D PXC.�/.bC
zX;0 C b�

zX;0/:

(4.12)

As an aside, this means that

PXC.�/.bC
XC;0

/ D x
�{�C.n�1/=2
XC

.P zX;past.�/.bC
XC;0

; 0//jXC ; (4.13)

and one could equally well use .0; bC
XC;0

/ as the data for P zX;past.�/. Returning to

uXC D vC
XC

Cv�
XC

, we can now identify a�
XC

j@XC
in terms of the scattering matrix

on XC:

a�
XC

j@XC
D SXC.�/.aC

XC
j@XC

/ D SXC.�/.bC
zX;0 C b�

zX;0/: (4.14)
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Switching to the asymptotically de Sitter side, with u zX D P zX;past.�/.bC
zX;0; b�

zX;0/

still, with � D �x2X0
now, uX0

D x
�{�C.n�1/=2
X0

u zX jX0
satis�es

�
�X0

� �2 �
�n � 1

2

�2�
uX0

D 0;

with uX0
D vC

X0
C v�

X0
,

v˙
X0

D a˙
X0

x
.n�1/=2˙{�
X0

; a˙
X0

2 C1.X0/;

with

aC
X0

j@XC
D e���bC

zX;0 C e��b�
zX;0

since the distribution .�˙ {0/s restricted to � < 0 is just the function e˙{�sj�js D

e˙{�sx2sX0
, and with

a�
X0

j@XC
D v0zX j@CX0

D SXC.�/.bC
zX;0 C b�

zX;0/

in view of (4.9) for the �rst equality and (4.11) and (4.14) for the second. Corre-

spondingly,

x
�{�C.n�1/=2
X0

P zX;past.�/.bC
zX;0; b�

zX;0/jX0

D uX0
D PX0;past.�/.e���bC

zX;0 C e��b�
zX;0; SXC.�/.bC

zX;0 C b�
zX;0//:

�us,

PX0;past.�/.bC
X0;0

; b�
X0;0

/ D x
�{�C.n�1/=2
X0

P zX;past.�/.bC
zX;0; b�

zX;0/jX0
(4.15)

with "
bC

zX;0
b�

zX;0

#
D

"
e��� e��

1 1

#�1 "
bC
X0;0

SXC.�/�1b�
X0;0

#
; (4.16)

assuming SXC.�/ is invertible and � … {Z so that the matrix itself is invertible.

Finally we can turn to X�. As recalled above, near @�X0 D @X�,

u zX D vC
zX;past

C v�
zX;past

C v0zX ;

v˙
zX;past

D a˙
zX;past

.�� ˙ {0/{� ; a˙
zX;past

j@X� D a˙
zX;past;0

;

where

a˙
zX;past

; v˙
zX;past

2 C1.X0 [ X�/:
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�us, uX0
D x

�{�C.n�1/=2
X0

u zX jX0
has asymptotic expansion at @X� given by

uX0
D vC

X0;past C v�
X0;past;

v˙
X0;past D .x�

X0
/.n�1/=2˙{�a˙

X0;past; a˙
X0;past 2 C1.X0/;

and

aC
X0;pastj@X� D e���aC

zX;past
j@�X0

C e��a�
zX;past

j@�X0
; a�

X0;pastj@�X0

D v0zX j@�X0
:

(4.17)

Correspondingly,

SX0;past.�/

"
bC
X0;0

b�
X0;0

#
D

"
e���aC

zX;past
j@�X0

C e��a�
zX;past

j@�X0

v0zX j@�X0

#
; (4.18)

with a˙
zX;0 and b˙

X0;0
related as in (4.15) and (4.16).

Now, in X� the resolvent is in the dual regime relative to that of the XC prob-

lem (cf. the appearance of �� vs. � in the argument of the resolvents in Proposi-

tion 4.1), namely uX� D .xX�/�{�C.n�1/=2u zX jX� solves

�
� �X� C �2 C

�n � 1

2

�2�
uX� D 0;

with asymptotics

uX� D vC
X�

C v�
X�

;

v˙
X�

D .xX�/.n�1/=2˙{�a˙
X�

; a˙
X�

2 C1.X�/;

and

aC
X�

j@X� D aC
zX;past

j@�X0
C a�

zX;past
j@�X0

; a�
X�

j@�X0
D v0zX j@�X0

:

�us, much as in the case of the resolvent considered �rst above, except using

PX�.��/, so the coe�cient of x
.n�1/=2�{�
X�

, namely v�
0 j@X� , is the input,

PX�.��/.v�
0 j@X�/ D uX� D .xX�/�{�C.n�1/=2u zX jX�

D .xX�/�{�C.n�1/=2P zX;past.�/.aC
zX;0; a�

zX;0/jX� ;
(4.19)

and

SX�.��/v�
X0

j@X� D aC
zX;past

j@�X0
C a�

zX;past
j@�X0

:
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�us, using (4.17),
"

Id 0

0 SX�.��/

#
SX0;past.�/

"
bC
X0;0

b�
X0;0

#
D

"
e��� e��

1 1

# "
aC

zX;past
j@�X0

a�
zX;past

j@�X0

#
:

Now, equation (4.13) shows that the global Poisson operator P zX;past.�/ deter-

mines PXC.�/, and in particular SXC.�/. Next, (4.15) that P zX;past.�/ determines

PX0;past.�/, and in particular SX0;past.�/. Finally, (4.19) combined with (4.18)

show that P zX;past.�/ determines PX�.�/.

For the converse, equation (4.12) shows that PXC.�/ determines the restric-

tion of P zX;past.�/ to XC, and in particular the Cauchy data at future in�nity,

.bC
X0;0

; b�
X0;0

/, for the asymptotically de Sitter problem. �en (4.15) shows that

the restriction of P zX;past.�/ to X0 is determined, and in particular the data for

PX�.��/ is determined. �en (4.19) shows that the restriction of P zX;past.�/ to

X� is determined. Since {� is not a negative integer, the form (4.5) shows that

these restrictions determine P zX;past.�/ since there cannot be solutions of the ho-

mogeneous equation supported at @X˙.

Finally, the above calculations also prove (4.10), completing the proof of the

theorem.

We can now use this result to analyze the structure of S zX;past.�/ precisely.

Corollary 4.14. For � 2 C with {� … Z, and � not a pole of zP �1
�;past, S zX;past.�/ is

an elliptic 0th order Fourier integral operator associated with the null-geodesic

�ow from @CX0 to @�X0 on X0, with principal symbol the same as that of the

renormalized backwards scattering operator on X0 as in (4.22) conjugated by the

matrix "
e��� e��

1 1

#

as in �eorem 4.13.

Proof. First, SX˙
.�/ are elliptic pseudodi�erential operators of (complex) order

�2{� , as shown by Joshi and Sá Barreto7, [6], so SX�.��/ has order 2{� . In

particular, if �@X˙
is the Laplacian of a metric on @X˙, say of (a representative

of the conformal class of) the conformal metric h, then

.�0
@XC

/{�SXC.�/; SX�.��/.�0
@X�

/�{� (4.20)

7 Note that Joshi and Sá Barreto use the spectral parameter ��.n�1� �/, with our notation

for the dimension of X , with Re � > .n � 1/=2 being the physical half plane, corresponding to

our �2 C .n � 1/2=4 with Im� > 0 being the physical half plane, so � D {.� � .n � 1/=2/ is

the conversion between the two parameterizations.
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are pseudodi�erential operators of order 0, where �0
@XC

is the operator that is

�@XC
on the orthocomplement of the nullspace of �@XC

and the identity on the

nullspace.8 Further, SX0;past.�/ is an elliptic Fourier integral operator associated

to the backward null-geodesic �ow from @CX0 to @�X0 as shown by the author9

in [13], with the property that

..�0
@�X0

/�s�.�/=2Cn=4 ˚ .�0
@�X0

/�sC.�/=2Cn=4/SX0;past.�/

..�0
@CX0

/s�.�/=2�n=4 ˚ .�0
@CX0

/sC.�/=2�n=4/

is a Fourier integral operator of order 0, where the spectral parameter is � D

�2 C .n � 1/2=4, and

s˙.�/ D
n � 1

2
˙

p
.n � 1/2=4 � �;

with the square root being the standard one in C n .�1; 0�, which means that

s˙.�/ D
n � 1

2
� {�; (4.21)

Im � > 0 being the physical half plane. Composing with

.�0
@�X0

/s�.�/=2�n=4 ˚ .�0
@�X0

/s�.�/=2�n=4

from the left and

.�0
@CX0

/�s�.�/=2Cn=4 ˚ .�0
@CX0

/�s�.�/=2Cn=4

from the right, one still has an order 0 Fourier integral operator, i.e.

.Id ˚ .�0
@�X0

/s�.�/=2�sC.�/=2/SX0;past.�/.Id ˚ .�0
@CX0

/sC.�/=2�s�.�/=2/ (4.22)

8 Other second order positive elliptic operators, bounded below by a positive constant, would

do equally well; with the choice of�0
@XC

, the principal symbol of the 0th order operators in (4.20)

is a constant c� , resp. c�� , dependent on � only via powers of 2 and the �-function, see [6,

�eorem 1.1] and with c�c�� D 1.

9 Note that in [13] the two summands are interchanged: the xsC.�/w
C
X0

term is put �rst,

xs�.�/w�
X0

is put second, wC
X0
; w�

X0
2 C

1.X0/, which is the reverse of De�nition 4.9 in view

of (4.21). Further, the assumption in [13] in the stated version of �eorem 1.2 is that 2{� is not

an integer, but as is explained below the statement of this theorem, if the metric is even, as in our

case, {� not an integer su�ces.
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is 0th order. Noting that .sC.�/ � s�.�//=2 D �{� ,

"
Id 0

0 SX�.��/

#
SX0;past.�/

"
Id 0

0 SXC.�/

#

D

"
Id 0

0 SX�.��/.�0
@X�

/�{�

#

..Id ˚ .�0
@�X0

/{�/SX0;past.�/.Id ˚ .�0
@CX0

/�{�//
"

Id 0

0 .�0
@XC

/{�SXC.�/

#
;

it follows immediately that S zX;past.�/ is a Fourier integral operator associated to

the same �ow, with principal symbol the same as that of SX0;past.�/ in view of

Footnote 8. �is completes the proof of the corollary.

We can now put together the local relationship between the resolvents of the

problems on X0 and X˙ on the one hand, and on zX on the other, namely the in-

gredients (4.1), (4.2) and (4.6) of Proposition 4.1, together with the global under-

standing of the Poisson operators to show that not only does zP �1
�;past determine the

local inverses, but the converse also holds. We remark that this has been partially

explored in [1, Section 7], in which the diagonal elements of the matrix described

in �eorem 4.16 were obtained, following [12], in a somewhat weaker sense (in

terms of support properties of f to which zP �1
�;past is being applied).

�us, given f 2 C1. zX/, we �rst de�ne a distribution u zX (which in fact will be

C1 away from @X�) by de�ning its restrictions u zX;XC
, u zX;X0

, resp. u zX;X�
to XC,

X0 resp. X�, checking that u zX;XC
and u zX;X0

extend smoothly to @XC, hence u zX
can de�ned to be smooth across @XC, and then analyzing the precise singularity

of u zX;X0
and u zX;X�

at @X� and using this to actually de�ne a distribution near

@X� as well.

So �rst let

u zX;XC
D x

{��.n�1/=2
XC

RXC.�/x
�{�C.n�1/=2C2
XC

f jXC : (4.23)

�en u zX;XC
2 C1.XC/ (in the even sense!) by the mapping properties of the

resolvent on XC; let v�
zX;XC;0

D u zX;XC
j@XC

. Next, we de�ne u zX;X0
2 C1.X0/ by

u zX;X0
Dx

{��.n�1/=2
X0

PX0;past.�/.0; v�
zX;XC;0

/

C x
{��.n�1/=2
X0

RX0;past.�/x
�{�C.n�1/=2C2
X0

f jX0
:

(4.24)
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�en u zX;X0
is C1 up to @CX0, and it has an asymptotic expansion at @�X0 of the

form

u zX;X0
D vC

zX;X0

C v�
zX;X0

; with vC
zX;X0

D .x�
X0

/2{�aC
zX;X0

; v�
zX;X0

D a�
zX;X0

;

with a˙
zX;X0

being C1 up to @�X0. Here, u zX;XC
and u zX;X0

not only have the same

restriction at @XC (which is automatic by the de�nition of the Poisson operator),

but have matching Taylor series (in terms of the ‘even’ smooth structure, i.e. that

of zX) by Lemma 4.2. We next let

u zX;X�
D x

{��.n�1/=2
X�

PX�.��/a�
zX;X0

j@�X0

C x
{��.n�1/=2
X�

RX�.��/x
�{�C.n�1/=2C2
X�

f jX� :
(4.25)

�en u zX;X�
has an asymptotic expansion at @X� of the form

vC
zX;X�

C v�
zX;X�

; vC
zX;X�

D x2{�X�
aC

zX;X�
; v�

zX;X�
D a�

zX;X�
;

and a˙
zX;X�

are C1 up to @X� D @�X0. Further, again, a�
zX;X�

and a�
zX;X0

not

only have the same restriction at @X� (which is automatic by the de�nition of the

Poisson operator), but have matching Taylor series by Lemma 4.2. Now notice

that for � … {Z there is a unique distribution de�ned near @X�, of the form

aC
zX;past

.� C {0/{� C a�
zX;past

.� � {0/{� ; (4.26)

a˙
zX;past

beingC1 near @X�, whose restriction to X0, resp. X� is vC
zX;X0

, resp. vC
zX;X�

.

Indeed, the di�erence of any two such distributions would be a di�erentiated delta

distribution supported on @X�, which are never of this form if � … {Z, showing

uniqueness, while expanding aC
zX;X0

, aC
zX;X�

and the putative a˙
zX in Taylor series

around @X�, one is reduced to observing that one must have for the j th term in

the (�-based, i.e. even in terms of xX�) Taylor series

"
a�

zX;X0;j

a�
zX;X�;j

#
D

"
e��.��{j / e�.��{j /

1 1

# "
aC

zX;past;j

a�
zX;past;j

#
;

and in case � … {Z, the matrix on the right hand side is invertible. �us, there is

a unique distribution u zX on zX which is C1 away from @X�, which is of the form

a0zX;past
C aC

zX;past
.� C {0/{� C a�

zX;past
.� � {0/{� ; (4.27)

with a0zX;past
; a˙

zX;past
being C1 near @X�, and whose restrictions to XC, resp. X0,

resp. X� are u zX;XC
, resp. u zX;X0

, resp. u zX;X�
. �is distribution satis�es zP�u zX D
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f on each of XC, X0 and X�. Further, u zX being C1 near @XC, zP�u zX � f is C1

there, vanishing on X0 [ XC, thus vanishing near @XC as well, i.e. zP�u zX � f is

supported at @X�. But there u zX has the form (4.27), and thus zP�u zX necessarily

has a similar form with the exponents decreased by 1 (since zP� is second order,

but is characteristic on N �@X�). Correspondingly, as long as � … {Z, zP�u zX � f

cannot be a sum of di�erentiated delta distributions on @X�, so the vanishing of
zP�u zX � f away from @X� shows that zP�u zX D f . �us, given � … {Z which is

not a pole of RX˙
.˙�/, and given f 2 C1. zX/, we showed that f D zP�u zX .

Proposition 4.15. For � … {Z, if � is not a pole of RX˙
.˙�/, then � is not a pole

of zP �1
�;past.

Combining Propositions 4.1 and 4.15 yields

�eorem 4.16. (Strengthened version of [1, Proposition 7.3].) �e poles of zP �1
�;past

in C n {Z are exactly the union of the poles of RXC.�/ and RX�.��/.

Furthermore, with the blocks XC, X0 and X� listed left-to-right and top-to-

bottom, and .:/jk referring to the jk entry of this matrix to shorten the notation,

and with PX0;future.�/�1
j denoting the j th component of PX0;future.�/�1 (j D 1; 2,

so j D 1 corresponds to the superscript C, j D 2 to the superscript � in De�-

nition 4.9), the matrix of zP �1
�;past is, column by column (so XC is the �rst column,

etc.),

. zP �1
�;past/:1 D

2
6664

x
{��.n�1/=2
XC

RXC.�/x
�{�C.n�1/=2C2
XC

x
{��.n�1/=2
X0

PX0;past.�/.0;P�1
XC

.��/RXC.�/x
�{�C.n�1/=2C2
XC

/

x
{��.n�1/=2
X�

PX�.��/PX0;future.�/�1
2 x

�{�C.n�1/=2
X0

./21

3
7775 ;

. zP �1
�;past/:2 D

2
6664

0

x
{��.n�1/=2
X0

RX0
.�/x

�{�C.n�1/=2C2
X0

x
{��.n�1/=2
X�

PX�.��/PX0;future.�/�1
2 x

�{�C.n�1/=2
X0

./22

3
7775 ;

. zP �1
�;past/:3 D

2
664

0

0

x
{��.n�1/=2
X�

RX�.��/x
�{�C.n�1/=2C2
X�

3
775 :

Remark 4.17. We �nally remark that excluding {� 2 Z in (4.26) was excessive; it

su�ces to rule out that {� is a negative integer if we work in terms of the distribu-

tions �{�˙ instead, i.e. Im � < 1 su�ces there. Further, for Im � > �1, all operators



672 A. Vasy

in the two-by-two upper left block are well-de�ned (and holomorphic) even if {�

is an integer as long as � is not a pole of RXC.�/. Indeed, P�1
XC

.��/ reads o� the

leading asymptotic term of RXC.�/, while, for Im � > 0, PX0;past.�/ solves the

asymptotically de Sitter Klein–Gordon equation where the second, more decaying

(here we use Im � > 0) datum is speci�ed, which makes sense in a holomorphic

manner even in the case of integer {� , and if we merely assume Im � > �1, the

same conclusion holds though the speci�ed behavior, x.n�1/=2�{�a�
X0

j@CX0
, is now

possibly the less decaying one. (At Im � D �1, constructing v�
X0

near @CX0 in-

troduces logarithmic terms and changes the construction signi�cantly. �is is still

possible, as was done in [13], but this seriously a�ects holomorphic arguments.)

�us, when composed with restriction to XC [ X0 from the left and extension of

compactly supported functions on XC[X0 from the right, the only poles of zP �1
�;past

are those of RXC.�/ and possibly � with {� an integer with Im � � �1. We also

refer to [12, Remark 4.6], where the same conclusion is established via a di�erent

argument.
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