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1. Introduction

We consider random operators on the strip ZW D Z � ¹1; : : : ; W º de�ned by

.H /n D � n�1 �  nC1 C Sn n;

where

 2 l2.Z;CW / � l2.ZW /;

and

Sn D S C diag.V.n;1/; : : : ; V.n;W //;

with S a Hermitian matrix and Vi , i 2 ZW , i.i.d. random variables. We assume

that Vi have bounded density function v and we let

A0 WD sup
x
v.x/ < C1: (1.1)

Furthermore we assume that

P .jVi j � T / � A1=T; (1.2)

for T � 1.

�e problem of estimating the localization length for this model and for the

random band matrix model is well-known. In the latter case a polynomial bound

was established by Schenker [7]. Very recently, Bourgain [2] established a bound

by exp.CW.logW /4/ for the Anderson model, provided that the potentials Vi have

bounded density. We will obtain an explicit estimate for the localization length

by a method di�erent from [2]. Our approach is via explicit lower bounds for

the �uctuations of the Green’s function. �is idea has been previously used by

Schenker [7], but our implementation is di�erent.

We introduce some notation needed to state our results. Let ƒ � ZW . For

ƒ0 � ƒ we let ƒ0
0 D ƒ n ƒ0 and we use @ƒƒ0 to denote the boundary of ƒ0

relative to ƒ, which is the set of pairs .i; i 0/ such that i 2 ƒ0, i 0 2 ƒ0
0, and

ji � i 0j D 1, where jj j D max.jj1j; jj2j/. If ƒ D ZW we will just write @ƒ0. If

.i; i 0/ 2 @ƒƒ0 we may also write i 2 @ƒƒ0 and i 0 2 @ƒƒ0. By Pƒ we denote the

orthogonal projection onto the subspace of all vectors in C
ƒ vanishing o�ƒ. �e

restriction of H to ƒ with Dirichlet boundary conditions is the operator

Hƒ W Cƒ �! C
ƒ;

de�ned by

Hƒ WD PƒHPƒ:
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For E � Z we use EW do denote E � ¹1; : : : ; W º. We will use ƒL.a/ to denote

Œa � L; aC L�W . Finally, let

†E
ƒ WD

X

i;j 2@ƒ;i1<j1

jGE
ƒ .i; j /j2;

where

GE
ƒ D .Hƒ � E/�1:

Note that for ƒ D Œa; b�W the above sum is over i 2 ¹aºW and j 2 ¹bºW .

Our estimate on the �uctuations of the resolvent, which will be proved in Sec-

tion 3, is as follows.

�eorem 1.1. �ere exist constants C0; C1 D C1.A0; jEj; kSk/ such that for any

ƒ D Œa; b�W we have

Var.log†E
ƒ/ � .b � a � 1/.infI v/

W ;

where I D Œ˙ exp.CK/;˙ exp..C C C0/K/� , with C � C1.

�e above estimate would work with GE
ƒ .i; j /, i 2 ¹aºW , j 2 ¹bºW , instead

of †E
ƒ , but we need the result as is to be able to deduce exponential decay. In-

deed, employing standard multi-scale analysis, as in [9], we show in �eorem 4.4

that if Var.†E
ƒ/ � .b � a C 1/ı0, ı0 D ı0.W /, then the localization length is

roughly ı�C
0 . �us, in principle, estimating the �uctuations of †E

ƒ can lead to

polynomial bounds on the localization length. In this paper we only manage to

obtain exponential bounds on the localization length. Concretely, �eorem 1.1 and

�eorem 4.4 imply the following estimate on the o�-diagonal decay of Green’s

function.

�eorem 1.2. Fix B > 0 and ˇ � 1. �ere exists a constant

C0 D C0.A0; A1; B; ˇ; jEj; kSk/

such that if infI v � exp.�BW / for some I as in �eorem 1.1 then

P.log jGE
ƒL.a/.i; j /j � � exp.�C0W

2/L; i 2 ¹aºW ; j 2 @ƒL.a// � 1 � L�ˇ ;

for any L � exp.2C0W
2/ and a 2 Z.
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Remark. It is well known, and otherwise straightforward to deduce, that the above

estimate implies exponential decay of the extended eigenvectors ofH , and a lower

bound on the non-negative Lyapunov exponents. Namely, we have that if E
W is

the lowest non-negative Lyapunov exponent then E
W � exp.�CW 2/, and if  is

an extended eigenvector of H then

lim sup
ji j!1

.log j .i/j/=ji j � � exp.�CW 2/:

Let us discuss some of the ideas behind the proof of �eorem 1.1. �e strat-

egy is to take advantage of the fact that GE
ƒ .i; j / is the ratio of two polynomials

of di�erent degrees in .Vi /i2ƒ. We illustrate this idea in a simpler setting. If

P.x/;Q.x/ are two monic polynomials of one variable then log jP.x/=Q.x/j '
.degP �degQ/ log jxj, provided jxj is large enough. If degP ¤ degQ and large

values of jxj are taken with non-zero probability then the previous remark should

be enough to capture some of the �uctuations of log jP.x/=Q.x/j.
�e above idea is not su�cient to generate the crucial factor .b � a� 1/ in the

lower bound on variance. Let ¹ƒkº be a partition of ƒ and let

hk.V / D E.log jGE
ƒ .i; j /.V; �/j/; V 2 R

ƒk

(we keep the potentials on ƒk �xed and we average the rest). �en we have the

following Bessel type inequality (see Lemma 2.1 (ii)):

Var.log jGE
ƒ .i; j /j/ �

X

k

Var.hk/:

So, the problem is reduced to estimating the �uctuations of hk. We obtain the

factor .b � a � 1/ by just choosing a �ne enough partition. Ideally we would

choose ƒk D ¹kº, but this turns out to be incompatible with our �rst idea. Using

hyper-spherical coordinates we can write

GE
ƒ .i; j /.V; V

0/ D GE
ƒ .i; j /.r; �; V

0/; V 2 R
ƒk , V 0 2 R

ƒ0
k , r 2 R, � 2 S jƒkj�1.

Let d1; d2 be the degrees of the numerator and denominator of GE
ƒ .r; �; V

0/ as

polynomials in r . It is then not hard to see that the problem of �nding a lower

bound for Var.hk/ can be reduced to the problem of estimating the variance of a

function of the form

d1

Z

C

log jr � �j d�1.�/ � d2

Z

C

log jr � �j d�2.�/;
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where �1; �2 are probability measures. Note that if �i .j�j � R/ D 0, i D 1; 2,

then the above function is approximately .d1 � d2/ log r , for r � R, which leads

us back to our �rst idea. Clearly, we want d1 ¤ d2. �is is false for ƒk D ¹kº,
k 2 ƒ, but it turns out to be true for ƒk D ¹kºW ; k 2 .a; b/. �e conditions

�i .j�j � R/ D 0, i D 1; 2, turn out be roughly equivalent to the polynomials on

the top and bottom ofGE
ƒ .i; j /.V; V

0/ not vanishing forV outside the ball of radius

R in C
ƒk and all V 0 2 R

ƒ0
k . Unfortunately we can establish such a property

only for the denominator of GE
ƒ .i; j / (see Proposition 3.2). �is is because the

denominator is the determinant of a self-adjoint matrix, but the numerator is the

determinant of a non-self-adjoint matrix. We circumvent this problem at the cost

of a worse lower bound on variance. At a technical level this is a accounted for by

the di�erence between statements (iii) and (v) of Proposition 2.2.

Finally, the ideas discussed above are synthesized in the following theorem,

which will be proved in Section 2. If P is a polynomial of N variables and J �
¹1; : : : ; N º then degJ P denotes the cumulative degree of P with respect to the

variables indexed by J . We will use J 0 to denote ¹1; : : : ; N º n J . By .x; x0/,
x 2 R

J , x0 2 R
J 0

, we denote the vector in R
J [J 0

with the components indexed

by J given by x and the components indexed by J 0 given by x0.

�eorem 1.3. Let P and Q be two polynomials of N variables. Assume that the

following conditions hold:

(a) there exist Jk � ¹1; : : : ; N º, k D 1; : : : ; N 0, Jk \ Jk0 D ; for k ¤ k0,
jJkj D K such that

0 � degJk
P < degJk

Q D K;

(b) for each k and each T � 1 there exists B.k; T / � R
J 0

k with P .B.k; T // �
B0K

2T �1, such that for any x0 2 R
J 0

k n B.k; T / and any x 2 C
Jk with

mini jxi j � T we have Q.x; x0/ ¤ 0.

�en there exist C0, C1 D C1.D/ such that

Var.log.jP j=jQj// � N 0.infI v/
K ;

for any I D Œ˙ exp.CK/;˙ exp..C C C0/K/�, with C � C1.

Acknowledgments. �e authors are grateful to the anonymous referee for his

helpful comments.
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2. Lower bound for the variance

of the logarithm of a rational function of several variables

In this section we will prove �eorem 1.3. �e main idea for the proof is to reduce

the analysis of the variance to the case of a one dimensional logarithmic potential

for which we have the estimates from Proposition 2.2. But �rst we collect some

elementary facts concerning the variance. We leave the proofs as an exercise for

the reader.

Lemma 2.1. Let .�;F; �/ be a probability space.

(i) If X , Y are square summable random variables then

j Var1=2.X/ � Var1=2.Y /j � Var1=2.X ˙ Y / (2.1)

and

j Var.X/ � Var.Y /j � E..X � Y /2/1=2.E.X2/1=2 C E.Y 2/1=2/: (2.2)

(ii) IfX is a square summable random variable andFi , i D 1; : : : ; n are pairwise

independent �-subalgebras of F then

Var.X/ �
n

X

iD1

Var.E.X j Fi //: (2.3)

(iii) If X is a square summable random variable and �0 is a probability measure

such that � � c�0, with c 2 .0; 1/, then

Var.X/ � cVar�0
.X/: (2.4)

(iv) If�i , i D 1; : : : ; n are probability measures andXj , j D 1; : : : ; m are square

summable random variables then

X

i

Var�i

� X

j

ǰXj

�

�
� X

j

j ǰ j
�2

max
j

X

i

Var�i
.Xj /: (2.5)

(v) If .�0;F0; �0/ is a probability space and X is a square summable random

variable on � ��0 then

Var���0.X/ � ess inf
!02�0

Var�.X.�; !0//: (2.6)
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From now on we will reserved� for the joint probability distribution of .Vi /i2ƒ,

where ƒ will be clear from the context. We use dm� for the uniform distribution

on � � R
d (with d clear from the context) and Var�.�/, E� .�/ will be computed

with respect to dm�. �e statement of the next result exposes the main steps of its

proof. We note that the statements relevant for the proof of �eorem 1.3 are (iii)

and (v).

Proposition 2.2. Let � be a Borel probability measure on C and set

u�.x/ WD
Z

C

log jx � �jd�.�/:

We assume that � is such that u� is locally square summable.

(i) If �.¹j�j � Rº/ D 0 for some R > 0, then, for any M > 0,

EŒ0;M �.u
2
�/ � 4min.1;M/.log.min.1;M// � 1/2 CM log2.M C R/

M
:

(ii) For any M1 > M0 � 0,

VarŒM0;M1�.u�/ D VarŒM0M �1
1 ;1�.u�.M1//;

where �.M1/.�/ WD �.M1�/.

(iii) If �.¹j�j � Rº/ D 0 for some R > 0, then for, any M1 � 2M0 � 4R,

j VarŒM0;M1�.u�/ � 1j � 104..RM�1
1 /1=5 C .M0M

�1
1 /1=2/:

(iv) If �.¹j�j � Rº/ D 0 for some R > 0, then, for any 0 � 2M0 � M1 � R=2,

VarŒM0;M1�.u�/ � 8.M1R
�1/2:

(v) For any M0 � 0,
m

X

kD1

VarŒM0;Mk�.u�/ < mC 105;

with Mk D 2kA0, A0 > 0, A0 � M0. In particular, for any m � 1, there

exists M 2 Œ2A0; 2
mA0� such that VarŒM0;M �.u�/ < 1C 105m�1.
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Proof. Recall that, for A > 0,

Z A

0

log x dx D A.logA � 1/;

and
Z A

0

log2 x dx D AŒ.logA � 1/2 C 1�:

(i) We have

EŒ0;M �

�

u2
�

�

� 1

M

Z M

0

Z

j� j�R

.log jx � �j/2 d�.�/ dx

D 1

M

Z

j� j�R

� Z

x2Œ0;M �;jx�� j<1

.log jx � �j/2 dx

C
Z

x2Œ0;M �;jx�� j�1

.log jx � �j/2 dx
�

d�.�/

� 1

M

Z

j� j�R

�

2

Z min.1;M /

0

.logy/2 dy CM.log.M CR//2
�

d�.�/

� 4min.1;M/.log.min.1;M// � 1/2 CM log2.M CR/

M
:

(ii) By a change of variables we have

VarŒM0;M1�.u�/ D VarŒM0M �1
1

;1�.u�.M1�//:

Now the conclusion follows from the fact that

u�.M1x/ D u�.M1/.x/C logM1:

(iii) First note that

j log jx � �j � log jxjj � 2jxj�1j�j; jxj�1j�j � 1=2; (2.7)

and consequently

ju�.M1/.x/ � log xj � 2

q

RM�1
1 ; x 2 Œ

q

RM�1
1 ; 1�:
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By what we already established,

j VarŒM0;M1�.u�/ � VarŒM0;M1�.log/j

D j VarŒM0M �1
1 ;1�.u�.M1// � VarŒM0M �1

1 ;1�.log/j

� ku�.M1/ � logkL2

ŒM0M �1
1

;1�

.ku�.M1/kL2

ŒM0M �1
1

;1�

C klogkL2

ŒM0M �1
1

;1�

/

� 2ku�.M1/ � logkL2
Œ0;1�

.ku�.M1/kL2
Œ0;1�

C klogkL2
Œ0;1�

/
„ ƒ‚ …

<5

� 10

�

4RM�1
1 C

Z
q

RM �1
1

0

2.u2

�.M1/.x/C log2 x/ dx

�1=2

� 10.4RM�1
1 C 350

q

RM�1
1 log2

q

RM�1
1 /1=2

� 100.RM�1
1 /1=4 log.M1R

�1/

� 2000.RM�1
1 /1=5:

Now we just have to estimate

VarŒM0;M1�.log/ D VarŒm;1�.log/;

where we let m D M0M
�1
1 :

j VarŒm;1�.log/ � 1j

D
ˇ
ˇ
ˇ
ˇ
EŒm;1�

�

log2
�

� 1

1�mEŒ0;1�

�

log2
�

� .EŒm;1� .log//2 C 1

.1�m/2

�

EŒ0;1� .log/
�2 � m2

.1 �m/2
ˇ
ˇ
ˇ
ˇ

� 1

1 �m

ˇ
ˇ
ˇ
ˇ

Z m

0

.log x/2 dx

ˇ
ˇ
ˇ
ˇ

C 1

.1 �m/2

ˇ
ˇ
ˇ
ˇ

Z m

0

logx dx

ˇ
ˇ
ˇ
ˇ

ˇ
ˇ
ˇ
ˇ

Z 1

0

logx dx C
Z 1

m

log x dx

ˇ
ˇ
ˇ
ˇ

C m2

.1 �m/2

� 5m.1 � logm/2

.1 �m/2

� 500m log2m

� 104m1=2:
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(iv) Note that, based on (2.7),

ju�.M1/.x/ � u�.M1/.0/j � 2M1R
�1; x 2 ŒM0M

�1
1 ; 1�;

and hence

VarŒM0;M1�.u�/ D VarŒM0M �1
1 ;1�.u�.M1//

� ku�.M1/ � u�.M1/.0/k2

L2

ŒM0M �1
1

;1�

� 4.M1R
�1/2

1 �M0M
�1
1

� 8.M1R
�1/2:

(v) Let

Dl D ¹Ml � j�j < MlC1º; l D 1; : : : ; m� 1;

D0 D ¹j�j < M1º;
and

Dm D ¹j�j � Mmº:
We have

u� D
m

X

lD0

�.Dl/u�Dl
;

where

�D D �.D/�1�jD
(we set �D D 0 if �.D/ D 0). We will verify the estimate in (v) for each measure

�Dl
. �e estimate for � will follow by (2.5). So, �x arbitrary l 2 ¹0; : : : ; mº. One

has due to part (iv) that

l�1
X

kD1

VarŒM0;Mk�.u�Dl
/ �

l�1
X

kD1

8.MkM
�1
l /2 D 8

l�1
X

kD1

4k�l � 8:

On the other hand due to part (iii) one has

m
X

kDlC3

VarŒM0;Mk�.u�Dl
/ �

m
X

kDlC3

Œ1C 104..M0M
�1
k /1=2 C .MlC1M

�1
k /1=5/�

� mC 104
� 1

X

kD1

2�k=2 C
1

X

kD1

2�k=5
�

� mC 5 � 104:
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Now we just have to evaluate the variance for l � k � l C 2. For l < m we use (i)

to get

lC2
X

kDl

VarŒM0;Mk�.u�Dl
/ D

lC2
X

kDl

VarŒM0M �1
k

;1�.u
.Mk/
�Dl

/

�
lC2
X

kDl

1

1�M0M
�1
k

ku.Mk/
�Dl

k2

L2
Œ0;1�

� 2

lC2
X

kDl

.4C log2.1CMlC1M
�1
k //

� 40:

When l D m we just need to evaluate VarŒM0;Mm�.u�Dm
/. Let

D1
m D ¹Mm � j�j < 2Mmº

and

D2
m D ¹j�j � 2Mmº:

Using (2.5) (i) (for u�
D1

m

, as above) and (iv) (for u�
D2

m

), we get

VarŒM0;Mm�.u�Dm
/ � max.VarŒM0;Mm�.u�

D1
m

/;VarŒM0;Mm�.u�
D2

m

//

� max.4C log2.1C 2Mm=Mm/; 8.Mm=.2Mm//
2/

� 10:

�is concludes the proof.

Before we proceed with the proof of �eorem 1.3 we need the two following

auxiliary results.

Lemma 2.3. If P.x/ D
P

j˛j�D a˛x
˛ is a polynomial of N variables such that

maxj˛j�D ja˛j D 1, and � � ¹x 2 RN W kxk � R0º, R0 � e, is such that

mes.�/ > 1, then

E�

�

log2 jP j
�

. D2N 2 log2.N C 1/ log4R0:
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Proof. �e polynomial P has at most .N C1/D monomials, so forR � e we have

sup
kzk�R

log jP.z/j � log.RD.N C 1/D/ . D log.N C 1/ logR:

Lemma A.2 implies that

mes¹x 2 R
N W kxk � R; log jP.x/j � CHD log.N C 1/ log.20R/º

� CNRN exp.�H/;

for H � 1. �e conclusion follows from Lemma A.3.

Lemma 2.4. Let � be the spherical measure on the .n� 1/-sphere Sn�1.

�.¹� 2 Sn�1 W min
i

j�i j � "º/ � n2n.1�
p
n"/n:

Proof. Let ‚ be the set whose measure we want to estimate and let

� D ¹x 2 R
n W 1 � min

i
jxi j;max

i
jxi j � 1=.

p
n"/º:

�en we have

� � ¹r� W � 2 ‚; r 2 Œ1; 1=.
p
n"/�º;

and the conclusion follows from

2n
� 1p

n"
� 1

�n

D mes.�/

�
Z

‚

Z 1=.
p

n"/

1

rn�1drd�.�/

� 1

n

� 1p
n"

�n

�.‚/:

Proof of �eorem 1.3. Set

h.x/ WD log.jP.x/j=jQ.x/j/:

Due to (2.3) one has

Var.h/ �
X

k

Var.E .hjJk// D
X

k

Var.hk/; (2.8)

where Jk is the �-algebra corresponding to �xing the components with indices

in Jk, and hk.x/ D E .h.x; �//, x 2 R
Jk .
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To provide a lower bound for Var.hk/ we will pass to a uniform distribution

and we will use hyper-spherical coordinates to pass to a one-dimensional problem.

Let

I D ŒM0=.2
p
K/;M�;

with M D 2106
KM0, M0 D 2

p
KT , T D B0 exp.CK/, and C � 106. We de�ne

‚ D
°

� 2 SK�1 W min
i
�i � 1

2
p
K

±

and

� D ¹x 2 R
K W x D r�; r 2 ŒM0;M�; � 2 ‚º:

�e peculiar choice of ‚ is so that we will be able to use the assumptions on

Q. Note that for x 2 � we have xi 2 I . Furthermore, by Lemma 2.4 we have

�.‚/ � K2�K and consequently mes.�/ � 2�K.MK �MK
0 /. By (2.4),

Var.hk/ � .infI v/
K mes.�/Var�.hk/

� .infI v/
K2�K.MK �MK

0 /Var�.hk/:

Changing variables to hyper-spherical coordinates,

Var�.hk/ D Var�.hk/;

where

d� WD KrK�1dr

MK �MK
0

� d�

�.‚/

is the probability measure on R D ŒM0;M� � ‚. Using (2.4) we can pass to the

uniform distribution on R:

Var�.hk/ � K.M �M0/M
K�1
0

MK �MK
0

VarR.hk/:

Finally, due to (2.6) we have

VarR.hk/ � ess inf
�2‚

VarŒM0;M �.hk.�; �//;

where hk.r; �/ D hk.r�/. In conclusion we have

Var.hk/ � K.M �M0/M
K�1
0 2�K.infI v/

K ess inf
�2‚

VarŒM0;M �.hk.�; �//: (2.9)
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To be able to use the assumption onQwe want to work with a truncated version

of hk obtained by averaging only on

Gk WD R
J 0

k n B.k; T /;

Passing from the variance of hk to the variance of the truncated function will

depend on having an explicit bound on the second moment of hk . �e bound will

follow using Lemma 2.3 after an appropriate normalization. We know P and Q

are polynomials in r and we can write

P.r; �; x0/ D
X

i

ai .�; x
0/r i ;

and

Q.x/ D
X

i

bi .�; x
0/r i :

Let A.�; x0/ D maxi jai .�; x
0/j, B.�; x0/ D maxi jbi .�; x

0/j, and de�ne

yP .r; �; x0/ D P.r; �; x0/=A.�; x0/;

yQ.r; �; x0/ D Q.r; �; x0/=B.�; x0/;

and

Oh D log j yP= yQj:

�ese functions are well-de�ned for ���-almost all .�; x0/. From now on we �x �

such that the functions are well-de�ned for �-almost all x0. Of course, this means

� must be outside a set of measure 0, but this doesn’t a�ect the essential in�mum

in (2.9). Since E .j log jA.�; �/jj/ ;E .j log jB.�; �/jj/ < 1 we have

VarŒM0;M �.hk.�; �// D VarŒM0;M �. Ohk.�; �//;

where
Ohk.r; �/ D hk.r; �/ � E .log jA.�; �/j/C E .log jB.�; �/j/ :

Using Lemma 2.3 we obtain

EŒM0;M �

�

Oh2
k.�; �/

�

D
Z

ŒM0;M �

� Z

R
J 0

k

Oh.r; �; x0/ d�.x0/

�2

dmŒM0;M �.r/

�
Z

R
J 0

k

� Z

ŒM0;M �

Oh2.r; �; x0/ dmŒM0;M �.r/

�

d�.x0/

. K2 log4M:
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We now introduce the truncated version of Ohk:

Qhk.r; �/ D
Z

Gk

Oh.r; �; x0/
d�.x0/

P .Gk/
:

By the same argument as for Ohk.�; �/ we have

EŒM0;M �. Qh2
k.�; �// . K2 log4M

and

EŒM0;M �

�

. Ohk.�; �/ � P .Gk/ Qhk.�; �//2
�

. P .B.k; T //K2 log4M:

We now get

j VarŒM0;M �. Ohk.�; �//� VarŒM0;M �.P .Gk/ Qhk.�; �//j

� EŒM0;M �.. Ohk.�; �/� P .Gk/ Qhk.�; �//2/1=2

� .EŒM0;M �. Oh2
k.�; �//1=2 C EŒM0;M �. Qh2

k.�; �//1=2/

. P .B.k; T //1=2K2 log4M:

We claim that VarŒM0;M �. Qhk.�; �// � 2�106K . Since we chose

T D B0 exp.CK/; C � 106

it follows that

VarŒM0;M �.hk.�; �// � P .Gk/
2 VarŒM0;M �. Qhk.�; �//� CP .B.k; T //1=2K2 log4M

� VarŒM0;M �. Qhk.�; �//=2

� 2�106K=2:

From this, (2.9), and (2.8) it follows that

Var.h/ � N 0K.M �M0/M
K�1
0 2�.KC1/2�106K.infI v/

K :

Note that by our choice of M0;M; T we have

K.M �M0/M
K�1
0 2�.KC1/2�106K D exp.CK2/ � 1;

so the desired lower bound on variance follows. �e case

I D Œ�M1;�M0=.2
p
K/�

follows analogously. Note that in fact we obtained a better estimate than the one

stated in the theorem. However, it can be seen that .infI v/
K � exp.�C 0K2/ with

C 0 � C , so the estimate won’t be substantially better than the stated one.
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Now we just have to show that VarŒM0;M �. Qhk.�; �// � 2�106K . Using (2.4) we

get

VarŒM0;M �. Qhk.�; �// � M� �M0

M �M0

VarŒM0;M� �. Qhk.�; �//; (2.10)

with M� 2 .M0;M/ to be chosen later.

We provide a lower bound for VarŒM0;M� �. Qhk.�; �// by applying Proposition 2.2.

We �rst need to set-up Qhk as the di�erence of two logarithmic potentials. Without

loss of generality we may assume that yP and yQ are monic polynomials in r (we

can force them to be so, without changing the variance). Let Dk be the degree in

r of yP .r; �0; x0/. If Dk D 0 then the term corresponding to yP won’t contribute to

the variance. So, we only deal with the case Dk � 1. It is well-known that there

exist measurable functions �j such that

yP.r; �; x0/ D
DkY

j D1

.r � �j .x0//:

Let �j be the push-forward of the measure .�jGk
/=P .Gk/ under the map

x0 7�! �j .x
0/:

Let

uk.r/ D
Z

C

log jr � �j d�P .�/;

where �P is the probability measure de�ned by

�P D D�1
k

X

j

�j :

Analogously, we de�ne

vk.r/ D
Z

C

log jr � �j d�Q.�/

to be the logarithmic potential corresponding to yQ.r; �0; x0/. Note that both uk

and vk are square summable, and furthermore by the choice of Gk and ‚ we have

�Q.j�j � 2
p
KT / D 0 (this is equivalent to saying that yQ.r; �; x0/ ¤ 0, for

jr j � 2
p
KT , � 2 ‚, x0 2 Gk, which is true by assumption (ii) of the theorem).

We have
Qhk.r; �/ D Dkuk.r/ �Kvk.r/:

By part (iii) of Proposition 2.2 we get

VarŒM0;M� �.vk/ � 1� .4K/�1;

for any M� � 451020K5M0.
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Using part (v) of Proposition 2.2 we choose

M� 2 Œ2 � 451020K5M0; 2
4�105K451020K5M0� � .M0;M1/;

such that

VarŒM0;M� �.uk/ � 1C .4K/�1:

Using (2.1),

VarŒM0;M� �. Qhk.�; �// � .Var
1=2

ŒM0;M� �
.Dkuk/ � Var

1=2

ŒM0;M� �
.Kvk//

2

� .K.1� .4K/�1/1=2 � .K � 1/.1C .4K/�1/1=2/2

� 1=4:

Plugging the above estimate in (2.10) yields that

VarŒM0;M �. Qhk.�; �// � M0.2 � 451020K5 � 1/
4M0.2106K � 1/

� 2�106K :

�is concludes the proof.

3. Analysis of the determinant and of the minors

as polynomials in terms of the potentials

Let f E
ƒ D det.Hƒ � E/ and let gE

ƒ .i; j / be the .i; j / minor of Hƒ � E. In this

section we are interested in f E
ƒ and gE

ƒ .i; j / as polynomials in .Vi /i2ƒ. We will

prove �eorem 1.1, as a consequence of �eorem 1.3, and we will provide bounds

on the moments of †E
ƒ , which will be needed in Section 4. �e properties of

f E
ƒ and gE

ƒ.i; j / that are needed for these results are established in the next two

propositions.

In the following it is useful to keep in mind that if we order the points of ZW

lexicographically, i.e. i < j if i1 < j1, or i1 D j1 and i2 < j2, then the matrix of

Hƒ, ƒ D Œa; b�W , is

2

6
6
6
6
6
6
6
6
6
4

Sa �I 0 0 : : : : : : : : : :

�I SaC1 �I 0 : : : : : : : : : :

: : :
: : :

: : :
: : : : : : : : : : : : :

: : : : : : : : : :
: : :

: : :
: : : : : :

: : : : : : : : : : 0 �I Sb�1 �I
: : : : : : : : : : 0 0 �I Sb

3

7
7
7
7
7
7
7
7
7
5

:
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For the application of �eorem 1.3 we will only need the �rst part of the fol-

lowing result. �e second part will be needed for establishing the Cartan type

estimate for log†E
ƒ in Lemma 3.3.

Proposition 3.1. Let i; j 2 ƒ D Œa; b�W be such that i1 < j1 and let n 2 .i1; j1/.

(i) �e degree of gE
ƒ.i; j / as a polynomial of .Vk/k2¹nºW

is at most W � 1.
(ii) If i2 D j2 then the polynomial ŒgE

ƒ .i; j /�.V / has a monomial whose coef-

�cient is ˙1. Furthermore, the degree of ŒgE
ƒ .i; j /�.V / as a polynomial of

.Vk/k2¹nºW
is W � 1.

Proof. It is enough to prove the result for E D 0.

(i) gE
ƒ .i; j / is the determinant of a matrix of the form

2

4

� � 0

� Sn �
0 � �

3

5 ;

where the top-right corner entry is a .p � 1/ � .q � 1/ matrix and the lower-left

corner entry is a q � p matrix, with p D .n � a/W and q D .b � n/W . �e

coe�cient of the monomial
Q

k2¹nºW
Vk is (up to sign) the determinant of the

matrix obtained by removing the rows and and the columns corresponding to Sn.

�is matrix is of the form
2

4

� � 0

0 0 �
0 0 �

3

5 ;

where the entries on the diagonal are blocks of size .p � 1/ � .p � 1/, 1 � 1, and

.q � 1/ � .q � 1/ respectively. Hence the determinant is zero and the conclusion

follows.

(ii) For �xed i; j 2 ƒ let H
ij
ƒ be the operator corresponding the matrix ob-

tained from Hƒ by making all entries on the i-th row and on the j -th column

zero, except for the .i; j /-th entry which is set to 1. Up to sign, gE
ƒ.i; j / is the de-

terminant ofH
ij
ƒ . We will use h to denote the entries of the matrix representation

of H
ij
ƒ . By the Leibniz formula for determinants

gE
ƒ.i; j / D

X

�

sgn.�/
Y

l2ƒ

hl;�.l/;

where � runs over all permutations of ƒ. We are interested in the non-zero terms

from the above sum that are divisible by V ˛ where ˛ 2 ¹0; 1ºƒ and

˛l D
´

1 if l1 … Œi1; j1�, or l1 2 Œi1; j1� and l2 ¤ j2

0 otherwise
:
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For each l there are at most W C 2 values for �.l/ such that hl;�.l/ is not zero.

�e permutations � corresponding to non-zero terms divisible by V ˛ must satisfy

�.l/ D l when ˛l D 1. It follows that, for such permutations, �.Œi1; j1�� ¹j2º/ D
Œi1; j1��¹j2º. Note that by our de�nition ofH

ij
ƒ we must have �.i1; j2/ D .j1; j2/.

Hence we must have �..i; j2// D .i � 1; j2/, for any i 2 .i1; j1�. So hl;�.l/ D ˙1,
whenever ˛l D 0.

�is shows that the monomial V ˛ has coe�cient ˙1. From this it also follows

that the degree of ŒgE
ƒ .i; j /�.V / as a polynomial of .Vk/k2¹nºW

is at least W � 1.

Now the conclusion follows from part (i).

Remark. �e second part of the previous proposition doesn’t necessarily hold

when i2 ¤ j2. In particular, it can be seen that gE
ƒ .i; j / is identically zero for any

i; j 2 ƒ, with i2 ¤ j2, provided that S D 0.

For the next result we will need some bounds on the probability distribution

of the resolvent. From [1, �eorem II.1] we have

P.jGE
ƒ .i; j /j � T / . A0=T; (3.1)

for any i; j 2 ƒ. For future use we also note that in our setting the Wegner estimate

P.kGE
ƒ k � T / . A0jƒj=T; (3.2)

follows, for example, from [3, (2.4)].

Proposition 3.2. Let ƒ0 D ¹nºW � ƒ D Œa; b�W . For any

T � max.jEj; kSk/

there exists a set B D B.n; T / � R
ƒ0

0 , with P .B/ . WA0=T , such that

f E
ƒ .V; V 0/ ¤ 0

for any V 2 C
ƒ0 , mini2ƒ0

jVi j � 10W T , V 0 2 R
ƒ0

0 n B.

Proof. Using (B.1) and Lemma B.1 we have

f E
ƒ D det.Hƒ=Hƒ0

0
� E/ det.Hƒ0

0
� E/;

where

Hƒ=Hƒ0
0

D Hƒ0
��0G

E
ƒ0

0
��

0 D diag.V.n;1/; : : : ; V.n;W //CS��0G
E
ƒ0

0
��

0 : (3.3)
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If jGE
ƒ0

0

.k; l/j � T for any k; l 2 @ƒƒ0 then j.�0G
E
ƒ0

0

��
0 /.i; j /j � 4T for any

i; j 2 ƒ0, and consequently k�0G
E
ƒ0

0

��
0 k � 4W T . Furthermore, if we also have

that mini2ƒ0
jVi j � 10W T and T � max.jEj; kSk/, thenHƒ=Hƒ0

0
�E is invert-

ible since

kdiag.V.n;1/; : : : ; V.n;W //
�1k � k�E C S � �0G

E
ƒ0

0
��

0 k � 6W T

10W T
< 1:

�e conclusion follows by setting

B D ¹V 0 2 R
ƒ0

0 W jGE
ƒ0

0
.k; l/j > T; k; l 2 @ƒƒ0º

[ ¹V 0 2 R
ƒ0

0 W det.Hƒ0
0

�E/ D 0º:

�e bound on P .B/ follows from (3.1).

We can now prove �eorem 1.1

Proof of �eorem 1.1. �e result follows by applying �eorem 1.3 with

P.V / D
X

jŒgE
� .i; j /�.V /j2; Q.V / D jf E

ƒ .V /j2; Jk D ¹kºW ; k 2 .a; b/:

Note that P and Q are polynomials of real variables, but with possibly complex

coe�cients. �e assumptions on P andQ are satis�ed due to Proposition 3.1 and

Proposition 3.2.

To establish the bounds on the moments we need the following Cartan’s esti-

mate for Green’s function.

Lemma 3.3. �ere exist absolute constants C0 and C1 such that for any R � e

and H � 1 we have

mes¹V 2 R
ƒ W kV k � R; log†E

ƒ � �C0HMRº � C
jƒj
1 Rjƒj exp.�H/;

where MR D jƒj max.1; log jEj; logkSk/ logR.

Proof. We have

kH ij
ƒ .V / �Ek � 1C kHƒ.V / �Ek � 1C jEj CRC kSk;

for any V 2 C
ƒ, kV k � R, and any i; j 2 ƒ (recall that H

ij
ƒ was de�ned in the

proof of Proposition 3.1). Consequently, there exists an absolute constant B such

that

sup
kV k�R

log jf E
ƒ .V /j � jƒj log.jEj CRC kSk/

� Bjƒj max.1; log jEj; logkSk/ logR



On �uctuations and localization length for the Anderson model on a strip 213

and

sup
kV k�R

log jŒgE
ƒ .i; j /�.V /j � jƒj log.1C jEj CRC kSk/

� Bjƒj max.1; log jEj; logkSk/ logR;

for R � e. Let

M D Bjƒj max.1; log jEj; logkSk/ logR

and C0 as in Lemma A.2. If

log†E
ƒ � �3C0HM

then

log jŒgE
ƒ .i

0; j 0/�j � 1

2
.log†E

ƒ C log jf E
ƒ j/

� �3
2
C0HM C 1

2
log jf E

ƒ j

� �C0HM;

where we chose i 0 2 ¹aºW and j 0 2 ¹bºW (assuming ƒ D Œa; b�W ) such that

i 02 D j 0
2. �e conclusion follows by applying Lemma A.2 to log jŒgE

ƒ .i
0; j 0/�j.

�is is possible due to Proposition 3.1 (ii). Note that the constant C0 from the

result is not the same as in Lemma A.2.

Proposition 3.4. Given s � 1 there exists a constant

C0 D C0.A0; A1; jEj; s; kSk/

such that

E.logs †E
ƒ/ � C0.jƒj log jƒj/2s ; jƒj > 1:

Proof. From Lemma 3.3 and Lemma A.3 it follows that for any R � e we have

Z

kV k�R

logs †E
ƒ d� � .C jƒj2 log2R/s;

with C D C.A0; jEj; kSk/.
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Note that due to (1.2) we have

P.kV k � R/ �
X

i2ƒ

P.jVi j � R=jƒj1=2
/ � A1jƒj3=2=R:

Let Rk D Rk
0 jƒj3=2, with R0 � e. Using the two previous estimates we have

E.logs †E
ƒ/

D
Z

kV k�R1

logs †E
ƒ d� C

1
X

kD1

Z

Rk<kV k�RkC1

logs †E
ƒ d�

� .C jƒj2 log2R1/
s C

1
X

kD1

� Z

kxk�RkC1

log2s †E
ƒ d�

�1=2

.P.kV k � Rk//
1=2

� .C jƒj log jƒj/2s C .C jƒj log jƒj/2s

1
X

kD1

.log2RkC1
0 /s.A1=R

k
0 /

1=2

� C.s/.jƒj log jƒj/2s :

4. Large Fluctuations Imply Exponential Decay

In this section we show how to pass from �uctuations of the resolvent to exponen-

tial decay. �e main result is �eorem 4.4. �e basic idea, developed in Proposi-

tion 4.1, is that having some �uctuations of Green’s function implies some expo-

nential decay with non-zero probability. �e desired result will follow by standard

multi-scale analysis. �e initial estimate is provided in Proposition 4.2 and the in-

ductive step is implemented in Proposition 4.3 (cf. [9, Lemma 4.1]). �roughout

this section we assume

Var
�

log†E
ƒ

�

� Lı0;

with ı0 � 1=W , for any ƒ D Œa; b�W , b � a C 1 D L.

Proposition 4.1. Given " 2 .0; 1/ there exists C0 D C0.A0; A1; "; jEj; kSk/ such

that

P
�

log†E
ƒ � �

p

Lı0=2
�

�
� Lı0

C0jƒj4 log4 jƒj

�1C"

;

for any ƒ D Œa; b�W , b � aC 1 D L � C0ı
�1
0 log2 ı0.
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Proof. We partition R
ƒ by the sets

��1 D ¹V W log†E
ƒ � �

p

Lı0=2º;
�0 D ¹V W j log†E

ƒ j <
p

Lı0=2º;
�1 D ¹V W log†E

ƒ �
p

Lı0=2º:

By our assumption on the variance we have that E.log2†E
ƒ/ � Lı0. At the same

time we have both Z

�0

log2†E
ƒ d� � Lı0=4;

and

Z

��1

log2†E
ƒ d� �

� Z

Rƒ

log2.1C"/="†E
ƒ d�

�"=.1C"/

.P.V 2 ��1//
1=.1C"/

� C jƒj4 log4 jƒj.P.V 2 ��1//
1=.1C"/;

as well as

Z

�1

log2†E
ƒ d� �

� Z

Rƒ

log4†E
ƒ d�

�1=2

.P.V 2 �1//
1=2

� C jƒj4 log4 jƒj.P.V 2 �1//
1=2;

with C D C.A0; A1; "; jEj; kSk/, due to Proposition 3.4. We conclude that

P.log†E
ƒ � �

p

Lı0=2/

�
�3Lı0=4� C jƒj4 log4 jƒj.P.log†E

ƒ �
p
Lı0=2//

1=2

C jƒj4 log4 jƒj

�1C"

:

Now we just need to estimate the probability on the right-hand side. If log†E
ƒ �p

Lı0=2 then jGE
ƒ .i; j /j � exp.

p
Lı0=2/=W

2 for some .i; j / 2 @ƒ, i1 < j1.

Using the estimate (3.1) we have

P.log†E
ƒ �

p

Lı0=2/ . A0W
4 exp.�

p

Lı0=2/:

�e conclusion follows because

3Lı0=4� C jƒj4 log4 jƒj.A0W
4 exp.�

p

Lı0=2//
1=2 � Lı0=4;

for L � C 0ı�1
0 log2 ı0 (recall that we are assuming ı0 � W �1).
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Proposition 4.2. Fix ˇ � 1. �ere exists C0 D C0.A0; A1; ˇ; jEj; kSk/ such that

P

�

log jGE
ƒL.a/.i; j /j � �ı

1=2
0 L1=10

4
; i 2 ¹aºW ; j 2 @ƒL.a/

�

� 1 � L�ˇ ;

for any L � C0ı
�6
0 W 20.

Proof. We only prove that

P

�

log jGE
ƒL.a/.i; j /j � �ı

1=2
0 L1=10

4
; i 2 ¹a � LºW ; j 2 ¹aºW

�

� 1� L�ˇ

2
:

�e same estimate with i 2 ¹aºW and j 2 ¹a C LºW will hold by an analogous

proof.

Let l D ŒL1=5�. We have l5 � L < 2l5 (provided L is larger than some

absolute constant). Let G1 be the event that log†E
ƒ0

� �
p
lı0=2 holds for at least

one block

ƒ0 D Œnl C 1; .nC 1/l�W � ƒ D Œa � L; a�W :

Clearly ƒ contains more than l4=2 such blocks. By the independence of the po-

tentials and by Proposition 4.1 we have that for " small enough

P.Rƒ n G1/

� .1� c.ı0l/
1C"=.lW /4.1C2"//l

4=2

� exp.�c.ı0l/
1C"=.lW /4.1C2"/l4/

� exp.�cı1C"
0 W �4.1C2"/L.1�7"/=5/

� L�ˇ=4;

provided that L � Cı�6
0 W 20. Let G2 be the event that kGE

ƒL.a/
k � T and

kGE
ƒ1

k � T for any

ƒ1 D Œa � L; .nC 1/l�W � ƒ;

with T � 1 to be chosen later. From (3.2) it follows that

P.Rƒ n G2/ . A0L
2W T �1:
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For the event G1 \ G2 it follows, by using the second resolvent identity (B.3),

that

jGE
ƒL.a/.i; j /j D

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

.k;k0/2@ƒL.a/ƒ1

GE
ƒ1
.i; k/GE

ƒL.a/.k
0; j /

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� T W jGE
ƒ1
.i; Qk/j

D T W

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

.l;l 0/2@ƒ1
ƒ0

GE
ƒ0
. Qk; l/GE

ƒ1
.l 0; i /

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� T W exp.�
p

lı0=4/jGE
ƒ1
. Ql ; i/j

� T 2W exp.�
p

lı0=4/ � exp.�ı1=2
0 L1=10=8/;

provided

T D exp
�ı

1=2
0 L1=10

16

�

and L � Cı�5
0 log10W:

�e conclusion follows by noticing that with this choice of T we have

A0L
2W T �1 � L�ˇ=4;

for L � Cı�5
0 log10W .

Proposition 4.3. Fix ˇ � 1 and " 2 .0; 1/. �ere exists a constant

C0 D C0.ˇ; "; A0/

such that if, for some l � C0,

P.log jGE
ƒl.a/.i; j /j � �ml l; i 2 ¹aºW ; j 2 @ƒl .a// � 1� l�ˇ ;

with ml � l"�1 logW , for any ƒl .a/ � ZW , then, for L D l˛ , ˛ 2 Œ2; 4�, and any

ƒL.a/ � ZW ,

P.log jGE
ƒL.a/.i; j /j � �mLL; i 2 ¹aºW ; j 2 @ƒL.a// � 1� L�ˇ ;

with

ml � mL � .1 � 6l�1=4/ml � log.2W /=l � L"�1 logW:
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Proof. Let

I D Œa � LC l; aC L � l�:
We say that b 2 I is good if

log jGE
ƒl.b/.i; j /j � �ml l; i 2 ¹bºW ; j 2 @ƒl .b/:

We partition I into 2l C 1 subsets

Is D ¹b 2 I W b D s .mod 2l C 1/º:
For each s the set Is has at least

n D 2L � 4l C 1

2l C 1
� 1

elements and the blocks ƒl .b/, b 2 Is are disjoint. By Hoe�ding’s inequality

(see [5, �eorem 1]) applied to the binomial distribution with parameters n and

p D 1 � l�ˇ we have that there exist at least .1 � ı/pn good b’s in Is , with

probability greater than 1 � exp.�2.pn � .1 � ı/pn/2=n/. Let B be the number

of bad u 2 I . By choosing ı D l�1=4 it follows that

B � 2L � 2l C 1� .2l C 1/.1� ı/pn

D .2L � 2l C 1/Œ1� .1 � ı/p�C .4l C 1/.1� ı/p

� 4Ll�1=4;

with probability greater than

1 � .2l C 1/ exp.�2np2ı2/ � 1� .2l C 1/ exp.�cLı2=l/

� 1� .2l C 1/ exp.�cl1=2/

� 1� L�ˇ=2;

provided that l � C D C.ˇ/.

Letƒt be the blocks corresponding to the connected components of the set of

bad elements in I . Clearly t � B and if lt is the length of ƒt then
P

lt D B .

Using (3.2) we know that with probability greater than 1�CA0WL
3T �1 we have

kGE
ƒ k � T , where ƒ is any of the blocks ƒt or ƒL.a/. We will choose T later.

Let i 2 ¹aºW and j 2 @ƒL.a/. We will use the resolvent identity (B.3). If a is

good then

jGE
ƒL.a/.i; j /j D

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

.k;k0/2@ƒL.a/ƒl .a/

GE
ƒl.a/.i; k/G

E
ƒL.a/.k

0; j /

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� 2W exp.�ml l/jGE
ƒL.a/.

Qk; j /j;



On �uctuations and localization length for the Anderson model on a strip 219

for some Qk 2 @ƒL.a/ƒl .a/. If a is bad then ¹aºW � ƒt and by our choice of ƒt

we know that Qk1 is good for any Qk 2 @ƒL.a/ƒt (provided k1 2 I ). So if a is bad

we have

jGE
ƒL.a/.i; j /j D

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

.k;k0/2@ƒL.a/ƒt

GE
ƒt
.i; k/GE

ƒL.a/.k
0; j /

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� 2W T jGE
ƒL.a/.

Qk; j /j

D 2W T

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

.l;l 0/2@ƒL.a/ƒl. Qk1/

GE

ƒl . Qk1/
. Qk; l/GE

ƒL.a/.l
0; j /

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� 4W 2T exp.�ml l/jGE
ƒL.a/.

Ql ; j /j

D jGE
ƒL.a/.

Ql ; j /j;

where we chose

T D exp.ml l/

4W 2
:

We can iterate these estimates as long as Qk1; Q|1 2 I . We conclude that

jGE
ƒL.a/.i; j /j � T .2W exp.�ml l//

n1 � .2W exp.�ml l//
n1�2;

with

n1 � L � l C 1� B

l C 1
� 1:

So we have

mL D n1 � 2
L

.ml l � log.2W // � 1 � 5l�1=4

l C 1
.ml l � log.2W //

� .1 � 6l�1=4/ml � log.2W /

l
;

for l � C . �e conclusion follows by noting that

1 � CA0WL
3T �1 D 1 � CA0W

3L3 exp.�ml l/

� 1 � CA0W
3L3 exp.�l" logW /

� 1 � L�ˇ=2;

provided l � C D C.ˇ; "; A0/.
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�eorem 4.4. Fix ˇ � 1. If we have Var.†E
ƒ/ � Lı0, with ı0 � W �1, for any

ƒ D Œa; b�W , with b � a C 1 D L, then there exists

C0 D C0.A0; A1; ˇ; jEj; kSk/

such that

P.log jGE
ƒL.a/.i; j /j � �C�1

0 ı6
0W

�20L; i 2 ¹aºW ; j 2 @ƒL.a// � 1� L�ˇ ;

for any L � C0ı
�12
0 W 40 and a 2 Z.

Proof. Let

L0 D Bı�6
0 W 20:

If B is large enough, as in Proposition 4.2, then

P.log jGE
ƒL0

.a/.i; j /j � �mL0
L0; i 2 ¹aºW ; j 2 @ƒL0

.a// � 1 � L�ˇ
0 ;

with

mL0
D ı

1=2
0 L

1=10
0

4L0

D B�9=10 ı
59=10
0 W 18

4
:

Note that

mL0
� L

1=100�1
0 logW;

provided B is large enough.

Given L � L2
0 we can �nd a sequence Lk such that

LkC1 D L
˛k

k
; ˛k 2 Œ2; 4� (4.1)

and

L D Lk0
for some k0 � 1. (4.2)

Applying Proposition 4.3 inductively,

mLkC1
� .1� L

�1=4

k
/mLk

� log.2W /

Lk

:

Consequently we get

mL �mL0
� �

1
X

kD0

.mLk
L

�1=4

k
C log.2W /L�1

k / � �mL0

2
;

provided that B is large enough (we used the fact that mL0
� mLk

and that

mL0
� L

1=100�1
0 logW ). �e conclusion follows immediately.
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A. Cartan’s Estimate

For convenience we include a statement of the Cartan estimate for analytic func-

tions (see [6, �eorem 11.4]).

Lemma A.1. Let � W D ! C be an analytic function such that

m � log j�.0/j; M � sup
�2D

log j�.�/j:

�en there exists an absolute constant C0 such that for any H � 1 we have

log j�.�/j > M � C0H.M �m/;

for all � 2 D1=6 except for a set of disks with the sum of the radii less than

exp.�H/.

�e next result is a Cartan type estimate for multivariate polynomials.

Lemma A.2. If P.x/ D
P

j˛j�D a˛x
˛ is a polynomial of N variables such that

maxj˛j�D ja˛j � 1 and supkzk�20R0
log jP.z/j � MR0

, for some R0 � 1, then

there exist absolute constants C0 and C1 such that for any H � 1 we have

mes¹x 2 R
N W kxk � R0; log jP.x/j � �C0HMR0

º � CN
1 R

N
0 exp.�H/:

Proof. �e strategy is to apply the one dimensional Cartan’s estimate on complex

lines that will cover the set ¹kxk � R0º. For this we need to �nd a point x0 2 R
N

at which jP.x0/j is bounded away from zero. Due to the Cauchy estimates for the

derivatives of analytic functions one has

ja˛j � max
kzk�1

jP.z/j;

for any ˛. It follows that there exists z0 2 C
N , kz0k � 1, such that jP.z0/j � 1.

We will use Cartan’s estimate “centered” at z0 to show the existence of x0. Let

�.�/ D P.z0 � 10� Im z0/. �is peculiar de�nition is motivated by the fact that

z0 � 10� Im z0 2 R
N whenever Im � D 1=10. We have that log j�.0/j � 0 and

sup�2D log j�.�/j � MR0
, so Cartan’s estimate guarantees, in particular, that there

exists j�0j � 1=6 with Im �0 D 1=10 such that

log j�.�0/j � �CMR0
;

with C � 1. We can now choose x0 D z0 � 10�0 Im z0.
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Let

f .z/ D P.x0 C 12R0z/:

We have both

log jf .0/j � �CMR0
;

and

sup
kzk�1

log jf .z/j � sup
kzk�20R0

log jP.z/j � MR0
;

as well as

¹x 2 R
N W kxk � R0; log jP.x/j � �CHMR0

º

� x0 C 12R0 ¹x 2 R
N W kxk � 1=6; log jf .x/j � �CHMR0

º
„ ƒ‚ …

WDB

:

Let �0 2 ¹x 2 RN W kxk D 1º. By applying Cartan’s estimate to

'.�/ D log jf .��0/j

we get
R

R
1B.rx0/dr � C exp.�H/. �e conclusion now follows by integrating

1B in hyper-spherical coordinates.

We also illustrate how to obtain explicit integrability estimates for functions

satisfying a Cartan type estimate.

Lemma A.3. Let f be a measurable function on ¹x 2 R
N W kxk � R0º, R0 > 0

such that

mes¹x 2 R
N W kxk � R0; log jf .x/j � �C0HM0º � CN

1 R
N
0 exp.�H/;

for some M0 � supkxk�R0
log jf .x/j, and some absolute constants C0; C1. Given

s > 0 there exists an absolute constant C2 such that if � is a probability measure

with d� � BN
0 dm for some B0 > 0, then

Z

kxk�R0

j log jf .x/jjs d�.x/ � .C2M0N max.1; logB0; logR0//
s ; s � 1:

(A.1)
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Proof. We have

Z

kxk�R0

j log jf .x/jjs d�.x/

D
Z 1

0

�.j log jf .x/jjs � �; kxk � R0/ d�

D
Z H0

0

�.j log jf .x/jjs � .CHM0/
s; kxk � R0/sC

sM s
0H

s�1 dH

C
Z 1

H0

�.log jf .x/j � �CHM0; kxk � R0/sC
sM s

0H
s�1 dH

� .CM0H0/
s

C C sM s
0B

N
0

Z 1

H0

mes¹log jf .x/j � �CHM0; kxk � R0ºsH s�1 dH

� .CM0H0/
s C CN CsM s

0B
N
0 R

N
0 exp.�H0=2/

� C sM s
0N

s.max.1; logB0; logR0//
s:

Note that we choseH0 D CN max.1; logB0; logR0/.

B. Resolvent Identities

Recall the following fundamental facts regarding Schur’s complement (see, for

example, [10, �eorem 1.1-2]).

Lemma B.1. Let

H D
�
H0 �0

�1 H1

�

;

where H0 is a n0 � n0 matrix and H1 is an invertible n1 � n1 matrix. Let

H=H1 D H0 � �0H
�1
1 �1:

�en

detH D .detH=H1/.detH1/

and if H=H1 is invertible then

H�1 D
�

.H=H1/
�1 �.H=H1/

�1�0H
�1
1

�H�1
1 �1.H=H1/

�1 H�1
1 CH�1

1 �1.H=H1/
�1�0H

�1
1

�

:
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Next we set things up so that we can apply the previous lemma to our �nite

volume matrices. Let ƒ D Œa; b� � Œ1;W � and ƒ0 D Œa0; b0� � Œ1;W � be so that

ƒ0 � ƒ, and letƒ0
0 D ƒnƒ0. By viewingC

ƒ asCƒ0 ˚C
ƒ0

0 one has the following

matrix representation

Hƒ D
�
Hƒ0

�0

��
0 Hƒ0

0

�

; (B.1)

where

�0.i; j / D

8

<

:

�1 if ji1 � j1j D 1 and i2 D j2;

0 otherwise
(B.2)

(note that, implicitly, i 2 ƒ0 and j 2 ƒ0
0).

We recall the second resolvent identity (see, for example, [8, Lemma 6.5]) as

used in [4, (2.12)]. We have that

Hƒ D Hƒ0
˚Hƒ0

0
C �;

with

� D
�
0 �0

��
0 0

�

:

�e second resolvent identity gives us that

GE
ƒ D GE

˚ �GE
˚�G

E
ƒ ;

where GE
˚ D GE

ƒ0
˚GE

ƒ0
0

. We have that

�.i; j / D

8

<

:

�1 if .i; j / 2 @ƒƒ0 or .j; i/ 2 @ƒƒ0;

0 otherwise.

It follows that, for any i 2 ƒ0 and j 2 ƒ0
0,

GE
ƒ .i; j / D

X

.k;k0/2@ƒƒ0

GE
ƒ0
.i; k/GE

ƒ .k
0; j /: (B.3)
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