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Abstract. �is paper considers how the eigenvalues of the Neumann problem for an elliptic

operator depend on the domain. �e proximity of two domains is measured in terms of the

norm of the di�erence between the two resolvents corresponding to the reference domain

and the perturbed domain, and the size of eigenfunctions outside the intersection of the two

domains. �is construction enables the possibility of comparing both nonsmooth domains

and domains with di�erent topology. An abstract framework is presented, where the main

result is an asymptotic formula where the remainder is expressed in terms of the proximity

quantity described above when this is relatively small. As an application, we develop a

theory for the Laplacian in Lipschitz domains. In particular, if the domains are assumed to

be C 1;˛ regular, an asymptotic result for the eigenvalues is given together with estimates

for the remainder, and we also provide an example which demonstrates the sharpness of

our obtained result.
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1. Introduction

�e aim of this article is to describe how the eigenvalues of the Neumann prob-

lem for an elliptic operator depend on the domain. A large quantity of studies

of the corresponding Dirichlet problem exists in the literature; see, for instance,

Grinfeld [5], Henrot [7], Kozlov [11, 14], Kozlov and Nazarov [12], and references

found therein. However, less has been written about the Neumann problem. In

this article, we present a framework for the Neumann problem similar to the one

developed for the Dirichlet problem in [11].

Investigations of how eigenvalues change when the domain is perturbed is a

classical problem. Rayleigh [17] studied eigenvalues and domain perturbation in

connection with acoustics as early as in the nineteenth century. In the early twenti-

eth century, Hadamard [6] studied perturbations of domains with smooth bound-

ary, where the perturbed domain �" is represented by x� D "h.x0/ where x0 2

@�0, x� is the signed distance to the boundary (x� < 0 for x 2 �0), h is a smooth

function, and " is a small parameter. Hadamard considered the Dirichlet problem,

but a formula of Hadamard-type for the �rst nonzero eigenvalue of the Neumann-

Laplacian is given by

ƒ.�"/ D ƒ.�0/C "

Z

@�0

h.jr'j2 �ƒ.�0/'
2/dS C o."/;

where dS is the surface measure on @�0 and ' is an eigenfunction corresponding

to ƒ.�0/ such that k'kL2.�0/
D 1; compare with Grinfeld [5]. A study of asymp-

totics for singular perturbations can be found in, e.g., Mel’nyk and Nazarov [16],

Laurain et al. in [15], Kozlov and Nazarov [13], and references found therein. �e

problem of domain dependence of eigenvalues is closely related to shape opti-

mization. We refer to Henrot [7], and Sokołowski and Zolésio [18], and references

found therein.

Suppose that �1 and �2 are domains in Rn, n � 2. �is article considers the

spectral problems
´

��u D ƒ.�1/u in �1;

@�u D 0 on @�1
(1.1)

and
´

��v D ƒ.�2/v in �2;

@�v D 0 on @�2;
(1.2)

where @� is the normal derivative with respect to the outwards normal and if the

boundary is nonsmooth, we consider the corresponding weak formulation of the

problem. Our results are, however, applicable to a wider class of partial di�erential

operators. In particular to uniformly elliptic operators of second order.
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We start the paper with an abstract setting of the problem in a Hilbert spaceH .

We assume that two subspacesH1 andH2 are given together with positive de�nite

operators K1 and K2 acting in H1 and H2, respectively. We assume that K1 is a

compact operator. We choose an eigenvalue ��1 of K1 and denote by X � H1

the linear combination of all eigenvectors corresponding to eigenvalues greater

than or equal to ��1. �e proximity of the operators K1 and K2 is measured by a

constant " in the inequalities

k' � S'k2 � "k'k2 for every ' 2 X

and

k.K2 � SK1S
�/wk2 � "kwk2 for every w 2 H2:

Here, S D S2 is the orthogonal projector from H into H2 and S� is the adjoint

operator of S W H1 ! H2. Under these assumption we prove that the operator K2

has exactly the same number of eigenvalues in a neighborhood of ��1, indepen-

dent of ", as the multiplicity of the eigenvalue ��1 of K1. �is is a consequence

of the continuous dependence of eigenvalues on the domain; see, e.g., Henrot [7].

Moreover, we present an asymptotic formula for these eigenvalues where the re-

mainder term is relatively small compared to the leading term. �is asymptotic

result improves �eorem 1 in [14] in two ways. First, we consider H1 and H2 as

subspaces of a �xed Hilbert space and can compare operators acting there with

the help of orthogonal projectors, which simpli�es the conditions of �eorem 1.

Secondly, and perhaps more importantly, the remainder term in our theorem is

“smaller” with respect to the leading term, which is not necessarily the case in

�eorem 1 from [14].

To characterize how close the two domains are, we will use the Hausdor�

distance between the sets �1 and �2, i.e.,

d D max¹ sup
x2�1

inf
y2�2

jx � yj; sup
y2�2

inf
x2�1

jx � yjº: (1.3)

We do not assume that one domain is a subdomain of the other. It should be noted

however, that the abstract result presented below permits a more general type of

proximity quantity for the two domains; see (2.3) and (2.4) in Section 2.

If�1 is aC 1;˛ domain with 0 < ˛ < 1 and�2 is a Lipschitz perturbation of�1

in the sense that the perturbed domain �2 can be characterized by a function h

de�ned on the boundary @�1 such that every point .x0; x�/ 2 @�2 is represented

by x� D h.x0/, where .x0; 0/ 2 @�1 and x� is the signed distance to @�1 as

de�ned above. Moreover, the function h is assumed to be Lipschitz continuous

and satisfy jrhj � Cd˛ . �en we obtain the following result; see Corollary 6.17.
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�eorem 1.1. Suppose that �1 is a C 1;˛-domain with 0 < ˛ < 1 and �2 is as

described above, that the problem in (1.1) has a discrete spectrum, and that m is

�xed. �en there exists a constant d0 > 0 such that if d � d0, then

ƒk.�2/ �ƒm.�1/ D �k CO.d1C˛/ (1.4)

for every k D 1; 2; : : : ; Jm, where Jm is the dimension of the eigenspace corre-

sponding to ƒm.�1/. Here � D �k is an eigenvalue of the problem

�.';  / D

Z

@�1

h.x0/.r' � r �ƒm.�1/' /dS.x
0/ for all  2 Xm; (1.5)

where ' 2 Xm. Moreover, �1; �2; : : : ; �Jm
in (1.4) run through all eigenvalues

of (1.5) counting their multiplicities.

Observe that (1.5) can be phrased as a spectral problem on the Hilbert space Xm

by using the Riesz representation theorem of the operator on the right-hand side.

In Section 6.7, we consider a speci�c example of a Lipschitz perturbation

of a cylinder in two dimensions. We prove that if � W R ! R is a periodic non-

negative Lipschitz continuous function with period 1, and �1 � R2 is de�ned

by 0 < x < T and 0 < y < R, where R and T are constants, and the subdo-

main �2 � �1 is de�ned by 0 < x < T and ı�.x=ı/ < y < R for a small

parameter ı, then

ƒk.�2/ �ƒm.�1/ D �k CO.ı2/ for every k D 1; 2; : : : ; Jm; (1.6)

where Jm is the dimension of the eigenspace corresponding to ƒm.�1/.

Here, � D �k is an eigenvalue of the problem

�.';  / D ı�0

Z T

0

.r'.x; 0/ � r .x; 0/�ƒm.�1/'.x; 0/ .x; 0// dx

C ı�1

Z T

0

r'.x; 0/ � r .x; 0/ dx

(1.7)

for all  2 Xm, where ' 2 Xm and

�0 D

Z 1

0

�.X/ dX and �1 D

Z 1

0

V.X; �.X//�0.X/ dX:

�e function V is the solution to ��V D 0 for 0 < X < 1 and Y > �.X/ with

the boundary condition @�V.X; �.X// D �0.X/.1C .�0.X//2/�1=2 on Y D �.X/

and periodic boundary conditions on the remaining boundary. �e constant �1 is

not zero if � is not identically constant. Observe that the �rst term in the right-

hand side of (1.7) coincides with the right-hand side of (1.5) up to order O.ı2/.

�is proves that the condition ˛ > 0 is sharp in �eorem 1.1.
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In Corollary 6.11, we obtain as a consequence of the methods developed that

eigenvalues satisfy the following estimate for (uniformly) Lipschitz perturbations.

�ere exists a constant C , independent of d , such that jƒk.�2/�ƒm.�1/j � Cd

for every k D 1; 2; : : : ; Jm; see Corollary 6.11. �is estimate can be compared to

results presented in, e.g., Burenkov and Davies [2] in the case when �2 � �1.

2. Abstract setting: perturbation of eigenvalues

�e fact that zero is an eigenvalue for the problems in (1.1) and (1.2) is trivial, and to

avoid technicalities due to this, we will consider the operator 1 � �.

A number � is an eigenvalue of the operator 1 � � if and only if � � 1 is an

eigenvalue of ��. Let ƒk.�1/ D �k � 1, k D 1; 2; : : :, be the eigenvalues of (1.1)

enumerated according to 0 < �1 < �2 < � � � : We assume here that �1 is con-

nected. Similarly, we let ƒk.�2/ D � � 1 be the eigenvalues of (1.2). �e sub-

set Xk of H1 is the eigenspace corresponding to eigenvalue ƒk.�1/, with the

dimension denoted by Jk D dim.Xk/. Observe that Xk is also the eigenspace for

the eigenvalue �k of the to (1.1) corresponding problem for 1 ��.

We proceed by introducing an abstract setting for the problems in (1.1) and (1.2).

Suppose thatH1 andH2 are in�nite dimensional subspaces of a Hilbert spaceH .

Let the operators Kj W Hj ! Hj be positive de�nite and self-adjoint for j D 1; 2.

Furthermore, let K1 be compact. We consider the spectral problems

K1' D ��1'; ' 2 H1; (2.1)

and

K2U D ��1U; U 2 H2; (2.2)

and denote by ��1
k

for k D 1; 2; : : : the eigenvalues of K1. Let Xk � H1 be the

eigenspace corresponding to eigenvalue ��1
k

. Moreover, we denote the dimension

ofXk by Jk and de�neXm D X1CX2C� � �Xm, wherem � 1 is any integer. In this

article we study eigenvalues of (2.2) located in a neighborhood of �m, wherem is

�xed.

In order to de�ne the proximity of the operators K1 and K2, which are de-

�ned on di�erent spaces, we introduce the orthogonal projectors S1 W H ! H1

and S2 W H ! H2. To simplify the notation, we also introduce the operator S

as the restriction of S2 to H1. �us S maps H1 into H2 and its adjoint opera-

tor S� W H2 ! H1 is given by S� D S1S2.
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We introduce a quantity " > 0 as a constant in the inequalities

k.K2 � SK1S
�/wk2 � "kwk2 for every w 2 H2 (2.3)

and

k' � S'k2 � "k'k2 for every ' 2 Xm: (2.4)

�e parameter " is the measure we use to describe the proximity of the spacesH1

andH2 and the operators K1 and K2. In the following analysis, an important role

is played by the operator

B W H1 �! H2

de�ned as

B D K2S � SK1:

Remark 2.1. A common way to compare the proximity of domains in shape op-

timization is the parameter � in

k.K2S2 �K1S1/wk2 � �kwk2 for every w 2 H: (2.5)

Let us show that " can be chosen as

" D � max
°

1; 4

m
X

kD1

�2k

±

:

�e fact that (2.3) holds can be veri�ed directly. To verify that (2.4) holds, let ' 2

Xm. �en ' D
Pm
kD1 ck'k , where 'k 2 Xk are orthonormal and ck are constants.

�us,

k' � S'k �

m
X

kD1

jck�kjkK1'k � SK1'kk

�

m
X

kD1

jck�kj.kK1'k �K2S2'kk C kK2S2'k �K1'kk/

� 2�1=2
m

X

kD1

jck�k j;

which implies that

k' � S'k2 � 4�
�

m
X

kD1

�2k

�

k'k2:
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3. Main results

Let Pm be the orthogonal projection ofH1 onto SXm. We now state results about

the stability of eigenvalues and eigenvectors depending on the parameter ". �e

�rst lemma is a consequence of the continuous dependence of eigenvalues on the

domain; see, for instance, Kato [9] (Sections IV.3 and V.3) or Henrot [7] and ref-

erences therein.

Lemma 3.1. �ere exists positive constants "0, c, and C , depending on the eigen-

values �1; : : : ; �mC1, such that, for " � "0, the following assertions are valid:

(i) �e operator K2 has precisely Jm eigenvalues in

.��1
mC1 C c"1=2; ��1

m�1 � c"1=2/

and all of them are located in

.��1
m � c"1=2; ��1

m C c"1=2/:

(ii) If ��1 is an eigenvalue of (2.2) from the interval

.��1
m � c"1=2; ��1

m C c"1=2/

and U is a corresponding eigenfunction, then

kU � PmU k � C"1=2kU k:

We denote by ��1
k

for k D 1; 2; : : : ; Jm, the eigenvalues of the spectral prob-

lem (2.2) located in the interval .��1
m � c"1=2; ��1

m C c"1=2/, where c is the same

constant as in Lemma 3.1. �e quantity � is de�ned by

� D sup
'2Xm; k'kD1

.�mkK2B'k2 C "�mkB'k2/: (3.1)

�eorem 3.2. �e following asymptotic formula holds:

��1
k D ��1

m C �k CO.�C j�k j"/ for every k D 1; 2; : : : ; Jm; (3.2)

where � D �k is an eigenvalue of the problem

�.S'; S / D �m.B'; B /C .B'; S / for all  2 Xm; (3.3)

where ' 2 Xm. Moreover, �1; �2; : : : ; �Jm
in (3.2) run through all eigenvalues

of (3.3) counting their multiplicities.
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In applications, the term kK2B'k is typically signi�cantly smaller than max j�k j;

see, e.g., Lemma 6.9. �is implies that � is small compared to �k for every k.

Note also that the right-hand side of (3.3) can be expressed more compactly

as �m.B'; K2S /.

�e asymptotic formula in (3.2) has similarities to the one presented in

Kozlov [14]. �e main di�erence is how the remainder term is constructed; in

�eorem 3.2, � is typically small compared to the main terms above. However,

the same is not necessarily true in [14].

4. Proof of Lemma 3.1

�e following properties hold.

(I) .1� "/k'k2 � kS'k2 � k'k2 for every ' 2 Xm.

(II) �ere exists a positive constant C , depending on the operator norm of K1,

such that

kB'k � C"1=2k'k for all ' 2 Xm: (4.1)

(III) .K2w; w/ � .K1S
�w; S�w/C "1=2kwk2 for all w 2 H2.

�e inequality in (I) follows from

kS'k2 � k'k2 � k' � S'k2 � .1 � "/k'k2:

To prove (II), suppose that ' 2 Xm. �en

kB'k � kBS�S'k C kB.' � S�S'/k

� k.K2 � SK1S
�/S'k C kSK1.' � S�S'/k

� "1=2kS'k C Ck' � S�S'k

� C"1=2k'k;

where we used (2.3), (2.4), and the fact that SS�S' D S'. �e property in (III)

follows from the fact that

.K2w; w/ � .K1S
�w; S�w/ D ..K2 � SK1S

�/w; w/

� k.K2 � SK1S
�/wkkwk

� "1=2kwk2:
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�e arguments in Section 3.2, 3.3, and 3.4 of [11], are now valid with small mod-

i�cations. Speci�cally, we substitute S for the operator S2 in these sections, and

replace inequality (32) by (I). Furthermore, the proof of inequality (34) is anal-

ogous, inequality (36) is replaced by (II), and �nally, inequality (39) is replaced

by (III). �is completes the proof of Lemma 3.1.

5. Proof of �eorem 3.2

�e proof of �eorem 3.2 mirrors that of the corresponding theorem in Kozlov [11].

Equation (5.2) below corresponds to (7) in [11], but in this case we have the explicit

solution given in (5.1). In Sections 5.1–5.3, we provide results similar to the ones

found in Section 4 of [11].

LetQm D I �Pm, where I is the identity operator onH2, and suppose hence-

forth that ' and  belong to Xm. To simplify the notation, de�ne

‰' D ��mB' for any ' 2 Xm: (5.1)

�en ‰' solves the equation

.‰' ; w/ D .'; w/ � �m.S'; K2w/ for every w 2 H2: (5.2)

To verify (5.1), suppose that w 2 H2. �en

.B'; w/ D .K2S'; w/� .SK1'; w/

D ���1
m ..S'; w/� �m.S'; K2w//

D ���1
m .‰' ; w/:

5.1. Representation of .QmB'; B /. From (5.1) it follows that

.QmB'; B / D ��2
m ..‰' ; ‰ / � .Pm‰' ; ‰ //:

Let ¹‡kº
Jm

kD1
be an ON-basis in SXm. �en, for each k D 1; : : : ; Jm, there

exists 'k 2 Xm such that ‡k D S'k . �us,

.Pm‰' ; ‰ / D

Jm
X

kD1

.‰' ; S'k/.S'k; ‰ /: (5.3)
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From (5.1) and (II), it is clear that

j.‰' ; S'k/j D �mj.B'; S'k/j � �mkB'kkS'kk � C"1=2k'k

for k D 1; : : : ; Jm. Moreover, letting w D S'k in (5.2) proves that

.‰' ; S'k/ D �m.‰' ; K2S'k/C .‰' ; ‰'k
/

D �m.K2‰' ; S'k/ � �m.‰' ; B'k/;
(5.4)

from which it follows together with (I) that

j.‰' ; S'k/j � �m.kK2‰'kkS'kk C k‰'kkB'kk/

� C.kK2B'k C "1=2kB'k/
(5.5)

Analogously,

.‰ ; S'k/ D �m.K2‰ ; S'k/C .‰ ; ‰'k
/;

and thus

j.S'k; ‰ /j � C.kK2B k C "1=2kB k/: (5.6)

Now, the identity in (5.3), and the estimates in (5.5) and (5.6), imply that

j.Pm‰' ; ‰ /j D �2mj.PmB'; B /j � C.�.'/C �. //; (5.7)

where

�.'/ D �m.kK2B'k2 C "kB'k2/; ' 2 Xm:

5.2. Estimate of .K2QmB'; QmB /. Since Pm CQm D I , it is clear that

.K2QmB'; QmB / D .K2B'; QmB / � .K2PmB'; QmB /

D .K2B'; QmB / � .K2PmB'; B /

C .K2PmB'; PmB /:

Now,

j.K2B'; QmB /j � kK2B'kkQmB k � C"1=2k kkK2B'k:

Similarly,

j.K2PmB'; B /j D j.PmB'; K2B /j � C"1=2k'kkK2B k:
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As in Section 5.1, let ¹‡kºJm

kD1
be an ON-basis in SXm. �en there exists eigen-

functions 'k 2 Xm such that ‡k D S'k for every k D 1; : : : ; Jm. �us,

.K2PmB'; PmB / D

Jm
X

kD1

.PmB'; S'k/.K2S'k; PmB /: (5.8)

Using (5.1) and (5.5), it is clear that

j.PmB'; S'k/j � j.B'; S'k/j � C.kK2B'k C "1=2kB'k/:

Furthermore, (5.1) and (5.5), with 'l in the place of 'k and replaced by ', proves

that

j.K2S'k ; PmB /j D

ˇ

ˇ

ˇ

ˇ

Jm
X

lD1

.K2S'k ; S'l /.PmB ; S'l/

ˇ

ˇ

ˇ

ˇ

� C

Jm
X

lD1

j.PmB ; S'l/j

� C.kK2B k C "1=2kB k/:

�us,

.kK2B'k C "1=2kB'k/.kK2B k C "1=2kB k/ � C.�.'/C �. //:

Finally, we obtain that

j.K2QmB'; QmB /j � C.�.'/C �. //: (5.9)

5.3. Proof of �eorem 3.2. Analogously with the argument used in Kozlov [11],

it is possible to reduce the spectral problem (2.2) to a �nite dimensional situation

using the projectors Pm and Qm:

.��1 �K2/.S' C w/ D 0; (5.10)

where ' 2 Xm and w 2 QmH2. Indeed, proceeding accordingly with Section 4.1

in [11], we obtain that

O�.S'; S / � .B'; S / � �.QmB'; B / � .L.�/B'; B / D 0; (5.11)

where

L.�/ D �QmK2Qm.�
�1 �QmK2Qm/

�1Qm

and

O� D ��1 � ��1
m :
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We assume that j O� j � "1=2. Moreover, the operator .��1 � QmK2Qm/
�1 is

bounded from QmH2 into QmH2:

k.��1 �QmK2Qm/
�1wkQmH2

� CkwkQmH2
for every w 2 H2:

Hence,

j.L.�/B'; B /j � C.K2QmB ; QmB /:

It follows from the identity ��1 D ��1
m C O� that

�.QmB'; B / D �m.B'; B / � b2.';  /;

where

b2.';  / D
�m O�

O� C ��1
m

.QmB'; B /C �.PmB'; B /:

�en

jb2.';  /j � C j O� j"C C.�.'/C �. //: (5.12)

Put b.';  / D .L.�/B'; B /C b2.';  /. �en

O�.S'; S / D �m.B'; K2S /C b.';  /; (5.13)

where b.';  / satis�es

jb.';  /j � C.�.'/C �. /C jO� j"/ (5.14)

according to (5.12) and (5.9).

Suppose that j D 1; : : : ; Jm. Let Uj 2 H2 be an eigenfunction of K2 corre-

sponding to the eigenvalue ��1
j . �en there exists Vj 2 Xm satisfying PmUj D

SVj . By O�j we denote an eigenvalue of (5.13) with eigenfunction ' D Vj . Suppose

also that �k is an eigenvalue of (3.3) and ĵ 2 Xm a corresponding eigenfunction.

Analogously with Section 4.5 in Kozlov [11], we may assume that there exists a

constant c� > 0 such that

.SVj ; S ĵ / � c� (5.15)

after possible rearrangement of the eigenfunctions ĵ spanning Xm.

Choosing ' D ĵ and  D Vj in equation (3.3), and ' D Vj and  D ĵ in

equation (5.13), and then subtracting (3.3) from (5.13), we obtain that

. O�j � �j /.SVj ; S ĵ / D �m..BVj ; K2S ĵ / � .B ĵ ; K2SVj //C b.Vj ; ‰j /:
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�e fact that K2 is self-adjoint, that ĵ and Vj belong to Xm, and the de�nition

of B , imply that

.BVj ; K2S ĵ / � .B ĵ ; K2SVj / D ��1
m ..S ĵ ; K2SVj / � .SVj ; K2S ĵ //

D 0:

Hence,

. O�j � �j /.SVj ; S ĵ / D b.Vj ; ‰j /;

from which it follows from (5.14) and (5.15) that

j O�j � �j j � C.�.Vj /C �.‰j /C jO�j j"/:

Taking the supremum over Vj and ‰j in Xm with kVjk D k‰j k D 1, we obtain

that

j O�j � �j j � C.�C jO�j j"/;

where

� D sup
'2Xm
k'kD1

�.'/ D �m sup
'2Xm
k'kD1

.kK2B'k2 C "kB'k2/:

�is also implies that

j O�j � �j j � C.�C j�j j"/;

6. Applications

In this section we consider the Neumann problem for the operator 1�� in di�erent

domains. Let �1 and �2 be two domains in Rn with nonempty intersection. We

put H D L2.Rn/ and Hj D L2.�j / for j D 1; 2. Functions in Hj are extended

to Rn by zero outside of�j . Observe that we do not require that one subdomain�j

is a subset of the other. For f 2 L2.�j /, the weak solution to the Neumann

problem .1 ��/Wj D f in �j and @�Wj D 0 on @�j for j D 1; 2 satis�es

Z

�j

.rWjrv CWjv/ dx D

Z

�j

f v dx for every v 2 H 1.�j /: (6.1)

It follows from (6.1) with v D Wj and the Cauchy–Schwarz inequality that

krWjkL2.�j /
C kWjkL2.�j /

� kf kL2.�j /
:
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We letKj for j D 1; 2 be de�ned onL2.�j / as the solution operators correspond-

ing to the domains �j , i.e., Kjf D Wj . �en Kj maps L2.�j / into the Sobolev

space H 1.�j /, and

kKjukH1.�j /
� CkukL2.�j /

:

Moreover, .1��/Kju D u and @�Kju D 0 on @�j in the weak sense. �e oper-

ators Kj are also self-adjoint and positive de�nite, and if �j are, e.g., Lipschitz,

also compact.

To characterize how close the two domains are, we will use the Hausdor�

distance d between the sets �1 and �2 given in (1.3).

6.1. Perturbations of Lipschitz- and C 1;˛-domains. We now consider two

cases of regularity of the boundaries @�j , namely C 1;˛ and Lipschitz boundaries.

Let us �rst consider the Lipschitz case. Let �1 be the reference domain which

will be �xed throughout. �en there exists a positive constant M such that the

boundary @�1 can be covered by a �nite number of balls Bk , k D 1; 2; : : : ; N ,

where there exists orthogonal coordinate systems in which

Bk \�1 D Bk \ ¹y D .y0; yn/ W yn > h
.1/

k
.y0/º

where the center of Bk is at the origin and h
.1/

k
are Lipschitz functions, i.e.,

jh
.1/

k
.y0/ � h

.1/

k
.x0/j � M jy0 � x0j;

such that h
.1/

k
.0/ D 0. We assume that �2 belongs to the class of domains

where �2 is close to �1 in the sense that �2 can be described by

Bk \�2 D Bk \ ¹y D .y0; yn/ W yn > h
.2/

k
.y0/º;

where h
.2/

k
are also Lipschitz continuous with Lipschitz constant M . Clearly all

such domains belong to a ballD of su�ciently large radius depending only onM

and B1; B2; : : : ; BN . Note also that �1 \ �2 is a Lipschitz domain of this type

and that we can use the same covering and Lipschitz constant.

Remark 6.1. Observe that d is comparable to

Od D max
kD1;2;:::;N

sup¹jh
.1/

k
.y0/ � h

.2/

k
.y0/j W y D .y0; yn/ 2 Bk \ @�1º

in the sense that there exists positive constants c1 and c2 depending only on M

and Bk, k D 1; 2; : : : ; N , such that c1 Od � d � c2 Od .
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�e case of a C 1;˛ domain is de�ned in the same manner, with the additional

assumptions that h
.1/

k
are C 1;˛-functions such that

h
.1/

k
.0/ D @xi

h
.1/

k
D 0; i D 1; 2; : : : ; n� 1:

Moreover, we suppose that

jr.h
.1/

k
� h

.2/

k
/j � Cd˛: (6.2)

Note that h
.2/

k
are only assumed to be Lipschitz continuous and satisfy (6.2). It is

also worth noting that these domains constitute a subset of the class of Lipschitz

domains used in Section 6.2. �us, results that hold for Lipschitz domains are

also valid for this class of domains.

6.2. Lipschitz domains. Solutions to elliptic partial di�erential equations in

Lipschitz domains often belong to Hardy-type spaces. Let � be a Lipschitz do-

main. �e truncated cones �.x0/ at x0 2 @� are given by, e.g.,

�.x0/ D ¹x 2 � W jx � x0j < 2dist.x; @�/º

and the non-tangential maximal function is de�ned on the boundary @� by

N.u/.x0/ D max
kD1;2;:::;N

sup¹ju.x/j W x 2 �.x0/ \ Bkº:

�e non-tangential convergence of u.x/ to some number u.x0/ is de�ned as

lim
�.x0/3x!x0

u.x/ D u.x0/; x0 2 @�;

provided that the limit exists. �us only approaches inside the cone �.x0/ are

considered. Let n.x0/ denote the normal vector at x0 and furthermore, if T is

any tangential vector of � at x0, the tangential gradient rTu with respect to T is

de�ned as ru �T . We refer to Kenig [10] for further details. �e next two lemmas

consists of known results which we prove for completeness sake.

Lemma 6.2. If g 2 L2.@�/, where � � D is a Lipschitz domain, then there

exists a unique function u 2 H 1.�/ such that .1 � �/u D 0 in � and @�u D g

on @� in the sense that n � ru ! g nontangentially at almost every point on @�,

where n is the outwards normal. Moreover,

kN.u/kL2.@�/ C kN.ru/kL2.@�/ � CkgkL2.@�/;

where the constant C depends only on M and B1; B2; : : : ; BN and the tangential

gradient rTu exists in L2.@�/ in the sense of a weak limit in L2 of mean value

integrals .rTu/r (see Section 1.8 of Kenig [10]).
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Proof. �e problem .1 � �/u D 0 in � and @�w D g on @� has a weak solu-

tion w 2 H 1.�/ for every g 2 L2.@�/ such that

kukH1.�/ � CkgkL2.@�/;

where C is independent of g and u. Let us extend u to a function Qu 2 H 1.D/

with compact support such that k QukH1.D/ � CkukH1.�/. Put u D u0 C u1,

where �u0 D Qu on D and u0 D 0 on @D. �en u0 2 H 2.D/ and

ku0kH2.D/ � CkgkL2.@�/:

We also obtain that �u1 D 0 in � and @�u1 D h with h D @�u � @�u0 satisfy-

ing khkL2.@�/ � CkgkL2.@�/.

Suppose thatU D 1. �en�U D 0 andU D 1 on @�, and by Green’s formula,

Z

@�

.@�u � @�u0/UdS D

Z

�

.r.u � u0/ � rU C�.u � u0/U /dx

D

Z

�

.u � Qu/dx D 0:

�e homogeneous Neumann problem �u1 D 0 in � with @�u1 D h on @� has a

unique solution u1 2 H 1.�/ such that

kN.u1/kL2.@�/ C kN.ru1/kL2.@�/ � CkgkL2.@�/; (6.3)

where N is the non-tangential maximal function; see Jerison and Kenig [8].

Now, (6.3) and the fact that u D u0 C u1 imply that

kN.u/kL2.@�/ C kN.ru/kL2.@�/ � CkgkL2.@�/:

For the convergence of the tangential gradient, see Kenig [10].

Lemma 6.3. If f 2 L2.�/, where� � D is a Lipschitz domain, then there exists

a unique function u 2 H 1.�/ such that .1 ��/u D f in �, and @�u D 0 on @�

in the nontangential sense. Moreover,

kN.u/kL2.@�/ C kN.ru/kL2.@�/ � Ckf kL2.�/; (6.4)

where the constant C depends only on M and B1; B2; : : : ; BN .
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Proof. Extend f 2 L2.�/ by zero to a function Qf 2 L2.D/. Let v 2 H 2.D) be

the solution to .1 ��/v D Qf and v D 0 on @D such that

kvkH2.D/ � Ckf kL2.�/; (6.5)

and put u D v C w. It follows that .1 ��/w D 0 in � and @�w D �@�v on @�.

Since rv 2 H 1.Rn/ and (6.5) holds, the trace @�v 2 L2.@�/ satis�es

k@�vkL2.@�/ � CkvkH1.Rn/ � Ckf kL2.Rn/: (6.6)

Applying Lemma 6.2 with g D �@�v, we obtain the unique w 2 H 1.�/ such

that .1��/w D 0, @�w D g, and

kN.w/kL2.@�/ C kN.rw/kL2.@�/ � Ckf kL2.�/;

where we used (6.6). Since u D vCw, we have now proved the statements in the

lemma.

Notice that Lemmas 6.2 and 6.3 imply that

kN.Kju/kL2.@�j /
C kN.rKju/kL2.@�j /

� CkukL2.�j /
; j D 1; 2: (6.7)

6.3. Extension operators. It will be necessary for our purposes to extend func-

tions from either Lipschitz- or C 1;˛-domains. �e following result provides the

possibility to accomplish this.

Lemma 6.4. (i) Suppose that f 2 H 1.@�/ and g 2 L2.@�/, where � is a

Lipschitz domain. �en there exists a function u 2 H 1.�c/ such that u ! f

and n � ru ! g nontangentially at almost every point on @�, where n is the

outwards normal of �, and there exists a constant C such that

kN.u/kL2.@�/ C kN.ru/kL2.@�/ � C.kf kH1.@�/ C kgkL2.@�//;

where C depends on M and B1; B2; : : : ; BN .

(ii) Suppose that f 2 C 1;˛.@�/ and g 2 C 0;˛.@�/, where� is aC 1;˛ domain.

�en there exists a function u 2 C 1;˛.�c/ such that u D f and @�u D g on @�,

and there exists a constant C such that

kukC1;˛.�c/ � C.kf kC1;˛.@�/ C kgkC0;˛.@�//: (6.8)
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Proof. LetBk be given as in Section 6.2. Choose �k 2 C1
c .Bk/, k D 1; 2; : : : ; N ,

such that �1 C �2 C � � � C �N D 1 in an open neighborhood containing @�.

For each k, de�ne

fk D �kf and gk D �kg on Bk \ @�,

and let

fk D gk D 0 on @B \�c .

LetDk be the bounded domain with boundary .@�\B/[ .@B \�c/. �enDk is

a Lipschitz domain with connected boundary, fk 2 H 1.@Dk/, and gk 2 L2.@Dk/.

According to, e.g., Dahlberg et al. [3], there exists a solution u to �2u D 0 in Dk
such that u ! fk and n � ru ! gk nontangentially at almost every point on @Dk,

where �n is the outwards normal at @Dk. Moreover,

kN.u/kL2.@Dk/
C kN.ru/kL2.@Dk/

� C.kfkkH1.@Dk/
C kgkkL2.@Dk/

/

� C.kf kH1.@�/ C kgkL2.@�//;
(6.9)

where C is independent of u, f , and g, but depends on the Lipschitz constant

of Dk. Carrying out the same argument for all of the balls Bk in Section 6.2,

which is a �nite number, we obtain u 2 H 1.D/, whereD D D1[D2[ � � �[Dm.

We may extend u to all of�c be letting u D 0 outsideD and obtain u 2 H 1.�c/

which satis�es the statement in 6.4(i).

�e proof of Lemma 6.4(ii) can be carried out analogously with the Lipschitz

case. However, the result is well known forC 1;˛-domains and the proof is omitted.

We will commonly denote the extension for, e.g., a function u, obtained from

this Lemma by Qu.

6.4. Determination of the quantity ". We now proceed by determining a quan-

tity " suitable for our purpose. Let us investigate the assertions in (2.3) and (2.4).

�e assumption in (2.4) is in our case

Z

�1n�2

j'j2 dx � "k'k21 for every ' 2 Xm: (6.10)

�ere exists a constant C , depending on the domain�1 and �, such that for every

weak solution to the elliptic problem .1��/' D �' in�1 with @�' D 0 on @�1,

k'kL1.�1/ � Ck'kL2.�1/
I
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see, e.g, �eorem 8.15 in Gilbarg and Trudinger [4]. �is enables us to estimate

the left-hand side of (6.10) by

Z

�1n�2

j'j2 dx � k'k2L1.�1n�2/
j�1 n�2j � Cd k'k21; (6.11)

where d is the Hausdor� distance between �1 and �2 and j�1 n �2j is the

Lebesgue measure of �1 n�2.

To prove the assertion in (2.3), we use the following lemmas.

Lemma 6.5. Suppose that v D K2S2w � S2K1S1w, where w 2 L2.D/. �en v

satis�es .1 � �/v D 0 in �1 \ �2 and v 2 H 1.@.�1 \ �2//. Moreover, there

exists a positive constant C , depending only onM and B1; B2; : : : ; BN , such that

(i) if w 2 L2.�1 \�2/, then

kvk2
H1.�1\�2/

� Cd kgkL2.@.�1\�2//
kwkL2.�1\�2/

;

(ii) if w 2 L2.�1 n�2/, then

kvk2
H1.�1\�2/

� Cd1=2 kgkL2.@.�1\�2//
kwkL2.�1n�2/

;

(iii) and if w 2 L2.�2 n�1/, then

kvk2
H1.�1\�2/

� Cd1=2 kgkL2.@.�1\�2//
kwkL2.�2n�1/

;

where w is extended by zero outside the respective domains, and

g D @�v on @.�1 \�2/.

Proof. Since v 2 H 1.�1\�2/ satis�es .1��/v D 0 in�1\�2 and @�v belongs

to L2.@.�1 \�2//, Lemma 6.2 implies that

kN.v/kL2.@.�1\�2//
C kN.rv/kL2.@.�1\�2//

� CkgkL2.@.�1\�2//
(6.12)

and that v 2 H 1.@.�1 \�2//. Moreover, Lemma 6.4(i) ensures the existence of

an extension Qv 2 H 1.Rn/ such that

kN. Qv/kL2.@.�1\�2//
C kN.r Qv/kL2.@.�1\�2//

� CkgkL2.@.�1\�2//
: (6.13)
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Now,

Z

�1\�2

.v2 C jrvj2/ dx

D

Z

@.�1\�2/

v@�v dS

D

Z

@�1\�2

v@�K2S2w dS �

Z

�1\@�2

v@�K1S1w dS

D �

Z

@.�2n�1/

Qv@�K2S2w dS C

Z

@.�1n�2/

Qv@�K1S1w dS;

where we used the fact that @�K2S2w D 0 on @�2 and @�K1S1w D 0 on @�1.

Since .1 ��/K2S2w D S2w in �2 n�1, we obtain that

�

Z

@.�2n�1/

Qv@�K2S2w dS D

Z

�2n�1

. QvS2w � QvK2S2w � r Qv � rK2S2w/ dx:

(6.14)

If w 2 L2.�1 \�2/, then S2w D 0 and the right-hand side of (6.14) is bounded

by

Cd kgkL2.@.�1\�2//
kwkL2.�1\�2/

: (6.15)

�is follows from the Cauchy–Schwarz inequality, (6.13), and (6.7), since, e.g.,

Z

�2n�1

j QvK2S2wj dx;

�

�Z

�2n�1

Qv2 dx

�1=2�Z

�2n�1

.K2S2w/
2 dx

�1=2

� Cd

�Z

@.�1\�2/

N. Qv/2 dx0

�1=2�Z

@.�1\�2/

N.K2S2w/
2 dx0

�1=2

:

If w 2 L2.�1 n�2/, then S2w D 0, and analogously with (6.15), the expression

in (6.14) is bounded by Cd kgkL2.@.�1\�2//
kwkL2.�1n�2/

: If w 2 L2.�2 n �1/,

then S2w D w. Since

Z

�2n�1

j Qvwj dx � Cd1=2 kgkL2.@.�1\�2//
kwkL2.�2n�1/

;

we obtain that (6.14) is bounded by Cd1=2 kgkL2.@.�1\�2//
kwkL2.�2n�1/

:
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Analogously, the expression

Z

@.�1n�2/

Qv@�K1S1w dS D

Z

�1n�2

. QvK1S1w C r Qv � rK1S1w � QvS1w/ dx

is bounded by

Cd kgkL2.@.�1\�2//
kwkL2.�1\�2/

if w 2 L2.�1 \�2/;

CdkgkL2.@.�1\�2//
kwkL2.�2n�1/

if w 2 L2.�2 n�1/;

Cd1=2kgkL2.@.�1\�2//
kwkL2.�1n�2/

if w 2 L2.�1 n�2/;

respectively.

Lemma 6.6. �ere exists a constant C > 0 such that

kK2w � SK1S
�wk2 � Cd1=2 kwk2 for every w 2 L2.�2/ (6.16)

and

kB'k2 � Cd k'k2 for every ' 2 Xm: (6.17)

Proof. Put v D K2w � SK1S
�w. We split the domain �2 in two disjoint subdo-

mains: �1 \�2 and �2 n�1. For the subdomain �2 n�1, it is clear from (6.7)

that
Z

�2n�1

v2 dx D

Z

�2n�1

.K2w/
2 dx � Cd kwk2

L2.�2/
: (6.18)

Lemma 6.5 now implies the inequality in (6.16) since

kgkL2.@.�1\�2/
� CkwkL2.�2/

: (6.19)

To prove (6.17), observe �rst that (6.11) holds. �us, by letting w D ', we can

apply Lemma 6.5 with v D B' and obtain that

Z

�1\�2

.B'/2 dx � Cd kgkL2.@.�1\�2//
k'kL2.�1/

:

Since alsoB' D v on�2n�1, inequalities (6.18) and (6.19) are applicable, which

concludes the proof of (6.17).

�us, by (6.16) and (6.11), it is clear that we can choose " D Cd1=2. Furthermore,

if �2 is a subdomain of �1, we obtain a bound depending on d instead of d1=2

for a general function w 2 L2.�2/; this is a consequence of that fact that the

term kwkL2.�2n�1/
vanishes in Lemma 6.5 when �2 � �1.
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Remark 6.7. If �2 � �1, then

kK2w � SK1S
�wk2 � Cd kwk2 for every w 2 L2.�2/: (6.20)

6.5. Main results for Lipschitz domains. We now derive an expression for the

right-hand side of (3.3) and prove that in comparison, the remainder is small.

We will then use �eorem 3.2 to obtain a result for eigenvalues of K2 near ��1
m .

Lemma 6.8. If w 2 L2.�2/, then

�m

Z

�2

B'K2w dx D

Z

�1n�2

..1 � �m/W' C rW � r'/ dx

�

Z

�2n�1

..W �K2w/ Q' C rW � r Q'/ dx;

(6.21)

where W 2 H 1.Rn/ is an extension of K2
2w 2 H 1.�2/.

Proof. We proceed similarly with the proof of Lemma 6.6. Since .1��/B' D 0

in �1 \�2, we obtain using Green’s formula that

Z

�1\�2

B'K2w dx D

Z

�1\�2

B'.1��/K2
2w dx

D

Z

@.�1\�2/

.K2
2w@�B' � B'@�K

2
2w/ dS

D

Z

@�1\�2

.K2
2w@�K2S � B'@�K

2
2w/ dS

�

Z

�1\@�2

K2
2w@�K1' dS:

Furthermore, .1 ��/K2w D w in �2 n�1 and @�K2S' D 0 on @�2. �us,

Z

@�1\�2

K2
2w@�K2S' dS D �

Z

@.�2n�1/

K2
2w@�K2S' dS

D �

Z

�2n�1

.K2
2wK2S' C rK2

2w � rK2S'/ dx

�

Z

�2n�1

K2wK2S' dx;
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and analogously,

�

Z

@�1\�2

B'@�K
2
2w dS D

Z

@.�2n�1/

zB'@�K
2
2w dS

D

Z

�2n�1

. zB'K2
2w C r zB' � rK2

2w/ dx

�

Z

�2n�1

zB'K2w dx;

where zBu D K2Su� S eK1u for u 2 L2.�1/ satis�es

k zBu � Buk2
L2.�2/

D

Z

�2n�1

j eK1uj2 dx

� Cd

Z

@�1

jN.K1u/j
2 dx0

� Cd kuk2
L2.�1/

by Lemma 6.4(i) and inequality (6.7),

Similar to the treatment of the previous boundary integrals, it follows from the

facts that .1 ��/K1' D ' in �1 n�2 and @�K1' D 0 on @�1, that

�

Z

�1\@�2

K2
2w@�K1' dS D

Z

@.�2n�1/

W @�K1' dS

D

Z

�1n�2

.WK1' C rW � rK1' �W'/ dx:

We have now proved that

Z

�2

B'K2w dx D

Z

�1\�2

B'K2w dx C

Z

�2n�1

B'K2w dx

D ��1
m

Z

�1n�2

..1� �m/W' C rW � r'/ dx

� ��1
m

Z

�2n�1

..K2
2w �K2w/ Q' C rK2

2w � r Q'/ dx:

�is is the equality in (6.21).

Lemma 6.9. �ere exists a constant C > 0 such that

kK2B'k2
L2.�2/

� Cd 3=2 k'k2
L2.�1/

for every ' 2 Xm: (6.22)
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Proof. Since K2B' is a solution to .1 � �/K2B' D B' with @�K2B' D 0

on @�2, we obtain that

Z

�2

..K2B'/
2 C jrK2B'j2/ dx D

Z

�2

B'K2B' dx:

Let W be given as in Lemma 6.8 with w D B'. �en

kN.W /kL2.@�2/
C kN.rW /kL2.@�2/

� CkB'kL2.�2/

and Lemma 6.8 implies that

Z

�2

B'K2B' dx � Cd kB'kL2.�2/
k'kL2.�1/

:

Since kB'kL2.�2/
� Cd1=2 k'kL2.�1/

according to Lemma 6.6, we obtain the

inequality in (6.22).

We now have all the tools available to prove our main result for Lipschitz do-

mains, i.e., expressing the di�erence between eigenvalues ��1
m and ��1

k
in known

terms.

Proposition 6.10. Suppose that �1 and�2 are Lipschitz domains in the sense of

Section 6.1. �en

��1
m � ��1

k D �k CO.d3=2/ for k D 1; 2; : : : ; Jm: (6.23)

Here, � D �k is an eigenvalue of

�.';  / D ��1
m

Z

�1n�2

..1 � �m/AK2S' C r AK2S' � r / dx

� ��1
m

Z

�2n�1

..1� �m/.K2S'/ Q C rK2S' � r Q / dx

(6.24)

for all  2 Xm, where ' 2 Xm. Moreover, �1; �2; : : : ; �Jm
in (6.23) run through

all eigenvalues of (6.24) counting their multiplicities.

Proof. We express K2
2S in terms of the operator B:

K2
2S D K2.B C SK1 / D K2B C BK1 C SK2

1 :

If  2 Xm, then

K2
2S D K2B C ��1

m K2S :
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Put

W D BK2B C ��1
m
BK2S ;

where BK2B and BK2S are the extensions of K2B and K2S , respectively,

given by Lemma 6.4(i). �en W 2 H 1.Rn/ and

kN.W /kL2.@�2/
C kN.rW /kL2.@�2/

� C.kB kL2.�2/
C kS kL2.�2/

/

� Ck kL2.�1/
:

(6.25)

Lemma 6.8 and (6.25) proves that

�2m

Z

�2

B'K2S dx D

Z

�1n�2

..1� �m/BK2S ' C rBK2S � r'/ dx

�

Z

�2n�1

..1� �m/.K2S / Q' C rK2S � r Q'/ dx

CO.d3=2/k'kL2.�1/
k kL2.�1/

:

(6.26)

Observe also that (6.26) implies that

j.B'; K2S /j � Cdk'kL2.�1/
k kL2.�1/

: (6.27)

Lemmas 6.6 and 6.9 imply that

� D ��1
m sup

k'kD1

.kK2B'k2 C "kB'k2/ D O.d 3=2/:

�us, �eorem 3.2 proves that we obtain

��1
k � ��1

m D �k CO.�C j�k jd1=2/ D �k CO.d 3=2/ (6.28)

since

�k.';  / D �k.S'; S /CO.j�k jd/ D �m.B'; K2S /CO.d 2/: (6.29)

Now, equations (6.28), (6.29), and (6.26), imply (6.23).

From (6.27) we obtain the following corollary.

Corollary 6.11. With the same assumptions as in Proposition 6.10, there exists a

constant C , independent of d , such that

j��1
m � ��1

k j � Cd

for k D 1; 2; : : : ; Jm.
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If �2 � �1, the solution v' D B' to .1 � �/v' D 0 and @�v' D ���1
m @�'

for ' 2 Xm can be used to formulate the results above in terms of this solution.

�is can be an advantage since in many cases these type of partial di�erential equa-

tions are well studied and explicit solutions or estimates for solutions are known.

Moreover, we also present an example in Section 6.7 based on this proposition,

proving that the condition ˛ > 0 is sharp for our result in the C 1;˛-case.

Proposition 6.12. Suppose that�1 and�2 are Lipschitz domains in the sense of

Section 6.1 and that �2 � �1. �en

��1
m � ��1

k D �k CO.d3=2/ for k D 1; 2; : : : ; Jm: (6.30)

Here, � D �k is an eigenvalue of

�.';  / D

Z

�2

.�mv'v C v' / dx (6.31)

for all  2 Xm, where ' 2 Xm. Moreover, �1; �2; : : : ; �Jm
in (6.30) run through

all eigenvalues of (6.31) counting their multiplicities.

6.6. �e case of a C 1;˛ domain. We now consider the case when �1 and �2

are C 1;˛ domains, where 0 < ˛ < 1.

Lemma 6.13. If �1 is a C 1;˛-domain, then for every u 2 L1.Rn/, K1S1u

belongs to C 1;˛.�1/.

Proof. �is follows from the results in Section 9 of Agmon et al. [1].

Lemma 6.14. �ere exists a constant C > 0 such that

sup
x02@.�1\�2/

j@�KjSjw.x
0/j � CkwkL2.�1\�2/

d˛; j D 1; 2; (6.32)

for every w 2 L2.�1 \�2/.

Proof. Let nj be the outwards normal on @�j for j D 1; 2. On the bound-

ary @�1, @�K1S1w D 0, and on @�2, @�K2S2w D 0. We prove (6.32) for j D 2.

�e proof when j D 1 is analogous. �us,

@�K2S2w D n1 � rK2S2w D .n1 � n2/ � rK2S2w C n2 � rK2S2w;

and since it is clear that n2 � rK2S2w D 0 on @�2,

sup
@.�1\�2/

j@n1
K2S2wj � Cd˛ krK2S2wkL2.�2/

� Cd˛ kwkL2.�1\�2/
:
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Here, we also used the fact that there exists a constant C , independent of K2S2w,

such that krK2S2wkL1.�2/ � CkK2S2wkH1.�2/
. Moreover,

jn1 � n2j � jr.h
.1/

k
� h

.2/

k
/j � Cd˛;

so we obtain (6.32) for j D 2.

We can use Lemma 6.14 to re�ne the estimates provided in Lemma 6.6.

Lemma 6.15. �ere exists a constant C > 0 such that

kK2w � SK1S
�wk2 � Cd1=2C˛ kwk2 for every w 2 L2.�2/ (6.33)

and

kB'k2 � Cd1C˛ k'k2 for every ' 2 Xm: (6.34)

Proof. Proceeding as in Lemma 6.6, we obtain the inequality in (6.33) and also

that

kB'k2
L2.�1\�2/

� Cd1C˛k'k2
L2.�1/

since (6.32) implies that

kgkL2.@.�1\�2/
� Cd˛kwkL2.�2/

; (6.35)

where g is as in Lemma 6.5.

In �2 n �1, B' D K2S'. �us, B' is a solution to .1 � �/B' D S' D 0

in�2 n�1 such that @�B' D 0 on @�2\�c1 and @�B' D @�K2S' on�c2\ @�1.

Lemma 6.14 with w D S' now implies that

k@�B'kL2.@.�2n�1//
� Cd˛ k'kL2.�1/

and thus, Lemma 6.2 proves that

kN.B'/kL2.@.�2n�1//
C kN.rB'/kL2.@.�2n�1//

� Cd˛ k'kL2.�1/
:

Hence,
Z

�2n�1

.B'/2 dx � Cd1C2˛k'k2
L2.�1/

:

Since a C 1;˛ domain can be considered a Lipschitz domain, we know that

the results from the previous section hold for " D Cd1=2. However, in this case

we may choose " D Cd˛C1=2 if ˛ � 1=2. �is is clear from Lemma 6.15 and

inequality (6.11). If ˛ > 1=2, we may choose " D Cd . Inequality (6.11) is the

reason for the restriction on ˛.

Similarly to the Lipschitz case, we shall employ Lemma 6.8 to obtain informa-

tion about the di�erence��1
k

���1
m . However, we wish to express the extensionW

in more explicit terms that depend directly on the eigenfunction  .
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Proposition 6.16. Suppose that�1 is a C 1;˛ domain and�2 is a perturbation in

the sense of Section 6.1 which satis�es (6.2). �en

��1
m � ��1

k D �k CO.d1C˛/ for k D 1; 2; : : : ; Jm: (6.36)

Here, � D �k is an eigenvalue of

�.';  / D ��2
m

�Z

�1n�2

..1 � �m/' C r' � r / dx

�

Z

�2n�1

..1 � �m/ Q' Q C r Q' � r Q / dx

� (6.37)

for all  2 Xm, where ' 2 Xm. Moreover, �1; �2; : : : ; �Jm
in (6.36) run through

all eigenvalues of (6.37) counting their multiplicities.

Proof. We express K2
2S in terms of the operator B:

K2
2S D K2.B C SK1 / D K2B C BK1 C SK2

1 :

If  2 Xm, then

K2
2S D K2B C ��1

m K2S :

Put

W D BK2B C ��1
m
BK2S ;

where BK2B and BK2S are the extensions of K2B and K2S , respectively,

given by Lemma 6.4(i). �en W 2 H 1.Rn/ and

kN.W /kL2.@�2/
C kN.rW /kL2.@�2/

� C.kB kL2.�2/
C kS kL2.�2/

/

� Ck kL2.�1/
:

(6.38)

Moreover, W D ��2
m

Q C BK2B C ��1
m r on �1 n �2 and �2 n �1, where r

is de�ned as follows. On �1 \ �2, we let r D B . �en we extend r to Rn

such that r D BK2S � ��1
m  in �1 n �2 and r D K2S � ��1

m
Q in �2 n �1,

where the extensionsBK2S and Q are given by Lemma 6.4(i) and Lemma 6.4(ii),

respectively. It is now possible to use the same argument employed in the proof

of Lemma 6.15 to obtain that

kN.r/kL2.@.�1\�2//
C kN.rr/kL2.@.�1\�2//

� Cd˛ k kL2.�1/
:
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Now, this fact and the Cauchy–Schwarz inequality proves that

Z

�2n�1

.jr Q'j C jrr � r Q'j/ dx � Cd1C˛k kL2.�1/
k'kL2.�1/

:

Similarly, we can bound the corresponding integral over the domain �1 n �2.

Using (6.34), we can also re�ne the estimate given in (6.9):

kK2B k2
L2.�2/

� Cd3=2C˛=2 k k2
L2.�1/

� Cd1C˛ k k2
L2.�1/

: (6.39)

�us, we obtain from Lemma 6.8 and inequality (6.38) that

�m

Z

�2

B'K2S dx D ��2
m

Z

�1n�2

..1� �m/' C r' � r / dx

� ��2
m

Z

�2n�1

..1 � �m/ Q' Q C r Q' � r Q / dx

CO.d1C˛/k'kL2.�1/
k kL2.�1/

:

(6.40)

Inequalities (6.39) and (6.34) imply that

� D ��1
m sup

k'kD1

.kK2B'k2 C "kB'k2/ D O.d .3C˛/=2/ (6.41)

and thus, �eorem 3.2 proves that

��1
k � ��1

m D �k CO.�C j�k j"/ D �k CO.d 1C˛/

since we can choose

" D Cd˛C1=2 if ˛ � 1=2

and

" D Cd if ˛ > 1=2,

and

�k.';  / D �k.S'; S /CO.j�k jd/ D �m.B'; K2S /CO.d 2/: (6.42)

Now, equations (6.41), (6.42), and (6.40), imply (6.36).

Suppose that it is possible to characterize the perturbed domain�2 by a func-

tion h de�ned on the boundary @�1 such that .x0; x�/ 2 @�2 is represented

by x� D h.x0/, where .x0; 0/ 2 @�1 and x� is the signed distance to the bound-

ary @�1 (with x� < 0 when x 2 �1). �e function h is assumed to be Lipschitz

and satisfy jrhj � Cd˛ . �us, we obtain the following variation of Proposi-

tion 6.16.



128 V. Kozlov and J. �im

Corollary 6.17. Suppose that in addition to the assumptions of Proposition 6.16,

the domain �2 can be characterized by the function h as above. �en

��1
m � ��1

k D �k CO.d1C˛/ (6.43)

for k D 1; 2; : : : ; Jm. Here, � D �k is an eigenvalue of

�.';  / D ��2
m

Z

@�1

h.x0/..1� �m/' C r' � r /dS.x0/ for all  2 Xm;

(6.44)

where ' 2 Xm. Moreover, �1; �2; : : : ; �Jm
in (6.43) run through all eigenvalues

of (6.44) counting their multiplicities.

Proof. We �rst prove that

8

<

:

sup.x0;x�/2�1n�2
j'.x0; x�/ � '.x0; 0/j � Cd1C˛ k'kL2.�1/

;

sup.x0;x�/2�1n�2
jr'.x0; x�/ � r'.x0; 0//j � Cd˛ k'kL2.�1/

;
(6.45)

where the corresponding estimates hold for Q' on �2 n�1. Since ' 2 C 1;˛.�1/,

it is clear that for x D .x0; x�/ 2 �1 n�2,

'.x0; x�/ D '.x0; 0/C x�@�'.x
0; 0/CO.d1C˛/;

where the remainder is bounded by Cd1C˛ k'kL2.�1/
. �is shows that the �rst

inequality in (6.45) is true. Similarly, the second inequality in (6.45) is also valid.

�us,

Z

�1n�2

.j'.x/ � '.x0; 0/j2 C jr'.x/ � r'.x0; 0/j2/ dx � Cd1C˛ k'k2
L2.�1/

;

with the corresponding estimate for Q' on�2n�1. Hence, Proposition 6.16 implies

that ��1
m � ��1

k
is given by

��2
m

�Z

@�1\�c
2

Z h.x0/

0

..1� �m/'.x
0; 0/2 C jr'.x0; 0/j2/ dx� dS.x

0/

�

Z

@�1\�2

Z �h.x0/

0

..1� �m/ Q'.x0; 0/2 C jr Q'.x0; 0/j2/ dx� dS.x
0/

�

CO.d1C˛/:

�e desired conclusion follows from this statement.
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6.7. Sharpness of the requirement ˛ > 0 in �eorem 1.1. We now employ

Proposition 6.12 to a speci�c Lipschitz perturbation of a two dimensional cylinder.

�e aim here is also to show that �eorem 1.1 is sharp in the sense that ˛ > 0 is

necessary.

Suppose that � W R ! R is a periodic nonnegative Lipschitz continuous func-

tion such that �.t C 1/ D �.t/ for all t 2 R. Let the rectangle�1 in R2 be de�ned

by 0 < x < T and 0 < y < R, where R and T are constants, and the subdo-

main �2 � �1 be de�ned by 0 < x < T and ı�.x=ı/ < y < R, where ı D T=N

for some large integer N . We will consider boundary conditions periodic in x

with Neumann data given on the curves y D ı�.x=ı/ and y D R.

Proposition 6.18. For the domains �1 and �2 de�ned above,

��1
m � ��1

k D �k CO.ı2/ for k D 1; 2; : : : ; Jm: (6.46)

Here, � D �k is an eigenvalue of

�.';  / D
ı

�2m
.�0 C �1/

Z T

0

r'.x; 0/ � r .x; 0/ dx

C
ı.1� �m/

�2m
�0

Z T

0

'.x; 0/ .x; 0/ dx

(6.47)

for all  2 Xm, where ' 2 Xm and

�0 D

Z 1

0

�.X/ dX and �1 D

Z 1

0

V.X; �.X//�0.X/ dX:

�e function V is the solution to ��X;Y V D 0 speci�ed in (6.59) below and �1

is not zero if � is not identically constant. Moreover, �1; �2; : : : ; �Jm
in (6.46) run

through all eigenvalues of (6.47) counting their multiplicities.

To prove Proposition 6.18, we will use Proposition 6.12. To this end, we will

�nd the solution v to the problem

.1��/v D 0 in �2; @�v D ���1
m @�' on � ; @�v D 0 on R; (6.48)

and v is periodic in the �rst argument with period T , that is,

v.0; y/ D v.T; y/ and v0
x.0; y/ D v0

x.T; y/ for all y 2 .0; R/: (6.49)

By � we denote the part of the boundary of �2 where y D ı�.x=ı/, and by R

the part where y D R. Similarly, 0 is the part of�1 where y D 0. �e ansatz for

the asymptotic expansion of v has the following form:

v.x; y/ D ıw0.x; y/C ıV0.X; Y I x/C ı2V1.X; Y I x/C � � � ; (6.50)
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where w0, V0, and V1 are solutions to two model problems, and the remainder

consists of higher order terms. Since the construction of the asymptotic expansion

of the solution to problem (6.48) is quite standard, we con�ne ourselves to only

�nding the leading terms of this expansion. We have also introduced the new

coordinates X D x=ı and Y D y=ı. Substituting (6.50) into (6.48), we obtain

0 D � ı�1�X;Y V0.X; Y I x/

��X;Y V1.X; Y I x/ � 2@X@xV0.X; Y I x/

C ı..1��x;y/w0.x; y/C V0.X; Y I x/

� @2xV0.X; Y I x/ � 2@X@xV1.X; Y I x//CO.ı2/

(6.51)

with the boundary condition

���1
m On � rx;y'.x; y/ D On � rX;Y V0.X; Y I x/

C ı On � .rX;Y V1.X; Y I x/C rx;yw0.x; y//

C ı On � .@xV0.X; Y I x/; 0/CO.ı2/

(6.52)

on �, where

On.X/ D
.�0.X/; �1/

p

1C .�0.X//2
(6.53)

is the outwards normal on �.

�e function w0 is the solution with periodic boundary conditions in the sense

of (6.49) to

.1 ��/w0 D 0 in �1 and @�w0 D gw0
2 L2.0/ and @�w0 D 0 on R;

where the Neumann data gw0
will be speci�ed below.

Let z�2 be de�ned by 0 < X < 1 and �.X/ < Y . We denote by �� the

curve Y D �.X/ for 0 < X < 1. �e functions Vj , j D 0; 1, will be solutions to

the following model problem for right-hand sides speci�ed below:

��X;YW D F in z�2 and @�W D G on �� ; (6.54)

and W is periodic in X :

W.0; Y / D W.1; Y / and W 0
X .0; Y / D W 0

X .1; Y / for all Y:
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�e functions G 2 L2.��/ and F satisfy

Z

z�2

F dXdY C

Z

��

G dS D 0 (6.55)

and

jF.X; Y /j � Ce�bY for some b > 0:

�e orthogonality condition above implies that this solution decays exponentially

as Y ! 1:

jW.X; Y /j � Ce�aY for some a > 0: (6.56)

We now specify the boundary data for the model problems. Since ' satis-

�es '0
y.x; 0/ D 0 for all x, a Taylor expansion yields

'0
x.x; y/ D '0

x.x; 0/CO.y2/ D '0
x.x; 0/CO.ı2/

if y D ı�.x=ı/. Similarly,

'0
y.x; y/ D ı�.X/'00

yy.x; 0/CO.ı2/:

�us,

��1
m @�'.x; y/ D

�0.X/'0
x.x; 0/

�m
p

1C .�0.X//2
� ı

�.X/'00
yy.x; 0/

�m
p

1C .�0.X//2
CO.ı2/ (6.57)

for .x; y/ 2 � .

We now consider the variables X , Y , and x as independent. Equations (6.51)

and (6.52) together with (6.57) imply that

��X;Y V0 D 0 in z�2

and

On � rXY V0 D �
�0.X/'0

x.x; 0/

�m
p

1C .�0.X//2
on �� : (6.58)

It is clear that

Z

��

�0.X/'0
x.x; 0/

�m
p

1C .�0.X//2
dS.X/ D

'0
x.x; 0/

�m

Z 1

0

�0.X/ dX D 0:

�us equation (6.54) with F D 0 and G equal to the right-hand side of (6.58) has

a solution V0 decaying exponentially as Y ! 1. �e dependence on x can be

described as follows. Let V be the periodic (with respect to X) solution to (6.54)

with F D 0 and

G D
�0.X/

1C .�0.X//2
on �� : (6.59)
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�en

V0.X; Y I x/ D ���1
m V.X; Y /'

0
x.x; 0/

and

@xV0.X; Y I x/ D ���1
m V.X; Y /'

00
xx.x; 0/:

Similarly with above, equations (6.51), (6.52), and (6.57) also imply that

��X;Y V1 D 2@X@xV0.X; Y I x/ in z�2 (6.60)

and

On � rXY V1 D
�.X/'00

yy.x; 0/ � �0.X/@xV0.X; Y I x/

�m
p

1C .�0.X//2
on �� : (6.61)

Put F equal to the right-hand side of (6.60) and G equal to the right-hand side

of (6.61). We require the orthogonality condition in (6.55), so

0 D

Z

z�2

2@X@xV0.X; Y I x/ dXdY C

Z

��

G dS:

Furthermore, since �V D 0,

Z

z�2

@XV.X; Y / dXdY D

Z

��

V.X; �.X//
�0.X/

p

1C .�0.X//2
dS

D

Z

z�2

�V.X; Y /V .X; Y / dXdY

C

Z

z�2

rV.X; Y / � rV.X; Y / dXdY

D

Z

z�2

rV.X; Y / � rV.X; Y / dXdY:

(6.62)

�us

0 D

Z

z�2

2@X@xV0.X; Y I x/ dXdY C

Z

��

G dS

D ��1
m .�1'

00
xx.x; 0/ � �0'

00
yy.x; 0// �w0

0
y.x; 0/;

where

�0 D

Z 1

0

�.X/ dX and �1 D

Z 1

0

V.X; �.X//�0.X/ dX:
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We note here that �1 > 0 if V is nonzero (due to (6.62)), or equivalently, if � is

not identically constant. For the validity of (6.55), it is su�cient that

w0
0
y.x; 0/ D ��1

m .�1'
00
xx.x; 0/ � �0'

00
yy.x; 0// (6.63)

and we have therefore obtained that the function gw0
is given by the right-hand

side of (6.63) since @�w0 D �w0
0
y on the curve 0.

Now, from (6.31) it is clear that we wish to simplify the expression
Z

�2

.�mv'v C v' / dx:

With the current notation, v' D v and v is the corresponding solution to (6.48)

with  instead of '. Hence,
Z

�2

�mv'v dx D O.ı2/:

�us, we consider
Z

�2

v dx D ı

Z

�2

w0 dx C ı

Z

�2

V0 dx C ı2
Z

�2

V1 dx C � � �

From (6.56) it follows that the integrals involving V0 and V1 are of order O.ı2/.

For the �rst term,
Z

�2

w0 dx D

Z

�1

w0 dx �

Z

�1n�2

w0 dx;

where the second term is of order O.ı/. �e �rst term can be expressed as
Z

�1

w0 dx D

Z

@�1

@�w0 dS �

Z

�1

rw0 � r dx

D

Z

@�1

@�w0 dS C

Z

�1

w0� dx;

where we used the fact that @�' D 0 on @�1. Moreover, @�w0 D 0 at R. �is

implies that

�m

Z

�1

w0 dx D

Z

�

@�w0 dS

D � ��1
m

Z T

0

.�1'
00
xx.x; 0/ � �1'

00
yy.x; 0//dx

D ��1
m .�0 C �1/

Z T

0

'0
x.x; 0/ 

0
x.x; 0/ dx

C ��1
m .1� �m/�0

Z T

0

'.x; 0/ .x; 0/ dx;

where we used the fact that '00
xx C '00

yy D .1 � �m/' and integration by parts.
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�us, we have obtained an expression for the right-hand side of (6.31). More-

over, the representation of v in (6.50) implies that kK2B'k2 D O.ı2/. �is proves

that Proposition 6.18 holds.
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