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Dispersive estimates

for higher dimensional Schrödinger operators

with threshold eigenvalues

II: The even dimensional case

Michael Goldberg1 and William R. Green2

Abstract. We investigate L1.Rn/ ! L1.Rn/ dispersive estimates for the Schrödinger

operator H D �� C V when there is an eigenvalue at zero energy in even dimensions

n � 6. In particular, we show that if there is an eigenvalue at zero energy then there is a

time dependent, rank one operator Ft satisfying kFt kL1!L1 . jt j2� n
2 for jt j > 1 such

that

keitHPac � FtkL1!L1 . jt j1� n
2 ; for jt j > 1:

With stronger decay conditions on the potential it is possible to generate an operator-valued

expansion for the evolution, taking the form

eitHPac.H/ D jt j2� n
2A�2 C jt j1� n

2A�1 C jt j� n
2A0;

with A�2 and A�1 mapping L1.Rn/ to L1.Rn/ while A0 maps weighted L1 spaces to

weighted L1 spaces. The leading-order terms A�2 and A�1 are both �nite rank, and

vanish when certain orthogonality conditions between the potential V and the zero energy

eigenfunctions are satis�ed. We show that under the same orthogonality conditions, the

remaining jt j� n
2A0 term also exists as a map fromL1.Rn/ toL1.Rn/, hence eitHPac.H/

satis�es the same dispersive bounds as the free evolution despite the eigenvalue at zero.
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1. Introduction

In this paper we examine dispersive properties of the operator eitH , where H WD
��CV with V a real-valued potential on R

n. The spatial dimension may be any

even number n � 6, just as part I of this work, [13], considered odd dimensions

n � 5. This operator is the propagator of the Schrödinger equation

iut CHu D 0; u.x; 0/ D f .x/; (1)

as formally, one can write the solution to (1) as u.x; t/ D eitHf .x/.

When V D 0, one has the dispersive estimate keitH kL1!L1 . jt j� n
2 . This

can be easily seen by the representation

e�it�f .x/ D 1

.4�it/
n
2

Z

Rn

ei jx�yj2=4tf .y/ dy;

which one obtains through elementary properties of the Fourier transform. The

stability of dispersive estimates under perturbation by a short range potential, that

is for a Schrödinger operator of the formH D ��CV , where V is real-valued and

decays at spatial in�nity, is a well-studied problem. Where possible, the estimate

is presented in the form





eitHPac.H/






L1.Rn/!L1.Rn/
. jt j�n=2: (2)

Projection onto the continuous spectrum is needed as the perturbed Schrödinger

operator H may possess pure point spectrum that experiences no decay at large

times. Under relatively mild assumptions on the potential one has an L2 conser-

vation law for the operator eitH . In addition, if jV.x/j � C.1 C jxj/�ˇ for some

ˇ > 1 and is real-valued, the spectrum of H is composed of a �nite number of

non-positive eigenvalues and purely absolutely continuous spectrum on .0;1/,

see [25].
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The history of this problem is more thoroughly discussed in part I [13]. We

recall brie�y that the �rst results in the direction of (2), Rauch [24], Jensen and

Kato [19], Jensen [17, 18], and Murata [23], studied mappings between weighted

L2.Rn/ in place of L1.Rn/ and L1.Rn/. Estimates precisely of the form in (2)

are studied in [22, 29, 26, 14, 27, 15, 4, 6, 3, 16] by a number of authors in various

dimensions, and with di�erent characterizations of the potential V.x/ respectively.

The �rst result on these global, L1 ! L1, dispersive estimates was the work of

Journé, So�er and Sogge [22]. Much of the more recent work has its roots in the

work of Rodnianski and Schlag [26]. For a more detailed history, see the survey

paper [28].

Our main concern is the e�ect of obstructions at zero energy on the time decay

of the evolution. Jensen and Kato [19] showed that in three dimensions, if there

is a resonance at zero energy then the propagator eitHPac.H/ (as an operator

between polynomially weightedL2.R3/ spaces) has leading order decay of jt j�1=2

instead of jt j�3=2. In general the same e�ect occurs if zero is an eigenvalue, even

thoughPac.H/ explicitly projects away from the associated eigenfunction. Global

L1 ! L1 dispersive estimates are known in all lower dimensions when zero is not

a regular point of the spectrum, due to Yajima, Erdoğan, Schlag and the authors

in various combinations, see [14, 10, 30, 9, 12, 7, 5]. The goal of this work is to

extend these studies to all higher dimension n > 3.

In dimensions �ve and higher resonances at zero do not occur. In [17] Jensen

obtained leading order decay at the rate jt j2� n
2 as an operator on weighted L2.Rn/

spaces if zero is an eigenvalue. For n � 5, the subsequent terms of the asymptotic

expansion have decay rates jt j1� n
2 and jt j� n

2 and map between more heavily

weighted L2.Rn/ spaces. We are able to recover the same structure of time decay

with respect to mappings fromL1.Rn/ toL1.Rn/, with a �nite-rank leading order

term and a remainder that belongs to weighted spaces. In fact, our results imply

Jensen’s results on weighted L2.Rn/ spaces with reduced weights. Perhaps the

most surprising result we prove is the full dispersive estimate (2) holds without

any spatial weights if the zero-energy eigenfunctions satisfy two orthogonality

conditions, see Theorem 1.2 part (3) below.

In addition we note that there has been much study of the wave operators,

which are de�ned by strong limits on L2.Rn/,

W˙ D s-lim
t!˙1

eitHeit�:

The Lp boundedness of the wave operators, see [31, 11, 21], relates to dispersive

estimates by way of the ‘intertwining property,’ which allows us to translate certain
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mapping properties of the free propagator to the perturbed operator,

f .H/Pac D W˙f .��/W �
˙:

The identity is valid for Borel functions f . In dimensions n � 5, boundedness of

the wave operators on Lp for n
n�2

< p < n
2

in the presence of an eigenvalue at

zero was established by Yajima [31] in odd dimensions, and Finco and Yajima [11]

in even dimensions. In particular, with p0 the conjugate exponent satisfying
1
p

C 1
p0 D 1, the boundedness of the wave operators imply the mapping estimate

keitHPac.H/kLp!Lp0 . jt j� n
2

C n
p :

Roughly speaking, the range of p in the wave operator results yield a time decay

rate of jt j� n
2

C2C. Similar results in lower dimensions can be found in [30, 21].

The main results in this paper mirror the ones obtained in odd dimensions [13]

and we will use the same notation and conventions where possible. Our work here

is mostly self-contained; we have omitted proofs that are proved verbatim, or those

that require only minor modi�cations of those in [13]. To state our main results,

de�ne a smooth cut-o� function �.�/ with �.�/ D 1 if � < �1=2 and �.�/ D 0 if

� > �1, for a su�ciently small 0 < �1 � 1. Further de�ne hxi WD .1C jxj/, then

we use the notation for weighted Lp spaces

kf kLp;� WD k.1C jxj/�f kp

and the abbreviations a� WD a � � and aC WD a C � for a small, but �xed, � > 0.

We prove the following low energy bounds.

Theorem 1.1. Assume that n � 6 is even, jV.x/j . hxi�ˇ , for some ˇ > n and

that zero is not an eigenvalue of H D ��C V on R
n. Then,

keitH�.H/Pac.H/kL1!L1 . jt j� n
2 :

Theorem 1.2. Assume that n � 6 is even, jV.x/j . hxi�ˇ , and that zero is an

eigenvalue of H D �� C V on R
n. The low energy Schrödinger propagator

eitH�.H/Pac.H/ possesses the following structure.

(1) Suppose that there exists  2 NullH such that
R

Rn V dx 6D 0. Then there

is a rank-one time dependent operator kFtkL1!L1 . jt j2� n
2 such that for

jt j > 1;
eitH�.H/Pac.H/ � Ft D E1.t /:

Where, kE1kL1!L1 D o.jt j2� n
2 / if ˇ > n and kE1kL1!L1 D O.jt j1� n

2 / if

ˇ > nC 4.
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(2) Suppose that
R

Rn V dx D 0 for each  2 NullH but
R

Rn xjV dx 6D 0

for some  and some j 2 Œ1; : : : ; n�. Then there exists a �nite-rank time

dependent operatorGt satisfying kGt kL1!L1 . jt j1� n
2 such that for jt j > 1,

eitH�.H/Pac.H/ � Gt D E2.t /:

Where, kE2kL1!L1 D O.jt j1� n
2 / and kE2kL1;0C!L1;0� D o.jt j1� n

2 / if

ˇ > nC 4 and kE2kL1;1!L1;�1 D O.jt j� n
2 / if ˇ > nC 8.

(3) Suppose ˇ > n C 8 and that
R

Rn V dx D 0 and
R

Rn xjV dx D 0 for all

 2 NullH and all j 2 Œ1; : : : ; n�. Then





eitH�.H/Pac.H/






L1!L1 . jt j� n
2

We note that the assumption that
R

Rn V dx D 0 for each  2 NullH is

equivalent to assuming that the operator PeV1 D 0 with Pe the projection onto

the zero-energy eigenspace. Further,
R

Rn xjV dx D 0 for each j D 1; 2; : : : ; n

is equivalent to assuming the operator PeVx D 0.

These results are fashioned similarly to the asymptotic expansions in [17], with

particular emphasis on the behavior of the resolvent of H at low energy. If one

assumes greater decay of the potential, then it becomes possible to carry out the

resolvent expansion to a greater number of terms, which permits a more detailed

description of the time decay of eitH�.H/Pac.H/. We note that while Ft and

Gt above have a concise construction, expressions for higher order terms in the

expansion are unwieldy enough to discourage writing out an exact formula.

The extension to the main theorem is as follows.

Corollary 1.3. If jV.x/j . hxi�n�8�, and there is an eigenvalue of H at zero

energy, then we have the operator-valued expansion

eitH�.H/Pac.H/ D cjt j2� n
2PeV1VPe C jt j1� n

2A�1 C jt j� n
2A0.t /: (3)

There exist uniform bounds for PeV1VPe W L1 ! L1, A�1 W L1 ! L1, and

A0.t / W L1;2 ! L1;�2. The operator PeV1VPe is a rank one operator and A�1 is

�nite rank. Furthermore, if PeV1 D 0, then A0.t / W L1;1 ! L1;�1. If PeV1 D 0

and PeVx D 0 then A�1 vanishes and A0.t / W L1 ! L1 uniformly in t .

We note that this expansion could continue inde�nitely in powers of jt j� n
2 �k,

k 2 N. The operators would be �nite rank between successively more heavily

weighted spaces and it would require more decay on the potential V . We do not

pursue this issue.
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High energy dispersive bounds in dimension n � 4 require more assumptions

on the smoothness of the potential, which was shown in the counterexample

constructed by the �rst author and Visan in [15]. In contrast the present work

is concerned with the e�ect of zero energy eigenvalues, which is strictly a low

energy issue. Accordingly our theorems stated above use the low-energy cut-o�

�.H/ so that no di�erentiability on the potential is required.

As in odd dimensions, we note that the estimates we prove can be combined

with the large energy estimates in, for example, [31, 11] to prove analogous state-

ments for the full evolution eitHPac.H/without the low-energy cut-o�. The work

cited above assumes that the polynomially weighted Fourier transform of V satis-

�es

F.hxi2�V / 2 Ln�.Rn/ for � >
1

n�
D n� 2

n� 1
:

Roughly speaking, this corresponds to having more than n�3
2

C n�3
n�2

derivatives

of V in L2.

The statements of our main results are identical to those given in the companion

paper, [13] for odd dimensions n � 5. The analysis for even dimensions in this

paper proceeds along similar lines, but is technically more challenging. One

reason for this is the appearance of the logarithms in the expansions and the

inability to write a closed-form expression for the resolvents, see (7) below.

The limiting resolvent operators are de�ned as

R˙
V .�

2/ D lim
�!0C

.��C V � .�2 ˙ i�//�1:

These operators are well-de�ned on certain weighted L2.Rn/ spaces, see [2].

In fact, there is a zero energy eigenvalue precisely when this operator becomes

unbounded as � ! 0. While the number of spatial dimensions does not appear

explicitly in the expression above, the behavior of resolvents for small � is strongly

shaped by whether n is odd or even. When odd dimensional resolvents are

expanded in powers of �, one has the operator-valued expansion

RC
V .�

2/ D A

�2
C B

�
CO.1/; 0 < � < �1 � 1:

In even dimensions one has expansions in terms of �k.log�/`. For instance,

in [7] it was shown that in R
2 if there is a zero energy eigenvalue that one has

the operator-valued expansion (for 0 < � < �1)

RC
V .�

2/ D A

�2
C B

�2.a log�C z/
CO.��2.log�/�2/; a 2 R n ¹0º; z 2 C n R:
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If, in addition, one assumes that there are no zero-energy resonances (solutions to

H D 0 with  … L2.R2/ but  2 L1.R2/), one has the expansion

RC
V .�

2/ D A

�2
C .a log�C z/B CO..log�/�1/;

with di�erent constants a; z and a di�erent operator B . We give only results for

RC
V sinceR�

V .�
2/ D RC

V .�
2/. In [5] it was shown that the resolvents in four-spatial

dimensions have similar, though not identical, expansions as those written above

for two dimensions. In these lower dimensions it is known that, whether zero is

an eigenvalue or not, time decay of the Schrödinger evolution is faster if there is

not a resonance at zero, see [23, 10, 30, 28, 7, 8, 5] for example.

As usual (cf. [26, 14, 27]), the dispersive estimates follow by considering the

operator eitH�.H/Pac.H/ as an element of the functional calculus of H . Using

the Stone formula, and the standard change of variables � 7! �2, we have

eitH�.H/Pac.H/f .x/ D 1

2�i

Z 1

0

eit�2

��.�/ŒRC
V .�

2/ � R�
V .�

2/�f .x/ d�;

with the di�erence of resolvents R˙
V .�

2/ providing the absolutely continuous

spectral measure. For � > 0 (and if also at � D 0 if zero is a regular point

of the spectrum) the resolvents are well-de�ned on certain weighted L2 spaces.

The key issue when zero energy is not regular is to control the singularities in the

spectral measure as � ! 0.

Here R˙
V .�

2/ are operators whose integral kernel we write as R˙
V .�

2/.x; y/.

That is, the action of the operator is de�ned by

R˙
V .�

2/f .x/ D
Z

Rn

R˙
V .�

2/.x; y/f .y/ dy:

The analysis in this paper focuses on bounding the oscillatory integral
Z 1

0

eit�2

��.�/ŒRC
V .�

2/ �R�
V .�

2/�.x; y/ d� (4)

in terms of x; y and t . A uniform bound of the form supx;y j(4)j . jt j�˛ would

give us an estimate on eitHPac.H/ as an operator fromL1 ! L1. We leave open

the option of dependence on x and y to allow for estimates between weighted L1

and weighted L1 spaces. That is, an estimate of the form j(4)j . jt j�˛hxi� 0 hyi�

implies an estimate for eitHPac.H/ as an operator from L1;� to L1;�� 0

.

The paper is organized as follows. We begin in Section 2 by developing

expansions for the free resolvent and develop necessary machinery to understand

the spectral measureE 0.�/ D 1
2�i
ŒRC

V .�
2/�R�

V .�
2/�. In Section 3, we prove dis-

persive estimates for the �nite Born series series (44), which is the portion of the
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low energy evolution that is una�ected by zero-energy eigenvalues. Each of these

terms experiences time decay of order jt j� n
2 , consistent with the generic disper-

sive estimate (2). Next, in Section 4 we prove dispersive estimates for the tail of

the Born series (45), which is the portion of the evolution that is sensitive to the

existence of zero-energy eigenvalues and to the eigenspace orthogonality condi-

tions speci�ed in Theorem 1.2. Finally, in Section 5 we provide a characterization

of the spectral subspaces of L2 related to the zero energy eigenspace and provide

technical integral estimates required to establish the dispersive bounds.

2. Resolvent Expansions

In this section we �rst develop expansions for the integral kernels of the free

resolvents R˙
0 .�

2/ WD .�� � .�2 ˙ i0//�1 to understand the perturbed resolvent

operators R˙
V .�

2/ WD .��C V � .�2 ˙ i0//�1 with the aim of understanding the

spectral measure in (4).

In developing these expansions we employ the following notation used in [13]

when considering odd spatial dimensions. We write

f .�/ D zO.g.�//

to indicate that

d j

d�j
f .�/ D O

� d j

d�j
g.�/

�

:

If the relationship holds only for the �rst k derivatives, we use the notation

f .�/ D zOk.g.�//. With a slight abuse of notation, we may write f .�/ D zO.�k/

for an integer k, to indicate that dj

d�j f .�/ D O.�k�j /. This distinction is

particularly important for when k � 0 and j > k.

Writing the free resolvent in terms of the Hankel functions we have

R0.z/.x; y/ D i

4

� z1=2

2�jx � yj
�

n
2

�1

H
.1/
n
2

�1
.z1=2jx � yj/: (5)

Here H
.1/
n
2

�1
.�/ is the Hankel function of the �rst kind. When n is even we have

the Hankel function of integer order, which cannot be expressed in closed form.

This stands in contrast to the odd dimensional free resolvents which possess a

closed form expansion composed of �nitely many terms, see for example [17].

That di�erence, along with the appearance of the logarithm in the expansion (7)

often makes the even dimensional case more technically di�cult.
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We note that

H
.1/
n
2

�1
.z/ D Jn

2
�1.z/C iYn

2
�1.z/;

where Jn
2

�1 and Yn
2

�1 are the Bessel functions of integer order. We note the small

jzj � 1 expansions for the Bessel functions (c.f. [1])

Jn
2

�1.z/ D
�z

2

�
n
2 �1

1
X

kD0

.� z2

4
/k

kŠ�.n
2

C k/
(6)

and

Yn
2

�1.z/ D �1
�.2z/

n
2

�1

n
2

�2
X

kD0

.n
2

� k � 2/Š
kŠ

�z2

4

�k

C 2

�
log.z=2/Jn

2
�1.z/

� z
n
2

�1

�2
n
2

�1

1
X

kD0

°

 .k C 1/C  
�n

2
C k C 2

�± .�1
4
z2/

kŠ.n
2

� 1C k/Š

(7)

In addition, one has the large jzj & 1 expansion

Jn
2

�1.z/ D eiz!C.z/C e�iz!�.z/; !˙.z/ D zO.z� 1
2 /: (8)

A similar expansion is valid for Yn
2

�1.z/with di�erent functions!˙.z/ that satisfy

the same bounds. In fact, such an expansion is valid for any Bessel function of

integer or half-integer order for jzj & 1.

Recall that R�
0 .�

2/ D RC
0 .�

2/. In particular, using the expansions of the

Bessel functions (6) and (7) in (5) with z D �jx�yj, we use the following explicit

representation for the kernel of the limiting resolvent operators R˙
0 .�

2/ (see, e.g.,

[17]). In particular,

RC
0 .�

2/.x; y/ D
1

X

j D0

1
X

kD0

�2j .log�/kGk
j ; (9)

which is valid when �jx � yj � 1 for operators Gk
j which are de�ned by

G0
j D

8

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

:

cj jx � yj2C2j �n 0 � j � n
2

� 2;

.aj C ibj /jx � yj2C2j �n j � n
2

� 1;

Ccj jx � yj2C2j �n log jx � yj;
(10)

and

G1
j D

8

<

:

0 0 � j � n
2

� 2;
bj jx � yj2C2j �n j � n

2
� 1;

(11)

where aj ; bj ; cj 2 R and bj ¤ 0.
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It is worth noting that G0
0 D .��/�1. To make the expansions more usable for

the purposes of this paper, when j � n
2

� 1, we break the operators into real and

imaginary parts. We de�ne

Gr
j D aj jx � yj2Cj �n C cj jx � yj2Cj �n log jx � yj; (12)

Gc
j D bj jx � yj2Cj �n: (13)

We choose to use this representation since it allows us to separate operators by the

size of its � dependence as � ! 0 and explicitly identify the imaginary parts of

the expansion.

In addition, the following functions of � occur naturally in the expansion.

gC
1 .�/ D �n�2.a1 log�C z1/;

gC
2 .�/ D �n.a2 log�C z2/;

gC
3 .�/ D �nC2.a3 log�C z3/

with aj 2 R n ¹0º and zj 2 C n R. In addition, we have that

g�
j .�/ D gC

j .�/;

and

gC
j .�/ � g�

j .�/ D 2=.zj /�n�4C2j ; j D 1; 2; 3: (14)

It is worth noting that from the expansions of the Bessel functions, (7), we

have

g˙
1 .�/G

c
n�2 C �n�2Gr

n�2 D �n�2.A˙
1 C A2 log.�jx � yj//; (15)

g˙
2 .�/G

c
n C �nGr

n D �n�2.�jx � yj/2.B˙
1 C B2 log.�jx � yj// (16)

g˙
3 .�/G

c
nC2;C�nC2Gr

nC2 D �n�2.�jx � yj/4.C˙
1 C C2 log.�jx � yj//; (17)

for some constantsA˙
1 ; A2; B

˙
1 ; B2; C

˙
1 ; C2. This follows from (5) and the expan-

sions (6), (7). In particular, we note that the logarithmic factors occur from the

log.z=2/Jn
2

�1.z/ terms, which naturally factor to this form.

De�ne the function log�.z/ WD ��¹0<z< 1
2 º log.z/. Here we note that

j.1C log.�jx � yj//�.�jx � yj/�.�/j . 1C j log�j C log�.jx � yj/: (18)

This can be seen by considering the cases of jx�yj < 1 and jx�yj > 1 separately.



Dispersive estimates for Schrödinger operators. Even dimensions 43

Lemma 2.1. For � � �1, we have the expansion(s) for the free resolvent,

R˙
0 .�

2/.x; y/ D G0
0 C �2G0

1 C � � � C �n�4G0
n
2

�2
CE˙

0 .�/;

where

E˙
0 .�/ D .1C log�.jx � yj// zOn

2 �1.�
n�2.1C log�//:

Further, for 0 < ` < 2,

E˙
0 .�/ D g˙

1 .�/G
c
n�2 C �n�2Gr

n�2 CE˙
1 .�/;

with

E˙
1 .�/ D jx � yj` zOn

2
�1.�

n�2C`/:

Further,

E˙
1 .�/ D g˙

2 .�/G
c
n C �nGr

n CE˙
2 .�/;

with

E˙
2 .�/ D jx � yj2C` zOn

2
C1.�

nC`/;

Finally,

E˙
2 .�/ D g˙

3 .�/G
c
nC2 C �nC2Gr

nC2 CE˙
3 .�/;

with

E˙
3 .�/ D jx � yj4C` zOn

2
C3.�

nC2C`/:

Proof. Using the expansion (9) when �jx � yj � 1, one has

R˙
0 .�

2/ D G0
0 C

n�4
2

X

j D1

�2jG0
j C g˙

1 .�/G
c
n�2 C �n�2Gr

n�2 C g˙
2 .�/G

c
n

C �nGr
n C g˙

3 .�/G
c
nC2 C �nC2Gr

nC2

C zO.�n�2.�jx � yj/6 log.�jx � yj//

(19)

This can, of course, be truncated earlier. ForE˙
0 .�/we note that for �jx�yj � 1,

E˙
0 .�

2/ D �g˙
1 .�/G

c
n�2 � �n�2Gr

n�2 C zO.�n�2.�jx � yj/2 log.�jx � yj//

For the �rst two terms, using (15) and (18), we note that

�n�2Gr
n�2 C g˙

1 .�/G
c
n�2 D �n�2.A˙

1 C A2 log.�jx � yj//
D .1C log� jx � yj/ zOn

2 �1.�
n�2.1C log�//:
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The remaining error bounds for �jx � yj � 1 are clear from (19), noting that

zO.�n�2.�jx � yj/2 log.�jx � yj// D zO.�n�2.�jx � yj/`//

for any 0 � ` < 2.

On the other hand, if �jx�yj & 1 then the asymptotic expansion of the Hankel

functions in (5), see (8) or [1], yield

R˙
0 .�

2/ D e˙i�jx�yj �
n�2

2

jx � yj n�2
2

!˙.�jx � yj/ (20)

where !˙.z/ D zO.z� 1
2 /. Here, di�erentiation in � in is comparable to either

division by � or multiplication by jx � yj. So that for 0 � k � n
2

� 1,

j@k
�R

˙
0 .�

2/.x; y/j .
�

n�3
2

jx � yj n�1
2

.��k C jx � yjk/

. �
n�3

2 jx � yjkC 1�n
2 . �n�2�k :

(21)

Where we used jx � yj�1 . �. If k � n
2
, we note that multiplication by jx � yj

dominates division by � in (21), and we have

j@k
�R

˙
0 .�

2/.x; y/j . �
n�3

2 jx � yjkC 1�n
2 . �

n�3
2 jx � yj 1

2
Ck : (22)

The bound for E˙
0 .�/ follows from the bounds here and the fact that

E˙
0 .�/ D R˙

0 .�
2/ �G0

0 � �2G0
1 � � � � � �n�4G0

n
2

�2
:

For these terms, we note that for �jx � yj & 1 and j � n
2

� 2 we have

j@k
��

2jG0
j j .

8

<

:

�2j �k jx � yj2�n�2j k < 2j;

0 k � 2j
. �n�2�k: (23)

For the other error terms, we note that

E˙
1 .�/ D E˙

0 .�/C g˙
1 .�/G

c
n�2 C �n�2Gr

n�2;

E˙
2 .�/ D E˙

1 .�/C g˙
2 .�/G

c
n C �nGr

n;

E˙
3 .�/ D E˙

2 .�/C g˙
3 .�/G

c
nC2 C �nC2Gr

nC2;

For these terms, using (15), we note that when �jx � yj & 1,

�n�2Gr
n�2 Cg˙

1 .�/G
c
n�2 D �n�2.A˙

1 CA2 log.�jx�yj// D jx�yj0C zO.�n�2C/:
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Similarly, using (16),

�nGr
n C g˙

2 .�/G
c
n D �njx � yj2.B˙

1 C B2 log.�jx � yj// D jx � yj2C zO.�nC/;

and using (17)

�nC2Gr
nC2 C g˙

3 .�/G
c
nC2 D �nC2jx � yj4.C˙

1 C C2 log.�jx � yj//

D jx � yj4C zO.�nC2C/:

Finally, we note that for �jx � yj & 1, it is acceptable to multiply upper bounds

by powers of �jx � yj . For E˙
j .�/, j D 1; 2, we note that for ˛ � 0 we have,

j@k
�R

˙
0 .�

2/.x; y/j . .�jx � yj/˛
8

<

:

�n�2�k k � n
2

� 1;
�

n�3
2 jx � yj 1

2
Ck k � n

2
:

(24)

The bounds then follow from selecting di�erent values of ˛. �

Corollary 2.2. We have the expansion

R˙
0 .�

2/.x; y/ D G0
0 C �2G0

1 C � � � C �n�4G0
n
2 �2

C g˙
1 .�/G

c
n�2 C �n�2Gr

n�2

C jx � yj 1
2

C˛ zOn
2
.�n� 3

2
C˛/

for 0 � ˛ < 3
2
.

The hypotheses of the lemma below are not optimal, but su�ce for our pur-

poses.

Lemma 2.3. If jV.x/j . hxi� nC1
2 �, � > 1

2
and � � n�3

4
, then

k.R˙
0 .�/

2V /��1.y; �/R0.�; x/kL
2;��
y

. h�i� n�3
2 :

uniformly in x.

Proof. We note the bound

jR˙
0 .�

2/.x; y/j .
1

jx � yjn�2
C �

n�3
2

jx � yj n�1
2

;

which follows from the asymptotic expansion (20) when �jx � yj & 1 and the

fact that jR˙
0 j . jG0

0 j . jx � yj2�n for �jx � yj � 1. The proof follows as in

Lemma 2.2 in the odd dimensional case, [13], by repeated use of Lemma 5.10. �
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We use the symmetric resolvent identity, which is valid for =.�/ > 0,
R˙

V .�
2/ D R˙

0 .�
2/ �R˙

0 .�
2/vM˙.�/�1vR˙

0 .�
2/; (25)

with U the sign of V , v D jV j1=2, and w D Uv. We need to invert

M˙.�/ D U C vR˙
0 .�

2/v

as an operator on L2.Rn/.

Lemma 2.3 allows us to make sense of the symmetric resolvent identity,

provided jV.x/j . hxi� n�1
2

�, by iterating the standard resolvent identity

R˙
V .�

2/ D R˙
0 .�

2/ �R˙
0 .�

2/VR˙
V .�

2/ D R˙
0 .�

2/ �R˙
V .�

2/VR˙
0 .�

2/

at least n�3
4

times on both sides of M˙.�/�1 in (25) to get to a polynomially

weighted L2 space, which multiplication by v then maps into L2.

In contrast to the odd dimensional case, [13], the expansions for the free

resolvent in Lemma 2.1 are useful for understanding the operators M˙.�/�1, but

more care is required for the dispersive estimates. The logarithmic nature of the

resolvent causes certain technical di�culties, see Sections 3 and 4.

Our main tool used to invert M˙.�/ D U C vR˙
0 .�

2/v for small � is the

following lemma (see Lemma 2.1 in [20]).

Lemma 2.4. LetA be a closed operator on a Hilbert spaceH and S a projection.

SupposeACS has a bounded inverse. ThenA has a bounded inverse if and only if

B WD S � S.AC S/�1S

has a bounded inverse in SH, and in this case

A�1 D .AC S/�1 C .AC S/�1SB�1S.AC S/�1:

We use the following terminology.

De�nition 2.5. We say an operator K W L2.Rn/ ! L2.Rn/ with kernel K.�; �/ is

absolutely bounded if the operator with kernel jK.�; �/j is bounded from L2.Rn/

to L2.Rn/.

We recall the de�nition of the Hilbert–Schmidt norm of an operator K with

integral kernel K.x; y/ ,

kKkHS D
� “

R2n

jK.x; y/j2 dx dy
�

1
2

:

We note that Hilbert–Schmidt and �nite rank operators are immediately absolutely

bounded.
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Lemma 2.6. Assuming that v.x/ . hxi�ˇ . If ˇ > n
2

C ` for any 0 < ` < 2, then

we have

M˙.�/ D U C vG0
0v C

n�4
2

X

j D1

�2jvG0
j v C g˙

1 .�/vG
c
n�2v

C �n�2vGr
n�2v CM˙

0 .�/;

(26)

Where the operators G0
j , Gr

j and Gc
j are absolutely bounded with real-valued

kernels. Further,

n
2

�1
X

j D0

k sup
0<�<�1

�j C2�n�`@
j

�
M˙

0 .�/kHS . 1: (27)

If ˇ > n
2

C 2C `, for 0 < ` < 2, then

M˙
0 .�/ D g˙

2 .�/vG
c
nv C �nvGr

nv CM˙
1 .�/; (28)

with

n
2

X

j D0

k sup
0<�<�1

�j �n�`@
j

�
M˙

1 .�/kHS . 1: (29)

If ˇ > n
2

C 4C `, then for 0 < ` < 2

M˙
1 .�/ D g˙

3 .�/vG
c
nC2v C �nC2vGr

nC2v CM˙
2 .�/ (30)

with

n
2

X

j D0

k sup
0<�<�1

�j �2�n�`@
j

�
M˙

2 .�/kHS . 1: (31)

Proof. The proof follows from the de�nition of the operators M˙.�/ and the

expansion for the free resolvent in Lemma 2.1. The bound on the error terms

follows from the fact that if k > �n
2

then hxi�ˇ jx � yjk.1C log jx � yj/hyi�ˇ is

bounded in Hilbert–Schmidt norm. To see this we note that the kernel is bounded

by the sum hxi�ˇ jx � yjkChyi�ˇ C hxi�ˇ jx � yjk�hyi�ˇ which are Hilbert–

Schmidt provided ˇ > n
2

C k. �

Remark 2.7. The error estimates here can be more compactly summarized as

M˙
0 .�/ D zOn

2
�1.�

n�2C`/; M˙
1 .�/ D zOn

2
.�nC`/; M˙

2 .�/ D zOn
2
.�nC2C`/

as absolutely bounded operators on L2.Rn/, for 0 < � < �1.
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We note that U C vG0
0v is not invertible if there is an eigenvalue at zero, see

Lemma 5.1. De�ne S1 to be the Riesz projection onto the kernel of U C vG0
0v as

an operator on L2.Rn/. Then the operator U C vG0
0v C S1 is invertible on L2,

and we may de�ne

D0 WD .U C vG0
0v C S1/

�1: (32)

We note that U C vG0
0v is a compact perturbation of the invertible operator U ,

hence S1 is �nite rank by the Fredholm alternative. This operator can be seen

to be absolutely bounded exactly as in the odd dimensional case, see Lemma 2.7

in [13].

Lemma 2.8. If v.x/ . hxi� nC1
2

�, then the operatorD0 is absolutely bounded in

L2.Rn/.

We will apply Lemma 2.4 with A D M˙.�/ and S D S1, the Riesz projection

onto the kernel of U C vG0
0v. Thus, we need to show that M˙.�/ C S1 has a

bounded inverse in L2.Rn/ and

B˙.�/ D S1 � S1.M
˙.�/C S1/

�1S1 (33)

has a bounded inverse in S1L
2.Rn/.

Lemma 2.9. Suppose that zero is not a regular point of the spectrum of H D
��C V , and let S1 be the corresponding Riesz projection on the the zero energy

eigenspace. The for su�ciently small �1 > 0, the operators M˙.�/ C S1 are

invertible for all 0 < � < �1 as bounded operators on L2.Rn/. Further, for any

0 < ` < 2, if ˇ > n
2

C ` then we have the following expansions:

.M˙.�/C S1/
�1 D D0 C

n�4
2

X

j D1

�2jC2j � g˙
1 .�/D0vG

c
n�2vD0

C �n�2Cn�2 C zM˙
0 .�/

where zM˙
0 .�/ satis�es the same bounds as M˙

0 .�/ and the operators Ck are

absolutely bounded onL2 with real-valued kernels. Further, if ˇ > n
2

C2C` then

zM˙
0 .�/ D �g˙

2 .�/D0vG
c
nvD0 C �2g˙

1 .�/C
1
n C �nCn C zM˙

1 .�/;

where C 1
n D D0vG

c
n�2vD0vG

0
1vD0 CD0vG

0
1vD0vG

c
n�2vD0, and zM˙

1 .�/ satis-

�es the same bounds as M˙
1 .�/. Finally, if ˇ > n

2
C 4C ` then

zM˙
1 .�/ D �g˙

3 .�/D0vG
c
nC2vD0 C �2g˙

2 .�/C
1
nC2 C �4g˙

1 .�/C
2
nC2

C �nC2CnC2 C zM˙
2 .�/;
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with CnC2; C
1
nC2; C

2
nC2 absolutely bounded operators with real-valued kernels

and zM˙
2 .�/ satis�es the same bounds as M˙

2 .�/.

Proof. We use a Neumann series expansion. We show the case of MC and omit

the superscript, the ‘�’ case follows similarly. Using (26) we have

ŒM.�/C S1�
�1

D
h

U C vG0v C S1 C
n�4

2
X

j D1

�2jvG0
j v C g1.�/vG

c
n�2v

C �n�2vGr
n�2v CM0.�/

i�1

D D0

h

1 C
n�4

2
X

j D1

�2jvG0
j vD0 C g1.�/vG

c
n�2vD0

C �n�2vGr
n�2vD0 CM0.�/D0

i�1

D D0 � �2D0vG
0
1vD0 C

n�4
2

X

j D2

�2jC2j � g1.�/vG
c
n�2vD0 � �n�2vGr

n�2vD0

�D0M0.�/D0

C �2ŒD0vG
0
1vD0Œg1.�/vG

c
n�2v C �n�2vGr

n�2 CM0.�/�D0

CD0Œg1.�/vG
c
n�2v C �n�2vGr

n�2 CM0.�/�D0vG
0
1vD0�C zM2.�/:

One can �nd explicitly the operators Ck in terms ofD0 and the operators G0
k
, but

this is not worth the e�ort. The operator C2 D D0vG
0
1vD0 is important due to its

relationship with the projection onto the zero energy eigenspace, see Lemma 5.3.

What is important in our analysis in Section 4 are the imaginary parts, that is

the terms that arise with the functions g1.�/, g2.�/ or g3.�/. The �rst of these

occurs from

D0Œg1.�/vG
c
n�2v C �n�2vGr

n�2v CM0.�/�D0:

This provides an most singular term of size �n�2 log� as � ! 0. The next �n log�

term arises from the contribution of the D0vM0.�/vD0 term or the ‘x2’ term in

the Neumann series, that is the term with both G0
1 and Gc

n�2. The error bounds

follow from the bounds in Lemma 2.6 and the Neumann series expansion above.

For the longer expansions, one needs to use more terms in the Neumann series

and take more care with ‘x2’ and ‘x3’ terms that arise. �
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Remark 2.10. We note here that is zero is regular the above Lemma su�ces to

establish the dispersive estimates using the techniques in Sections 3 and 4. In this

case, S1 D 0, D0 D .U C vG0v/
�1 is still absolutely bounded and we have the

expansion

M˙.�/�1 D D0 C
n�4

2
X

j D1

�2jC2j � g˙
1 .�/D0vG

c
n�2vD0 C �n�2Cn�2 C zM˙

0 .�/;

with C2j real-valued, absolutely bounded operators.

Now we turn to the operators B˙.�/ for use in Lemma 2.4. Recall that

B˙.�/ D S1 � S1.M
˙.�/C S1/

�1S1;

and that S1D0 D D0S1 D S1. Thus

B˙.�/ D S1 � S1

h

D0 C
n�4

2
X

j D1

�2jC2j � g˙
1 .�/D0vG

c
n�2vD0

C �n�2Cn�2 C zM˙
0 .�/

i

S1

D �
n�4

2
X

j D1

�2jS1C2jS1 C g˙
1 .�/S1vG

c
n�2vS1

� �n�2S1Cn�2S1 � S1
zM˙

0 .�/S1

D ��2S1vG
0
1vS1 �

n�4
2

X

j D2

�2jS1C2jS1 C g˙
1 .�/S1vG

c
n�2vS1

� �n�2S1Cn�2S1 � S1
zM˙

0 .�/S1:

(34)

So that the invertibility of B˙.�/ hinges upon the invertibility of the operator

S1vG
0
1vS1, which is established in Lemma 5.2 below. Accordingly, we de�ne

D1 WD .S1vG
0
1vS1/

�1 as an operator on S1L
2. Noting that D1 D S1D1S1, it is

clear that D1 is absolutely bounded.

Lemma 2.11. We have the following expansions, if ˇ > n
2

C ` for 0 < ` < 2 then

B˙.�/
�1 D �D1

�2
C

n�4
2

X

j D2

�2j �4B2j C g˙
1 .�/

�4
D1vG

c
n�2vD1

C �n�6Bn�2 C zB˙
0 .�/;



Dispersive estimates for Schrödinger operators. Even dimensions 51

where zB˙
0 .�/ satis�es the same bounds as ��4M˙

0 .�/ and the operators Bk are

absolutely bounded onL2 with real-valued kernels. Further, if ˇ > n
2

C2C` then

zB˙
0 .�/ D g˙

2 .�/

�4
D1vG

c
nvD1 C g˙

1 .�/

�2
B1

n C �n�4Bn C zB˙
1 .�/;

where

B1
n D D1vG

c
n�2vD0vG

0
1vD1 CD1vG

0
1vD0vG

c
n�2vD1

CD1C4D0vG
c
n�2vD1 CD1vG

c
n�2vD0C4D1;

and zB˙
1 .�/ satis�es the same bounds as ��4M˙

1 .�/. Finally, if ˇ > n
2

C 4C `

zB˙
1 .�/ D g˙

3 .�/

�4
B1

nC2 C g˙
2 .�/

�2
B2

nC2 C g˙
1 .�/B

3
nC2 C �n�2B4

nC2 C zB˙
2 .�/;

with B
j
nC2 absolutely bounded operators with real-valued kernels, and zB˙

2 .�/

satis�es the same bounds as ��4M˙
2 .�/.

Proof. As usual we consider the ‘C’ case and omit subscripts, the ‘�’ case follows

similarly. We begin by noting that

B.�/�1 D
h

��2S1vG
0
1vS1 �

n�4
2

X

j D2

�2jS1C2jS1 � g˙
1 .�/S1vG

c
n�2vS1

C �n�2S1Cn�2S1 � S1
zM˙

0 .�/S1

i�1

D �D1

�2

h

1 C
n�4

2
X

j D2

�2j �2S1C2jS1D1 � g˙
1 .�/S1vG

c
n�2vS1D1

C �n�2S1Cn�2S1D1 � ��2S1
zM˙

0 .�/S1D1

i�1

;

where D1 WD .S1vG
0
1vS1/

�1 is an absolutely bounded operator on S1L
2.Rn/ by

Lemma 5.2 below.

We again only concern ourselves with explicitly �nding the operators for

the �rst few occurrences of the functions g1.�/, g2.�/ and g3.�/. The terms

that arise with only powers of the spectral parameter � come with only real-

valued, absolutely bounded operators which are easier to control. This again

follows by a careful analysis of the various terms that arise in the Neumann series

expansion. �
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Remark 2.12. The error estimates here can be more compactly summarized as

zB˙
0 .�/ D zOn

2 �1.�
n�6C`/; zB˙

1 .�/ D zOn
2
.�n�4C`/; zB˙

2 .�/ D zOn
2
.�n�2C`/

as absolutely bounded operators on L2.Rn/, for 0 < � < �1. The leading �2

term in B˙.�/, (34), causes an e�ective loss of four powers of � in the expansion

for B˙.�/�1 and hence later for M˙.�/�1 and the perturbed resolvents R˙
V .�

2/.

Heuristically speaking, this corresponds to being able to integrate by parts only
n
2

� 2 times in (4) before the integral is too singular as � ! 0, which is why a

generic eigenfunction at zero causes a two power loss of time decay. This loss in

the spectral parameter in the expansions, necessitates going out to size �nC2C in

the expansions for R˙
0 .�

2/ to obtain the desired jt j� n
2 time decay in Section 4.

To prove parts (2) and (3) of Theorem 1.2, we need the following corollary.

Corollary 2.13. Under the hypotheses of Lemma 2.11, if PeV1 D 0 then,

B˙.�/
�1 D �D1

�2
C

n�4
2

X

j D2

�2j �4B2j C �n�6Bn�2 C g˙
2 .�/

�4
D1vG

c
nvD1

C �n�4Bn C zB˙
1 .�/:

If, in addition, PeVx D 0 then

B˙.�/
�1 D �D1

�2
C

n�4
2

X

j D1

�2j �4B2j C �n�6Bn�2 C �n�4Bn

C g˙
3 .�/

�4
B1

nC2 C �n�2B4
nC2 C zB˙

2 .�/:

Proof. We note that D1 D S1D1S1, along with the identities

S1 D �wG0
0vS1 D �S1vG

0
0w: (35)

So that, using Pe D G0
0vD1vG

0
0 by (66),

D1 D S1D1S1 D wG0
0vD1vG

0
0w D wPew: (36)

As a consequence, we have

D1vG
c
n�2 D cn�2wPeV1: (37)
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The �rst claim follows clearly from Lemma 2.11 since the coe�cient of �n�6 is a

scalar multiple of the operator PeV1. Further,

c�1
n D1vG

c
nvD1 D wPeV Œx

2 � 2x � y C y2�VPew

D wPeVx
21VPew � 2wPeVx � yVPew C wPeV1y

2VPew:

We see that when PeV1 D 0 and PeVx D 0, the operator D1vG
c
nvD1 D 0.

We also note that it is now clear that when PeV1; PeVx D 0, one has

B1
n D D1vG

c
n�2vD0vG

0
1vD1 CD1vG

0
1vD0vG

c
n�2vD1

CD1C4D0vG
c
n�2vD1 CD1vG

c
n�2vD0C4D1 D 0

as well. �

E�ectively, all terms that have the function g˙
1 .�/ become zero if PeV1 D 0

and all terms with the function g˙
2 .�/ become zero if PeVx D 0 as well.

We are now ready to give a full expansion for the operators M˙.�/�1.

We state several versions of the expansions for M˙.�/�1. These di�erent ex-

pansions allow us to account for cancellation properties of the eigenfunctions and

have �ner control on the time decay rate of the error terms of the evolution given

in Theorem 1.2 at the cost of more decay on the potential.

Lemma 2.14. Assume jV.x/j . hxi�ˇ for some ˇ > nC 8, then

M˙.�/�1 D �D1

�2
C

n�8
2

X

j D0

�2jM2j C g˙
1 .�/

�4
ML

n�6 C �n�6Mn�6

C g˙
1 .�/

�2
ML1

n�4 C g˙
2 .�/

�4
ML2

n�4 C �n�4Mn�4

C g˙
1 .�/M

L1
n�2 C g˙

2 .�/

�2
ML2

n�2 C g˙
3 .�/

�4
ML3

n�2

C �n�2Mn�2 C zOn
2
.�n�2C/

(38)

for su�ciently small �, with all operatorsMk andM
Lj

k
real-valued and absolutely

bounded.

Proof. This follows from the expansions in Lemmas 2.9 and 2.11, and the inversion

lemma, Lemma 2.4. �
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Later on it will be important to explicitly identify the form of the operator

ML
n�6. We use Lemma 2.9 to see that

.M˙.�/C S1/
�1 D D0 CO.�2/:

Pairing this with the g˙
1 .�/ term in Lemma 2.11, the smallest � contribution that

is not strictly real-valued is

g˙
1 .�/

�4
D0D1vG

c
n�2vD1D0:

Since D1D0 D D0D1 D D1, we have

ML
n�6 D D1vG

c
n�2vD1 D wPeV1VPew: (39)

The expansion (38) can be truncated to require less decay on the potential by

using less of the expansions in Lemmas 2.1 and 2.11. Speci�cally, stopping with

the error terms zM˙
0 .�/ and zB˙

0 .�/ respectively with ` D 0C.

Corollary 2.15. Assume jV.x/j . hxi�n�, then

M˙.�/�1 D �D1

�2
C

n�8
2

X

j D0

�2jM2j C g˙
1 .�/

�4
ML

n�6 C �n�6Mn�6

C zOn
2

�1.�
n�6C/:

(40)

If jV.x/j . hxi�n�4�, then

M˙.�/�1 D �D1

�2
C

n�8
2

X

j D0

�2jM2j C g˙
1 .�/

�4
ML

n�6 C �n�6Mn�6

C g˙
1 .�/

�2
ML1

n�4 C g˙
2 .�/

�4
ML2

n�4

C �n�4Mn�4 C zOn
2
.�n�4C/:

(41)

with the operatorsM2j and MLk
2j all real-valued and absolutely bounded.

The lemma can also be modi�ed to better account for cancellation properties

of the projection onto the zero-energy eigenspace.

Corollary 2.16. Under the hypotheses of Lemma 2.14, if PeV1 D 0 and jV.x/j .

hxi�n�4�, then

M˙.�/�1 D �D1

�2
C

n�8
2

X

j D0

�2jM2j C �n�6Mn�6 C g˙
2 .�/

�4
ML2

n�4

C �n�4Mn�4 C zOn
2
.�n�4C/:

(42)
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If jV.x/j . hxi�n�8�, then

M˙.�/�1 D �D1

�2
C

n�8
2

X

j D0

�2jM2j C �n�6Mn�6 C g˙
2 .�/

�4
ML2

n�4

C �n�4Mn�4 C g˙
2 .�/

�2
ML2

n�2 C g˙
3 .�/

�4
ML3

n�2 C �n�2Mn�2

C zOn
2
.�n�2C/:

(43)

If in addition, PeVx D 0, and jV.x/j . hxi�n�8�, then

M˙.�/�1 D �D1

�2
C

n�8
2

X

j D0

�2jM2j C �n�6Mn�6 C �n�4Mn�4

C g˙
3 .�/

�4
ML3

n�2 C �n�2Mn�2 C zOn
2
.�n�2C/:

Proof. The proof follows as in the proof of Lemma 2.14 using Corollary 2.13 in

place of Lemma 2.11. �

3. The �nite Born series terms

In this section we estimate the contribution of the �nite Born series, (44) showing

that it can be bounded by jt j� n
2 uniformly in x and y. These terms in the expansion

of the spectral measure contain only the free resolvent R˙
0 .�

2/ and therefore are

not sensitive to the existence of zero energy eigenvalues or their cancellation

properties. In even dimensions the lack of a closed form representation for

R˙
0 .�

2/ causes much more technical di�culties in these calculations as compared

to the corresponding section in [13]. Many of the techniques we develop here

to overcome these di�culties are vital in controlling the more singular terms

considered in Section 4.

Iterating the standard resolvent identity

R˙
V .�

2/ D R˙
0 .�

2/ �R˙
0 .�

2/VR˙
V .�

2/ D R˙
0 .�

2/ �R˙
V .�

2/VR˙
0 .�

2/;

we form the identity

R˙
V .�

2/ D
2mC1
X

kD0

.�1/kR˙
0 .�

2/ŒVR˙
0 .�

2/�k (44)

C ŒR˙
0 .�

2/V �mR˙
0 .�

2/vM˙.�/�1vR˙
0 .�

2/ŒVR˙
0 .�

2/�m: (45)
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In light of Lemma 2.3 the identity holds for mC 1 � n�3
4

and jV.x/j . hxi� nC1
2

�

as an identity from L2; 1
2

C ! L2;� 1
2

�, as in the limiting absorption principle.

Proposition 3.1. The contribution of (44) to (4) is bounded by jt j� n
2 uniformly in

x and y. That is,

sup
x;y2Rn

ˇ

ˇ

ˇ

ˇ

Z 1

0

eit�2

��.�/
h

2mC1
X

kD0

.�1/k
®

RC
0 .VR

C
0 /

k �R�
0 .VR

�
0 /

k
¯

i

.�2/.x; y/ d�

ˇ

ˇ

ˇ

ˇ

. jt j� n
2 :

We prove this claim with series of Lemmas. The following corollary to

Lemma 2.1 is useful.

Lemma 3.2. We have the expansion

.R˙
0 .�

2/V /kR˙
0 .�

2/.x; y/ D K0 C �2K2 C � � � C �n�4Kn�4 C zE˙
0 .�/.x; y/;

here the operators Kj have real-valued kernels. Furthermore, the error term
zE˙

0 .�/ satis�es

zE˙
0 .�/.x; y/ D .1C log� jx � �j C log� j � �yj/ zOn

2
�1.�

n�2�/:

Furthermore, if one wishes to have n
2

derivatives, the extended expansion

zE˙
0 .�/.x; y/ D g˙

1 .�/K
c
n�2 C �n�2Kr

n�2 C zE˙
1 .�/.x; y/;

satis�es the bound

zE˙
1 .�/.x; y/ D hxi 1

2 hyi 1
2 zOn

2
.�n� 3

2 /:

Proof. This follows from the expansions forR˙
0 .�

2/ in Lemma 2.1 for zE˙
0 .�/.x; y/

or Corollary 2.2 for zE˙
1 .�/.x; y/.

For the iterated resolvents, the desired bounds come from simply multiplying

out the terms. It is easy to see that

K0 D .G0
0V /

kG0
0

and

K2 D
k

X

j D0

.G0
0V /

jG0
1.VG

0
0/

k�j

one can obtain similar expressions for the other operators, but they are not needed.

�
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Remark 3.3. The spatially weighted bound j@
n
2

�
zE˙

1 .�/.x; y/j . hxi 1
2�

n�3
2 is only

needed if all n
2

derivatives act on the leading resolvent, R˙
0 .�

2/.x; z1/, in the

product. Similarly, the upper bound hyi 1
2�

n�3
2 is only needed if all derivatives

act on the lagging resolvent, R˙
0 .�

2/.zk; y/, in the product. All other expressions

that arise would be consistent with zE˙
1 .�/ belonging to the class zOn

2
.�n�2�/.

The desired time decay follows from taking the di�erence and noting that

Œ.RC
0 .�

2/V /kRC
0 .�

2/ � .R�
0 .�

2/V /kR�
0 .�

2/�.x; y/

D ŒgC
1 .�/ � g�

1 .�/�K
c
n�2 C zEC

1 .�/.x; y/ � zE�
1 .�/.x; y/

D c1�
n�2Kc

n�2 C hxi 1
2 hyi 1

2 zOn
2
.�n� 3

2 /:

The �rst term contributes jt j� n
2 by Lemma 5.6 as an operator from L1 ! L1,

whereas the second term can be bounded by jt j� n
2 (from Corollary 5.9), but maps

L1; 1
2 ! L1;� 1

2 . This method fails to obtain an unweighted L1 ! L1 only

when all the � derivatives act on either a leading or lagging free resolvent. In the

following Lemmas, we show how the unweighted bound can be achieved.

The following variation of stationary phase from [27] will be useful in the

analysis.

Lemma 3.4. Let �0.�0/ D 0 and 1 � �00 � C . Then,

ˇ

ˇ

ˇ

ˇ

Z 1

�1
eit�.�/a.�/ d�

ˇ

ˇ

ˇ

ˇ

.

Z

j���0j<jt j�
1
2

ja.�/j d�

C jt j�1

Z

j���0j>jt j�
1
2

� ja.�/j
j� � �0j2 C ja0.�/j

j� � �0j

�

d�:

Rather than use the expansions of Lemma 2.1, we need to utilize �ner cancel-

lation properties of the free resolvents than can be captured in these expansions.

We note that by (5) and the de�nition of the Hankel functions, we have

ŒRC
0 �R�

0 �.�
2/.x; y/ D i

2

� �

2�jx � yj
�

n
2

�1

Jn
2

�1.�jx � yj/: (46)

Noting (6), for �jx � yj � 1, we have

ŒRC
0 � R�

0 �.�
2/.x; y/

D i

2

� �

2�jx � yj
�

n
2

�1��jx � yj
2

�
n
2

�1
1

X

kD0

ck.�jx � yj/2k

D �n�2Gc
n�2 C zO.�n�2.�jx � yj/�/; 0 � � < 2:

(47)
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In particular, we note that there are no logarithms in this expansion. On the other

hand, if �jx � yj & 1, using (8), we have

ŒRC
0 �R�

0 �.�
2/.x; y/

D �
n
2

�1

jx � yj n
2

�1
.ei�jx�yj!C.�jx � yj/C e�i�jx�yj!�.�jx � yj//: (48)

Lemma 3.5. We have the expansion

ŒRC
0 �R�

0 �.�
2/.x; y/ D zOn

2
�1.�

n�2/

Proof. This follows from (47) with � D 0, (48) and (21) in the proof of Lemma 2.1.

�

To best utilize certain cancellations between the di�erence of the iterated

resolvents, we note the following algebraic fact,

M
Y

kD0

AC
k

�
M
Y

kD0

A�
k D

M
X

`D0

�

`�1
Y

kD0

A�
k

�

.AC
`

� A�
` /

�

M
Y

kD`C1

AC
k

�

: (49)

When applied to the summand in Proposition 3.1 it yields operators of the form

.R�
0 V /

j .RC
0 �R�

0 /.VR
C
0 /

`, with j C ` D k. We separate them further into cases

where the di�erence RC
0 �R�

0 occurs on the leading resolvent of the product (i.e.

j D 0), the lagging resolvent (` D 0), or a generic position in the interior.

The �rst case of the di�erence occurring on a leading or lagging resolvent is

the most delicate. If the di�erence acts on an inner resolvent, we obtain an extra

�n�2 smallness from Lemma 3.5. This extra smallness, along with using some

recurrence relationships for the free resolvents in Lemma 3.7 allow us to avoid

using expansions for the leading and lagging resolvents to more easily obtain the

time decay. This is done in detail in Lemma 3.8 and follows quickly from the

arguments in the more delicate case considered in Lemma 3.6.

With respect to avoiding spatial weights Remark 3.3 explains that we need only

consider when the �rst n
2

�1 derivatives when integrating by parts act on a leading

(respectively lagging) resolvent. Instead of integrating by parts the �nal time, we

use a modi�cation of stationary phase from Lemma 3.4 to attain the time decay

and avoid the spatial weights.

Lemma 3.6. If jV.x/j . hxi� nC2
2

�, we have the bound

sup
x;y2Rn

ˇ

ˇ

ˇ

ˇ

Z 1

0

eit�2

��.�/
®

ŒRC
0 � R�

0 �.�
2/.VRC

0 /
k.�2/

¯

.x; y/ d�

ˇ

ˇ

ˇ

ˇ

. jt j� n
2 :
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Proof. By Lemma 3.2, Remark 3.3 and the discussion following it, we need only

consider the contribution when, upon integrating by parts, all of the derivatives

act on the leading or lagging free resolvent. In the proof we consider when all

derivatives act on the leading di�erence of free resolvents, which we regard as the

most delicate case. As the remaining operator .VRC
0 /

k�.�/ is left undisturbed,

it su�ces to note that it has a bounded kernel, uniformly in �. The case where

all derivatives act on the lagging free resolvent is somewhat delicate as well; this

term �ts best in the framework of Lemma 3.8 below.

For all other placement of derivatives, we note that if any derivatives act

on ‘inner resolvents’ or the cut-o�, an error bound with polynomial weights

su�ces as growth in these variables is controlled by the decay of the surrounding

potentials. Meanwhile, at most n
2

�1 derivatives would act on a leading or lagging

resolvent so that they too can be bounded without weights.

Unlike in the odd dimensional case, one must consider the small and large

�jx � z1j regimes separately. Using (47), the small �jx � z1j regime requires

bounding

ˇ

ˇ

ˇ

ˇ

Z 1

0

eit�2

��.�/Œ�n�2 C �.�jx � z1j/jx � z1j� zO.�n�2C�/� d�

ˇ

ˇ

ˇ

ˇ

. jt j� n
2 : (50)

The contribution of the �rst term follows from Lemma 5.6. The second term is

bounded by using a slight modi�cation of Lemma 5.7. In particular, we can safely

integrate by parts n
2

� 1 times without boundary terms to get

jt j1� n
2

Z 1

0

eit�2

�.�/�.�jx � z1j/jx � z1j� zO.�1C�/ d�:

The integral can be broken up into two pieces, on 0 < � < jt j� 1
2 we take � D 0

and integrate to gain the extra power of jt j�1. On jt j� 1
2 < �, we wish to gain

another jt j�1. First, if no derivatives act on the cut-o� �.�jx � z1j/ we see that

Z 1

jt j�
1
2

eit�2

�.�/�.�jx � z1j/jx � z1j� zO.�1C�/ d�

.
jx � z1j���

jt j

ˇ

ˇ

ˇ

ˇ

�Djt j�
1
2

C 1

jt j

Z 1

jt j�
1
2

eit�2

�.�/�.�jx � z1j/jx � z1j� zO.���1/ d�:
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Integrating by parts again on the second term and taking � > 0 small enough

(say � D 1
2
), we can bound with

jx � z1j���

jt j

ˇ

ˇ

ˇ

ˇ

�Djt j�
1
2

C jx � z1j����2

jt j2
ˇ

ˇ

ˇ

ˇ

�Djt j�
1
2

C 1

jt j2
Z 1

jt j�
1
2

�.�/�.�jx � z1j/jx � z1j� zO.���3/ d�

.
jx � z1j���

jt j

ˇ

ˇ

ˇ

ˇ

�Djt j�
1
2

C jx � z1j����2

jt j2
ˇ

ˇ

ˇ

ˇ

�Djt j�
1
2

C 1

jt j2

. jx � z1j�jt j�1� �
2 C jt j�2

. jt j�1:

(51)

The last inequality follows from 1 & �jx � z1j > jt j� 1
2 jx � z1j, which implies

jx � z1j . jt j 1
2 . We also used that �0.�/ is supported on � � 1, so the bound

j�0.�/j . ��1 is true.

If, when integrating by parts, the derivative acts on the cut-o� �.�jx� z1j/ we

can bound by

jx � z1j���

t

ˇ

ˇ

ˇ

ˇ

�Dt
� 1

2

C 1

t

Z 1

t
� 1

2

jx � z1j1C��0.�jx � z1j/�� d�

. t�1 C jx � z1j1C�

t

Z

��jx�z1j�1

�� d� . t�1:

Here the boundary term is bounded by jt j�1 as before, and the support of

�0.�jx � z1j/ implies that � � jx � z1j�1. A similar argument covers the case

when the derivative acts on �.�jx�z1j/ in the second integration by parts in (51).

For the �jx � z1j & 1 regime, we still consider only the most delicate term

arises when all the derivatives act on the leading di�erence of free resolvents.

Without loss of generality, we take t > 0. We note that the most di�cult term

from the contribution of (48) occurs with the negative phase. Here, one has to

bound
Z 1

0

eit�2

��.�/e�i�jx�z1j �
n
2

�1

jx � z1j n
2

�1
!�.�jx � z1j/ d�:

We note that the � smallness and the support of the cut-o� �.�/ allow us to

integrate by parts n
2

� 1 times without boundary terms, noting the second to last

bound in (21) with k D n
2

� 1, we need to control

1

jt j n
2

�1

Z 1

0

eit�2�i�jx�z1j�.�/a.�/ d� (52)
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where by (8),

ja.�/j .
�

1
2

jx � z1j 1
2

and ja0.�/j .
1

�
1
2 jx � z1j 1

2

: (53)

The stationary point of the phase occurs at �0 D jx�z1j
2t

. By Lemma 3.4, we need

to bound three integrals,
Z

j���0j<t
� 1

2

ja.�/j d�C jt j�1

Z

j���0j>t
� 1

2

� ja.�/j
j� � �0j2 C ja0.�/j

j� � �0j
�

d�

WD AC jt j�1.B C C/:

(54)

We begin by showing that A . jt j�1. There are two cases to consider. First, if

�0 & t�
1
2 , we have � . �0, so that

A .

Z

j���0j<t
� 1

2

�
1
2

0

jx � z1j 1
2

d�

. t�
1
2�

1
2

0 jx � z1j� 1
2

. t�1:

Here we used that �0 D jx � z1j=2t in the last inequality.

In the second case one has �0 . t�
1
2 , then � . t�

1
2 , so that

A .

Z t
� 1

2

0

�
1
2

jx � z1j 1
2

z�.�jx � z1j/ d�

. t�
3
4 jx � z1j� 1

2 :

Here z� D 1 � � is a cut-o� away from zero which we employ to emphasize

the support condition that �jx � z1j & 1. For this integral to have a non-zero

contribution, one must have jx � z1j�1 . � . t�
1
2 , which then yields A . t�1 as

desired.

We now move to bounding B , the �rst integral supported on j� � �0j & t�
1
2 .

By Lemma 3.4, we need only show that B . 1. Again we consider two cases.

First, if �0 � t�
1
2 , one sees that j� � �0j � �. So that

B .

Z

R

z�.�jx � z1j/
jx � z1j 1

2�
3
2

d�

. jx � z1j� 1
2

Z 1

jx�z1j�1

�� 3
2 d�

. 1:
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In the second case one has �0 & t�
1
2 . In this case, we let s D � � �0

B .

Z

jsj>t
� 1

2

.s C �0/
1
2

jx � z1j 1
2 jsj2

ds

.
1

jx � z1j 1
2

� Z

jsj>t
� 1

2

s� 3
2 C �

1
2

0 s
�2 ds

�

.
t

1
4

jx � z1j 1
2

C t
1
2�

1
2

0

jx � z1j 1
2

. 1:

The last inequality follows since t�
1
2 . �0 D jx�z1j=2t implies that t

1
2 . jx�z1j.

We now turn to the �nal term C , we need only show C . 1. The �rst case is

again when �0 � t�
1
2 , in which case j� � �0j � �, and

C .

Z

R

z�.�jx � z1j/
�

3
2 jx � z1j 1

2

d� . 1:

In the second case �0 & t�
1
2 , which yields that jx � z1j & t

1
2 . In this case,

C .

Z

j���0j>t
� 1

2

z�.�jx � z1j/
jx � z1j 1

2�
1
2 j� � �0j

d�

. jx � z1j� 1
2

� Z

j���0j>t
� 1

2

d�

j� � �0j 3
2

C
Z

R

z�.�jx � z1j/
�

3
2

d�

�

. t
1
4 jx � z1j� 1

2 C 1

. 1:

We note that if the ‘C’ phase is encountered instead of the ‘�’, in place of (52),

after again integrating by parts n
2

� 1 times, one needs to bound

1

jt j n
2 �1

Z 1

0

eit�2Ci�jx�z1j�.�/a.�/ d�; (55)

in which case, one can simply use that

d

d�
.eit�2Ci�jx�z1j/ D .2i t�C i jx � z1j/eit�2Ci�jx�z1j
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and integrate by parts. The bound on a.�/ shows that the boundary terms are zero,

so that

j(55)j . jt j1� n
2

Z 1

0

ˇ

ˇ

ˇ

ˇ

�� 1
2 jx � z1j� 1

2 z�.�jx � z1j/
2t�C jx � z1j

ˇ

ˇ

ˇ

ˇ

d�

. jt j� n
2

Z

R

z�.�jx � z1j/
�

3
2 jx � z1j 1

2

d�

. jt j� n
2 :

The assumed decay rate on the potential is chosen so that all spatial integrals

are absolutely convergent. The analysis here is essentially the same as in the odd

dimensional case. We note that

j@j

�
R˙

0 .�
2/.x; y/j . jx � yjj C2�n C �

n�3
2 jx � yjj C 1�n

2 ; (56)

as developed in the proof of Lemma 2.1. The second term decays more slowly for

large x; y, so it dictates the decay requirements for the potential. In the iterated

resolvent, di�erentiated n
2

times, we need to control integrals of the form

Z

Rkn

1

jx � z1j n�1
2

�˛0

k
Y

j D1

V.zj /

jzj � zj C1j n�1
2

� j̨

d Ez;

where j̨ 2 N0 and
P

j̨ D n
2
, zkC1 D y and d Ez D dz1 dz2 � � � dzk . (There is a

caveat that if ˛0 D n
2

then the last derivative is applied as in the stationary phase

argument (52) and does not yield a factor of jx � z1j 1
2 in the numerator. Similarly

if ˛k D n
2
, the value of n�1

2
� ˛k should be treated as zero rather than �1

2
.)

Using arithmetic-geometric mean inequalities, any integral we need to control is

dominated by the sum

Z

Rkn

1

jx � z1j n�1
2

k
Y

j D1

V.zj /

jzj � zj C1j n�1
2

�

jx � z1j n�1
2

C
k�1
X

`D2

jz` � z`C1j n
2 C jzk � yj n�1

2

�

d Ez:

Choose a representative element from the summation over `. This negates a

factor of jz` � z`C1j.1�n/=2 in the product and replaces it with jz` � z`C1j 1
2 .

hz`i 1
2 hz`C1i 1

2 . With jV.zj /j . hzj i�ˇ , we have to control an integral of the form

Z

Rkn

1

jx � z1j n�1
2

�

`�1
Y

j D1

hzj i�ˇ

jzj � zj C1j n�1
2

hz`i 1
2

��

hz`C1i 1
2

k
Y

j D`

hzj i�ˇ

jzj � zj C1j n�1
2

�

d Ez
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with y D zkC1. Assuming that ˇ > nC2
2

, this is bounded uniformly in x; y by

iterating the single integral estimate

sup
zj �12Rn

Z

Rn

hzj i 1
2 �ˇ

jzj �1 � zj j n�1
2

dzj . 1; (57)

starting with j D ` we can iterate the above bound and work outward the

integrating in z`C1 to zk and z`�1 to z1.

To make certain that the local singularities of the resolvent are integrable

uniformly in x and y, cancellation in the �rst factor .RC
0 .�

2/ �R�
0 .�

2//.x; z1/ is

crucial. By (46), this is a bounded function of the spatial variables. Di�erentiation

of resolvents with respect to � generally improves their local regularity, so for this

purpose the worst case is when all derivatives act on the cut-o� function �.�/

instead. Then we are left to control an integral of the form

Z

Rkn

�

k�1
Y

j D1

hzj i�ˇ

jzj � zj C1jn�2

� hzki�ˇ

jzk � yjn�2
d Ez;

which is bounded so long as ˇ > 2, using an estimate analogous to (57). We note

that the lack of the jx� z1j2�n singular terms is vital to this iterated integral being

bounded for any k D 1; 2; : : : . If the ‘C=�’ di�erence acts on an inner resolvent,

say on RC
0 .�

2/.z`; z`C1/ �R�
0 .�

2/.z`; z`C1/ we are lead to bound

Z

Rkn

1

jx � z1jn�2

�

k�1
Y

j D1

hzj i�ˇ

jzj � zj C1jn�2

� hzki�ˇ jz` � z`C1jn�2

jzk � yjn�2
d Ez;

Here, one simply integrates d Ez �rst in the z` variable and proceed outward through

the rest of the product. �

We still need to consider the case in which all derivatives act on the leading or

lagging free resolvent and the ‘C=�’ di�erence a�ects a di�erent free resolvent,

that is we wish to control the contribution of

�
h� 1

�

d

d�

�
n
2

�1

R�
0 .�

2/
i

V.R�
0 .�

2/V /j .RC
0 .�

2/ �R�
0 .�

2//.VRC
0 .�

2//`; (58)

for all j; ` � 0. Here if we simply integrate by part the �nal time, we have

polynomial weights in the spatial variables when the �nal derivative also acts on

the leading free resolvent. As noted in the discussion preceding Lemma 3.6, this is

somehow simpler than the previous case. In particular, the argument follows using

the techniques of the previous lemma, and the resulting calculation is streamlined
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using the following Lemma. We �rst de�ne Gn.�; jx � yj/ to be the kernel of the

n-dimensional free resolvent operator RC
0 .�

2/, and hence Gn.��; jx � yj/ is the

kernel of R�
0 .�

2/, then

Lemma 3.7. For n � 2, the following recurrence relation holds.

�1

�

d

d�

�

Gn.�; r/ D 1

2�
Gn�2.�; r/:

Proof. The proof follows from the recurrence relations of the Hankel functions,

found in [1] and the representation of the kernel given in (5). �

This tells us that the action of 1
�

d
d�

takes an n-dimensional free resolvent to an

n � 2 dimensional free resolvent. With this, we are now ready to prove

Lemma 3.8. If jV.x/j . hxi� nC2
2

� and j; ` � 0, we have the bound

sup
x;y2Rn

ˇ

ˇ

ˇ

ˇ

Z 1

0

eit�2

��.�/ŒR�
0 .�

2/V .R�
0 .�

2/V /j

ŒRC
0 � R�

0 �.�
2/.VRC

0 .�
2//`�.x; y/ d�

ˇ

ˇ

ˇ

ˇ

. jt j� n
2 :

Proof. As in the proof of Lemma 3.6, we need only consider the case when all

the derivatives act on the leading resolvent. The other cases are less delicate and

can be treated identically.

At this point, by using Lemma 3.7 a total of n
2

� 1 times the leading free

resolvent is a constant multiple of the two-dimensional free resolvent. Thus, we

can we can reduce the contribution of (58) to

t1� n
2

Z 1

0

eit�2

�.�/�.iJ0.�jx � �j/C Y0.�jx � �j//V zO1.�
n�2/ d�:

The Bessel functions of order zero appear as the kernel of a two-dimensional

resolvent. The zO1.�
n�2/ expression is much smaller than necessary ( zO1.�

0C/
would be adequate), so it can absorb singularities of the Bessel functions with

respect to �.

Expansions for these Bessel functions, see [1], [27], or [7], show that for

�jx � z1j � 1,

jiJ0.�jx � z1j/C Y0.�jx � z1j/j D 1C log.�jx � z1j/C zO1..�jx � z1j/2�/;

j@�ŒiJ0.�jx � z1j/C Y0.�jx � z1j/�j D ��1 C zO1..�jx � z1j/1�/:
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Recall that

j.1C log.�jx � z1j//�.�jx � z1j/�.�/j . 1C j log�j C log� jx � z1j:

The log� D zO1.�
0�/ singularity is easily negated by zO1.�

n�2/ as mentioned

above. The log� jx � z1j singularity is integrable, and is managed by the estimate

sup
x2Rn

Z

Rn

log� jx � z1jhz1i�ˇ dz1 . 1

for any ˇ > n.

For �jx � yj & 1, one has the description

iJ0.�jx � z1j/C Y0.�jx � z1j/
D ei�jx�z1j!C.�jx � z1j/C e�i�jx�z1j!�.�jx � z1j/

similar in form to (8) but with di�erent functions !˙.z/. Di�erentiating directly

with respect to � is not advised, as the resulting jx� z1j!˙.�jx� z1j/ term grows

like �� 1
2 hxi 1

2 for large x.

However this issue was encountered once before while evaluating (52).

The same argument from Lemma 3.6 applies here as well and yields the desired

unweighted bound, again with more than enough � smallness to ensure the argu-

ment runs through. �

This provides all we need for the proof of the main proposition in this section.

Proof of Proposition 3.1. The proposition follows from Lemma 3.6, the discus-

sion following this Lemma and �nally from Lemma 3.8. �

4. Dispersive estimates: the leading terms

In this section we prove dispersive bounds for the most singular � terms of the

expansion forRC
V .�

2/�R�
V .�

2/. These terms are sensitive to the existence of zero

energy eigenvalues and are the slowest decaying in time. This behavior arises in

the last term involving the operator M˙.�/�1 in (45).
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From the ‘C=�’ cancellation, we need to control the contribution of

.RC
0 .�

2/V /mRC
0 .�

2/vMC.�/�1vRC
0 .�

2/.VRC
0 .�

2//m

� .R�
0 .�

2/V /mR�
0 .�

2/vM�.�/�1vR�
0 .�

2/.VR�
0 .�

2//m
(59)

to the Stone formula, (4). Thanks to the algebraic fact (49), we need to consider

three cases. The di�erence of ‘C’ and ‘�’ terms may act on the operators

M˙.�/�1 or on the free resolvents. As in the treatment of the �nite Born series

terms in Section 3, if the di�erence acts on free resolvents we need to distinguish

if they are ‘inner’ resolvents which require less care than the case of ‘leading’ or

‘lagging’ resolvents.

4.1. No cancellation. We �rst consider the case in which there are no cancella-

tion properties to take advantage of, that is when PeV1 ¤ 0.

Lemma 4.1. If PeV1 ¤ 0 and jV.x/j . hxi�n�, then

(59) D �n�6PeV1VPe C zOn
2

�1.�
n�6C/

which contributes cjt j2� n
2PeV1VPe CO.jt j2� n

2
C/ to (4).

If PeV1 ¤ 0 and jV.x/j . hxi�n�4�, then

(59) D �n�6PeV1VPe C RC
0 .�

2/ �R�
0 .�

2/

�2
VPe

C PeV
RC

0 .�
2/ �R�

0 .�
2/

�2
C E.�/

which contributes cjt j2� n
2PeV1VPe CO.jt j1� n

2 / to (4).

Here we cannot write the �nal error term E.�/ accurately as zOk.�
˛/, as there

are too many �ne properties of this error term that this notation fails to capture

if one hopes to attain the faster jt j1� n
2 decay rate. One can explicitly reconstruct

E.�/ from our proof, though we do not think it worthwhile to do so.

We note that the terms

RC
0 .�

2/ �R�
0 .�

2/

�2
VPe C PeV

RC
0 .�

2/ �R�
0 .�

2/

�2

appear in the expansion in all cases, see the statements of Lemmas 4.1, 4.2,

and 4.3. The di�erent cancellation assumptions onPeV1 andPeVx allow us some

�exibility on how to control their contribution to (4). To avoid presenting three

proofs of how to bound these terms, which would have a certain amount of overlap,

we control these terms separately in Lemma 4.4 and Corollary 4.6 below.
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Proof. The �rst statement is a straightforward application of Lemma 2.1 and

Corollary 2.15 in the context of applying (49) to (59). Lemmas 5.6 and 5.7 then

control the respective integrals in (4) due to the leading term and the remainder.

More precisely, the leading term appears if the ‘C=�’ di�erence in (49) falls

on M˙.�/�1. In that case Corollary 2.15 indicates that

MC.�/�1 �M�.�/�1 D gC
1 .�/ � g�

1 .�/

�4
ML

n�6 C zOn
2 �1.�

n�6C/

D 2=.z1/�
n�6ML

n�6 C zOn
2 �1.�

n�6C/;

where we used (14) in the last line. Meanwhile R˙
0 .�

2/ D G0
0 C zOn

2
�1.�

0C/.
Together with the fact that V is integrable, this establishes the remainder as
zOn

2
�1.�

n�6C/. The operator in the leading term is seen, using identities (35),

(37), and (39), to be

.G0
0V /

mG0
0vM

L
n�6vG

0
0.VG

0
0 /

m D .G0
0V /

mG0
0vD1vG

c
n�2vD1vG

0
0.VG

0
0 /

m

D PeV1VPe:

If the +/- di�erence acts on any one of the resolvents in (59), we see that

RC
0 .�

2/ �R�
0 .�

2/ D zOn
2

�1.�
n�2/;

R˙
0 .�

2/.zj ; zj C1/ D .1C log� jzj � zj C1j/ zOn
2 �1.1/

and M˙.�/�1 D zOn
2

�1.�
�2/. Recall that the notation zOn

2
�1.1/ indicates that

di�erentiation in � is comparable to division by �. That more than su�ces to

place all of these terms in the remainder.

Now assume that jV.x/j . hxi�n�4�. Carrying out the power series expansion

further in Corollary 2.15, one obtains

MC.�/�1 �M�.�/�1

D gC
1 .�/ � g�

1 .�/

�4
ML

n�6 C gC
1 .�/ � g�

1 .�/

�2
ML1

n�4

C gC
2 .�/ � g�

2 .�/

�4
ML2

n�4 C zOn
2

�1.�
n�4C/

D 2=.z1/�
n�6ML

n�6 C 2=.z1/�
n�4ML1

n�4 C 2=.z2/�
n�4ML2

n�4

C zOn
2

�1.�
n�4C/:

Similarly, we have

R˙
0 .�

2/.x; y/ D G0
0 C �2G0

1 C .1C log� jx � yj/ zOn
2

�1.�
4/:



Dispersive estimates for Schrödinger operators. Even dimensions 69

Thus the term featuring MC.�/�1 �M�.�/�1 has the form

.G0
0V /

mG0
0vŒM

C.�/�1 �M�.�/�1�vG0
0.VG

0
0 /

m

C Œ�2�1C.1Clog� jx � �j/ zOn
2

�1.�
4/�ŒMC.�/�1�M�.�/�1�vG0

0.VG
0
0/

m

C .G0
0V /

mG0
0vŒM

C.�/�1�M�.��1�Œ�2�1C.1Clog� jx � �j/ zOn
2

�1.�
4/�

C Œ�2�1 C .1C log� jx � �j/ zOn
2 �1.�

4/�ŒMC.�/�1 �M�.�/�1�

Œ�2�1 C .1C log� j � �yj/ zOn
2

�1.�
4/�

D �n�6PeV1VPe C �n�4K1 C zOn
2

�1.�
n�4C/K2;

(60)

with K1; K2 operators that map L1 ! L1.

If the +/- di�erence falls on a free resolvent in the interior of the product,

we have

.RC
0 .�

2/ � R�
0 .�

2//.zj ; zj C1/ D c�n�2Gc
n�2 C jzj � zj C1j0C zOn

2
�1.�

n�2C/

and M˙.�/�1 D ���2D1 C zOn
2

�1.1/. The resulting term of (59) takes the form

�n�4K3 C zOn
2

�1.�
n�4C/, with K3 another operator from L1 to L1.

We note that the extra power of jzj �zj C1j0C that appears in the remainder term

is acted on by R�
0 .�

2/V on the left and VRC
0 .�

2/ on the right, so that the decay

of the potentials ensures that the product remains bounded between unweighted

spaces.

The terms in which the ‘C=�’ di�erence acts on the �rst (or last) free resolvent

are trickier because one cannot di�erentiate too many times, or go too far into

the power series expansion of RC
0 .�

2/ � R�
0 .�

2/ without introducing weights.

Suppose the di�erence acts on the leading resolvent; the other case is identical up

to symmetry. Once again we can use the expansions for M˙.�/�1 and R˙
0 .�

2/

along with Lemma 3.5 to express this term as

ŒRC
0 .�

2/ �R�
0 .�

2/�.VG0
0/

mv
�

� D1

�2

�

v.G0
0V /

mG0
0 C zOn

2
�1.�

n�2/

D RC
0 .�

2/ �R�
0 .�

2/

�2
VPe C zOn

2 �1.�
n�2/:

One can quickly show using Lemma 5.7 that the remainder contributes at most

jt j1� n
2 to the Stone formula. In fact this contribution is of the order jt j� n

2 , seen

by adopting the methods of Lemma 3.6. The contribution of ��2.RC
0 .�

2/ �
R�

0 .�
2//VPe to (4) is rather intricate, and is discussed fully as Lemma 4.4. For the

purpose of this Lemma, we note that ��2.RC
0 .�

2/ � R�
0 .�

2//VPe is bounded by

jt j1� n
2 as an operator fromL1 ! L1 by Lemma 4.4, which �nishes the proof. �
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The remaining terms in the Born series are smaller than these for large jt j by

Proposition 3.1. In fact using the identities for S1 and Lemma 5.3, at this point we

can write

eitHPac.H/ D cjt j2� n
2PeV1VPe CO.jt j1� n

2 /; (61)

where the operator PeV1VPe is rank one, and the error term is understood as

mapping L1 to L1. The weaker claim, with error term of size o.jt j2� n
2 / follows

by using the �rst statement of Lemma 4.2.

4.2. The case of PeV 1 D 0. Here we consider when the operator PeV1 D 0.

This cancellation makes the initial term in Lemma 4.1 vanish, clearing the way

for time decay at the faster rate of jt j1� n
2 . Here we provide more detail on the

behavior of the next term in the evolution.

Lemma 4.2. If PeV1 D 0 and jV.x/j . hxi�n�8�, then

(59) D �n�4�1 C RC
0 .�

2/ �R�
0 .�

2/

�2
VPe C PeV

RC
0 .�

2/ �R�
0 .�

2/

�2

C �n�2�2 C E.�/;

where

�1; �2WL1 �! L1:

The error term belongs to the class hxi 1
2 hyi 1

2 zOn
2
.�n�2C/, however its contribution

to (4) is O.jt j� n
2 / without spatial weights. Assuming the result of Lemma 4.4, the

total contribution to (4) of all terms is jt j1� n
2 C hxihyiO.jt j� n

2 /.

We note that the error term E.�/ here is distinct from the error term in

Lemma 4.1.

Proof. The structure of the argument is the same as in the preceding lemma. The

extra decay permits us to evaluate more terms of each power series, or better

control the remainder. The fact that PeV1 D 0 causes some of the leading order

expressions to vanish.

When the ‘C=�’ cancellation in (49) acts onM˙.�/�1, the �rst nonzero term

has size �n�4. In detail, we note that by Corollary 2.16, speci�cally (43) we have

MC.�/ �M�.�/ D gC
2 .�/ � g�

2 .�/

�4
ML2

n�4 C gC
2 .�/ � g�

2 .�/

�2
ML2

n�2 C zOn
2
.�n�/

D c1�
n�4ML2

n�4 C c2�
n�2ML2

n�2 C zOn
2
.�n�2C/:
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Writing the resolvents as R˙
0 .�

2/.x; y/ D G0
0 C �2G0

1 C hxi 1
2 hyi 1

2 zOn
2
.�4/, as

suggested by Corollary 2.2, we can see that

ŒR�
0 .�

2/V �mR�
0 .�

2/vŒMC.�/ �M�.�/�vRC
0 .�

2/ŒVRC
0 .�

2/�m.x; y/

D c1�
n�4.G0

0V /
mG0

0vM
L2
n�4vG

0
0.VG

0
0/

m C �n�2K2

C hxi 1
2 hyi 1

2 zOn
2
.�n�2C/:

Here K2 is a �nite rank operator made out G0
0’s and vML2

n�2v along with all

the combinations consisting of G0
0’s, vML2

n�4v and exactly one instance of G0
1 .

Lemma 5.6 shows that the �rst term contributes jt j1� n
2 to (4) and the second term

contributes jt j� n
2 . Lemma 5.8 shows that the last term generates a map from L1; 1

2

to L1;� 1
2 with norm jt j� n

2 . The half-power weights only arise if one allows n
2

derivatives to fall on the �rst or the last free resolvent in the product. The argument

in Lemma 3.8 of using the stationary phase bound of Lemma 3.4 in place of the

last integration by parts shows how that situation can be prevented, so that all the

expressions with time decay jt j� n
2 are bounded operators from L1 to L1.

Now suppose the ‘C=�’ di�erence acts on a free resolvent in the interior of

the product. We may write

ŒRC
0 .�

2/ �R�
0 .�

2/�.zj ; zj C1/ D �n�2Gc
n�2 C �nGc

n C jzj � zj C1j2C zOn
2
.�nC/;

R˙
0 .�

2/.zj ; zj C1/ D G0
0 C �2G0

1 C hzj i 1
2 hzj C1i 1

2 zOn
2
.�2C/;

M˙.�/�1 D ���2D1 CM0 C zOn
2
.�0C/:

Note that PeV1 D 0 causes the leading term (�n�4K3 in the previous lemma) to

vanish because .VG0
0/

m�jD1 D VPew and Gc
n�2.zj ; zj C1/ D cn�21 is a constant

function. Thus Gc
n�2.VG

0
0 /

m�jD1 D 0.

Expressions with �n�2 occur by replacing the leading term in exactly one of

the above power series by its successor. That is when �nGc
n occurs in place of

�n�2Gc
n�2, �2G0

1 in place of G0
0 or M0 in place of ��2D1. The operator Gc

n has

spatial growth of jzj � zj C1j2 but it is controlled by the decay of the potentials as

it is multiplied on both sides by V.zj / and V.zj C1/.

Remainders in the class zOn
2
.�n�2C/ are mostly bounded from L1 to L1 as

well, except that once again weights of hxi 1
2 or hyi 1

2 arise if all n
2

derivatives fall

on the �rst or the last free resolvent. Following the calculations in Lemma 3.8,

one can see that the contribution of these remainder terms to (4) has time decay

jt j� n
2 as a map between unweighted L1 and L1.
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Now suppose the di�erence of free resolvents occurs at the leading resolvent of

the product (59). The expression where one approximates all other free resolvents

by G0
0 , andMC.�/�1 by ���2D1, is considered separately in Lemma 4.4. Under

the assumption PeV1 D 0, its contribution to (4) is an operator with kernel

bounded by hxijt j� n
2 . The analogous expression when the +/- di�erence is applied

to the very last resolvent in the product yields a bound of hyijt j� n
2 . Put together,

these operators form a map from L1;1 to L1;�1 with time decay jt j� n
2 .

Finally there is an assortment of remainder terms found by applying (49) to

�

RC
0 .�

2/ �R�
0 .�

2/
�

h

.VRC
0 .�

2/V /mvMC.�/�1vRC
0 .�

2/.VRC
0 .�

2//m

� .VG0
0/

mv
�

� D1

�2

�

vG0
0.VG

0
0 /

m
i

:

Each one is headed by .RC
0 .�

2/�R�
0 .�

2//, concludes with either RC
0 .�

2/ or G0
0 ,

and is of order �n�2. Following the calculations in Lemma 3.6 one can show that

they contribute jt j� n
2 to (4). �

Hence we have if PeV1 D 0,

eitHPac.H/ D jt j1� n
2� CO.jt j� n

2 /;

where � is a �nite rank operator mapping L1 to L1, which we do not make

explicit and the error term is understood as an operator between weighted spaces.

Combining this with the analysis for when PeV1 ¤ 0, we have the expansion

eitHPac.H/ D cjt j2� n
2PeV1VPe C jt j1� n

2�2 CO.jt j� n
2 /;

with �2WL1 !L1 a �nite rank operators, which is valid whether or notPeV1D 0.

4.3. The case of PeV 1 D 0 and PeVx D 0. Finally we consider the evolution

when we have both cancellation conditions on the zero-energy eigenfunctions.

Lemma 4.3. If PeV1 D 0, PeVx D 0 and jV.x/j . hxi�n�8�, then

(59) D RC
0 .�

2/ �R�
0 .�

2/

�2
VPe C PeV

RC
0 .�

2/ �R�
0 .�

2/

�2
C �n�2�3 C E.�/;

where �3 W L1 ! L1. The error term contributes O.jt j� n
2 / as an operator from

L1 ! L1. Assuming the result of Lemma 4.4, the total contribution to (4) of all

terms is O.jt j� n
2 /.

Again the error term E.�/ is distinct from the previous lemmas.
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Proof. As in the proofs of Lemmas 4.1 and 4.2 we have to consider when the

‘C=�’ di�erence in (49) acts on either a resolvent ofM˙.�/�1. In the latter case,

the same argument as above goes through, though we note (from Corollary 2.16)

that the operator ML2
n�4 D 0, so that

MC.�/ �M�.�/ D gC
3 .�/ � g�

3 .�/

�4
ML3

n�2 C zOn
2
.�n�2C/

D c2�
n�2ML3

n�2 C zOn
2
.�n�2C/:

This easily gives us the bound of jt j� n
2 when combined with the previous sections

as an operator from L1 to L1.

When the ‘C=�’ di�erence acts on free resolvents, we can control the contri-

bution by jt j� n
2 as an operator from L1 ! L1 if the di�erence acts on an ‘inner’

resolvent as before. For the remaining two terms, when the ‘C=�’ acts on a lead-

ing or lagging free resolvent, we use the following estimates of Lemma 4.4. �

Lemma 4.4. The operator

RC
0 .�

2/ �R�
0 .�

2/

�2
VPe

contributes jt j1� n
2 to (4) as an operator from L1 to L1. If PeV1 D 0, then it

contributes jt j� n
2 as an operator fromL1 to L1;�1. If in addition PeVx D 0, then

the contribution still has size jt j� n
2 , but acts as an operator from L1 to L1.

Here we need to be careful with the spatial variables to see that the orthogo-

nality conditions allow us to move the dependence on x or y into an inner spatial

variable, which can be controlled by the decay of the potential. To make this clear,

we note that we wish to bound the integral

Z 1

0

eit�2

�.�/��1.RC
0 .�

2/ � R�
0 .�

2//.x; z1/V .z1/Pe.z1; y/ d� (62)

in terms of t; x and y.

To prove this lemma, we �rst need to following oscillatory integral estimate,

whose proof is in Section 5.

Lemma 4.5. Let m be any positive integer. Suppose j�.k/.z/j � hzi 1�m
2

�k for

each k � 0. Then
Z 1

0

eit�2

�m�1e˙i�r�.�r/�.�/ d� . jt j� m
2 (63)

with a constant that does not depend on the value of r > 0.
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We note that m in this lemma is an arbitrary integer, not that value chosen

in (45) that ensures the iterated resolvents are locally L2.

Proof of Lemma 4.4. According to (46), the integral kernel of RC
0 .�

2/ �R�
0 .�

2/

can be expressed (modulo constants) as

K.�; jx � z1j/ D �n�2
Jn

2
�1.�jx � z1j/

.�jx � z1j/n
2

�1

D �n�2.ei�jx�z1j�C.�jx � z1j/C e�i�jx�z1j��.�jx � z1j//;

where the functions �˙ and their derivatives satisfy j�.k/
˙ .z/j . hzi 1�n

2
�k.

Derivatives with respect to the spatial variable r D jx � z1j are obtained by

di�erentiating (6) and (8) according to whether �r is small or large. Since the

expansion of z1� n
2 Jn

2
�1.z/ in (6) has only even powers of z, its �rst derivative is

bounded by jzj rather than a constant. Thus we can write

@rK.�; r/ D �nr.ei�r�1;C.�r/C e�i�r�1;�.�r//; (64a)

@2
rK.�; r/ D �n.ei�r�2;C.�r/C e�i�r�2;�.�r//; (64b)

where j�.k/
j;˙.z/j . hzi 1�n

2
�j �k for j D 1; 2 and all k � 0.

Roughly speaking, the bound on @rK.�; r/ gains two powers of � at the cost

of one power of r D jx � z1j. This gains us an extra power of time decay in the

contribution to the Stone formula, (4), at the cost of one power spatial weight.

The bound on @2
rK.�; r/ allows us to gain the desired time decay with no spatial

weights.

As an immediate consequence we can apply Lemma 4.5 with m D n � 2 to

obtain
Z 1

0

eit�2

�n�3e˙i�jx�z1j�˙.�jx � z1j/�.�/ d� . jt j1� n
2

and therefore

Z 1

0

eit�2

��1�.�/.RC
0 .�

2/ �R�
0 .�

2//VPe d�

maps L1 to L1 with norm decay of jt j1� n
2 .

When PeV1 D 0, we can extract a leading-order term by replacing

K.�; jx� z1j/ byK.�; jx� z1j/�K.�; jxj/ each place that it occurs. From an op-

erator perspective this amounts to approximating RC
0 .�

2/�R�
0 .�

2/ by K.�jxj/1.
This term vanishes from the Schrödinger evolution precisely when PeV1 D 0.
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The remainder can be written using the expression

K.�; jx � z1j/ �K.�; jxj/ D
Z 1

0

@rK.�; jx � sz1j/ .�z1/ � .x � sz1/

jx � sz1j ds:

Based on the decomposition in (64) and Lemma 4.5 with m D n, we have the

bound

ˇ

ˇ

ˇ

Z 1

0

eit�2

��1�.�/@rK.�; jx � sz1j/ .�z1/ � .x � sz1/

jx � sz1j d�
ˇ

ˇ

ˇ . jt j� n
2 jx � sz1jjz1j

for each s. If s 2 Œ0; 1� we also have jx � sz1j � jxj C jz1j � hxihz1i. It follows

that
R 1

0
eit�2

��1�.�/.RC
0 .�

2/�R�
0 .�

2/�K.�; jxj/1/VPe d�maps L1 to L1;�1

provided V has enough decay so that the range of VPe belongs to L1;2, which

follows from the fact that Pe W L1 ! L1, see Corollary 5.5, and the decay of V .

Now if in addition PVx D 0 we can gain more by going to the second order

expression

K.�; jx � z1j/ �K.�; jxj/C @rK.�; jxj/z1 � x
jxj

D
Z 1

0

.1� s/
h

@2
rK.�; jx � sz1j/ .z1 � .x � sz1//

2

jx � sz1j2

C @rK.�; jx � sz1j/
� jz1j2

jx � sz1j � .z1 � .x � sz1//
2

jx � sz1j3
�i

ds:

Thanks to the bounds in (64) and Lemma 4.5 with m D n, there is a uniform

estimate

ˇ

ˇ

ˇ

Z 1

0

eit�2

��1�.�/@2
rK.�; jx � sz1j/ .z1 � .x � sz1//

2

jx � sz1j2 d�
ˇ

ˇ

ˇ . jt j� n
2 hz1i2;

and similarly for each of the terms with @rK.�; jx � sz1j/ using (64) repeatedly.

Plugging this back into the original operator integral yields













Z 1

0

eit�2

��1�.�/.RC
0 .�

2/ � R�
0 .�

2/ �K.�; jxj/1

C @rK.�; jxj/ x
jxj � z1/VPe d�













L1!L1

. jt j� n
2 ;

provided VPe has range in L1;2, which is ensured by Corollary 5.5 and the decay

of V . �
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Corollary 4.6. The operator

PeV
RC

0 .�
2/ �R�

0 .�
2/

�2

contributes jt j1� n
2 to (4) as an operator fromL1 toL1. IfPeV1 D 0, it contributes

jt j� n
2 to (4) as an operator from L1;1 to L1. If in addition PeVx D 0 the

contribution is as an operator from L1 to L1.

We are now ready to prove Theorem 1.2.

Proof of Theorem 1.2. We note that the Theorem is proven by bounding the oscil-

latory integral in the Stone formula (4),

ˇ

ˇ

ˇ

ˇ

Z 1

0

eit�2

��.�/ŒRC
V .�

2/ � R�
V .�

2/�.x; y/ d�

ˇ

ˇ

ˇ

ˇ

.x;y jt j�˛: (65)

We begin by proving part (1), where there is no x; y dependence. The proof

follows by expanding R˙
V .�

2/ into the Born series expansion, (44) and (45). The

contribution of (44) is bounded by jt j� n
2 by Proposition 3.1, while the contribution

of (45) is bounded by jt j2� n
2PeV1VPe CO.jt j1� n

2 / by Lemma 4.1.

To prove part (2), one uses Lemma 4.2 in the place of Lemma 4.1 in the proof

of part (1). Finally, part (3) is proven by using Lemma 4.3. �

We note that the proof of Theorem 1.1 is actually simpler. If zero is regular, the

expansion ofM˙.�/�1 is of the same form with respect to the spectral variable �

as .M˙.�/ C S1/
�1 given in Lemma 2.9 with di�erent operators that are still

absolutely bounded and real-valued, see Remark 2.10. The dispersive bounds

follow as in the analysis when zero is not regular without the most singular terms

that arise from �D1=�
2.

We note that we need one further estimate on the operator

RC
0 .�

2/ �R�
0 .�

2/

�2
VPe

that is not contained in Lemma 4.4 to prove the Corollary 1.3 in the case that

PeV1 ¤ 0. To establish that the operator with the jt j1� n
2 decay rate is indeed �nite

rank, and to see why the operator A0.t /must map L1;2 to L1;�2 if PeV1 ¤ 0, we

need the following lemma:
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Lemma 4.7. The operator

RC
0 .�

2/ �R�
0 .�

2/

�2
VPe

contributes cjt j1� n
2 1VPe C O.jt j� n

2 / to (4), where the error term is an operator

from L1 to L1;�2.

Proof. The desired bound follows using (46) as in Lemma 3.6. We �rst concern

ourselves with when �jx� z1j � 1, in this case we note that using (47) out to one

further term, we have

ŒRC
0 .�

2/ � R�
0 .�

2/�.x; z1/

D �n�2Gc
n�2 C �nGc

n C zO.�n�2.�jx � z1j/2C�/; 0 � � < 2:

Recalling that Gc
n.x; z1/ D cnjx � z1j2, we can now write (for �jx � z1j � 1)

RC
0 � R�

0 .�
2/.x; z1/

�2
V.z1/Pe.z1; y/

D cn�2�
n�4V.z1/Pe.z1; y/C �n�2jx � z1j2V.z1/Pe.z1; y/

C zO.�n�4.�jx � z1j/2C�/V .z1/Pe.z1; y/:

The �rst �n�4 term can be seen to contribute cjt j1� n
2 to (4) by Lemma 5.6.

Similarly the second term with �n�2 is seen to contribute hxi2jt j� n
2 to (4) by

Lemma 5.6. The �nal error term is controlled identically to how one bounds (50)

in Lemma 3.6 (with an additional factor of jx � z1j2), from which one again has

a contribution of size hxi2jt j� n
2 to (4).

On the other hand, if �jx � z1j & 1, we can write

ŒRC
0 �R�

0 �.�
2/.x; z1/

D ei�jx�z1j zO.�n�2.�jx � z1j 1
2

C˛//C e�i�jx�z1j zO.�n�2.�jx � z1j 1
2

C˛//:

As usual, the most delicate term is the ‘�’ phase. We need to control the contri-

bution of
Z 1

0

eit�2

��1�.�/e�i�jx�z1j zO.�n�2.�jx � z1j/ 1
2

C˛/ d�:

Upon integrating by parts n
2

� 1 times against the imaginary Gaussian, we are left

to bound an integral of the form

jt j1� n
2

Z 1

0

eit�2�i�jx�z1ja.�/ d�;
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where

ja.�/j . ��1.�jx � z1j/ 1
2

C˛
. �

1
2 jx � z1j 3

2 . jx � z1j2
� �

1
2

jx � z1j 1
2

�

;

where we took ˛ D 1 in the second to last line. Similarly,

ja0.�/j . jx � z1j2
� 1

�
1
2 jx � z1j 1

2

�

:

Now, one can employ Lemma 3.4 as in the proof of Lemma 3.6 (with an extra

factor of jx � z1j2) to see that this term contributes at most hxi2jt j� n
2 to (4). The

‘C’ phase again follows more simply from another integration by parts, this time

against eit�2Ci�jx�z1j. �

Corollary 4.8. The operator

PeV
RC

0 .�
2/ �R�

0 .�
2/

�2

contributes cjt j1� n
2PeV1C O.jt j� n

2 / to (4), where the error term is an operator

from L1;2 to L1.

The proof of the corollary is identical in form to the proof of Lemma 4.7 with

the spatial variables x and y trading places.

5. Spectral characterization and integral estimates

We provide a characterization of the spectral subspaces of L2.Rn/ that are related

to the invertibility of certain operators in our expansions. This characterization

and its proofs are identical to those given in [13], as such we provide the statements

and omit the proofs. As in the odd case, the lack of resonances in dimensions n > 4

simpli�es these characterizations. In addition, we state several oscillatory integral

estimates from [13] and provide proofs for new integral estimates that are required

in this paper.

Lemma 5.1. Assume that jV.x/j . hxi�2ˇ for some ˇ � 2, f 2 S1L
2.Rn/ n ¹0º

for n � 5 i� f D wg for g 2 L2 n ¹0º such that ��g C Vg D 0 in S0.

Lemma 5.2. The kernel of S1vG
0
1vS1 is trivial in S1L

2.Rn/ for n � 5.
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We note that the proof in the odd dimensional case involves the operator G2

in place of the operator G0
1 . This is a notational discrepancy only, both of these

operators have integral kernel which is a scalar multiple of jx � yj4�n.

Lemma 5.3. The projection onto the eigenspace at zero is

G0
0vS1ŒS1vG

0
1vS1�

�1S1vG
0
0 :

That is,

Pe D G0
0vD1vG

0
0 : (66)

Lemma 5.4. Assume that jV.x/j . hxi�ˇ for some ˇ > 2, If g 2 L2 is a solution

of .��C V /g D 0 then g 2 L1.

Corollary 5.5. Pe is bounded operator from L1 to L1.

In addition we have the following oscillatory integral bounds which prove

useful in the preceding analysis. Some of these Lemmas along with their proofs

appear in Section 6 of [13], accordingly we state them without proof.

Lemma 5.6. If k 2 N0, we have the bound

ˇ

ˇ

ˇ

ˇ

Z 1

0

eit�2

�.�/�k d�

ˇ

ˇ

ˇ

ˇ

. jt j� kC1
2 :

Lemma 5.7. For a �xed ˛ > �1, let f .�/ D zOkC1.�
˛/ be supported on the

interval Œ0; �1� for some 0 < �1 . 1. Then, if k satis�es �1 < ˛� 2k < 1 we have

ˇ

ˇ

ˇ

ˇ

Z 1

0

eit�2

f .�/ d�

ˇ

ˇ

ˇ

ˇ

. jt j� ˛C1
2 :

The following two bounds take advantage of the fact that n is even and hence
n
2

is an integer.

Lemma 5.8. If ˛ > n�3 and f .�/ D zOn
2

�1.�
˛/ supported on the interval Œ0; �1�

for some 0 < �1 . 1. Then,

ˇ

ˇ

ˇ

ˇ

Z 1

0

eit�2

f .�/ d�

ˇ

ˇ

ˇ

ˇ

. jt j1� n
2 :
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Proof. The powers of � allow us to integrate by parts n
2

�1 times with no boundary

terms, we are left to bound

jt j1� n
2

Z 1

0

eit�2 zO.��1C/ d�:

By the assumption that the integral is supported on Œ0; �1� the integral is bounded.

�

Corollary 5.9. If ˛ > n�1 and f .�/ D zOn
2
.�˛/ supported on the interval Œ0; �1�

for some 0 < �1 . 1. Then,

ˇ

ˇ

ˇ

ˇ

Z 1

0

eit�2

f .�/ d�

ˇ

ˇ

ˇ

ˇ

. jt j� n
2 :

The following proof completes the dispersive bounds proven in Section 4.

Proof of Lemma 4.5. Assume that t > 0. The proof for t < 0 is identical with

the ˙ signs reversed. Suppose the phase angle ei�r carries a positive sign. In this

case there is no stationary phase point of eit�2C�r in the domain of integration.

One can estimate trivially that

ˇ

ˇ

ˇ

Z t�1=2

0

ei.t�2C�r/�m�1�.�r/�.�/ d�
ˇ

ˇ

ˇ . t�
m
2 ;

and repeated integration by parts against eit.�2C� r
t

/ (m
2

times if m is even, mC1
2

if m is odd) gives the result. It is convenient to note that j. d
d�
/k�.�r/j .

max.r; ��1/kh�ri 1�m
2 , so di�erentiating this expression has a similar e�ect as

when derivatives act on the monomial �m�1 and is better behaved when �r is

small.

All boundary terms of the repeated integration by parts can be controlled

using the crude bound j� C r
2t

j � j�j. Most of the integral terms are controlled

this way as well, but if m is even this creates a few apparent terms of the form
R 1

t�1=2

ˇ

ˇ��1�.�r/�.�/
ˇ

ˇd� if all derivatives fall on powers of � or .� C r
2t
/. In

fact no such terms occur, due to cancellation in the derivative d
d�

�

�
�C r

2t

�

D
r

2t .�Cr=2t/2 . That leads instead to integrals of the form

r

2t

Z 1

t�1=2

ˇ

ˇ.�C r=2t/�2�.�r/�.�/
ˇ

ˇd� .
r

2t

Z 1

0

1

.�C r=2t/2
d� . 1:
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Now consider the phase angle e�i�r , which causes ei.t�2��r/ to have a station-

ary point �0 D r
2t

. If r < 4
p
t , then 0 � �0 < 2t�

1
2 , and the integral can be

estimated in the same manner as above, splitting the domain into the two pieces

.0; 4t�
1
2 / and .4t�

1
2 ;1/. On the �rst interval, the bound is clear. On the second

interval, the comparison j� � �0j � j�j controls all boundary terms and most of

the integral terms as before. For the exceptional integrals, the last bound comes

from estimating

r

2t

Z 1

4t�1=2

ˇ

ˇ.� � r=2t/�2�.�r/�.�/
ˇ

ˇd� .
r

2t

Z 1

r
t

1

.� � r=2t/2 d� . 1:

If r > 4
p
t , then �0 > 2t�

1
2 . Here we apply stationary phase estimates to the

interval .�0 � t� 1
2 ; �0 C t�

1
2 /. On this interval one can approximate � � �0, and

consequently j�m�1�.�r/j � j�m�1
0 �.�0r/j . t

1�m
2 . So this integral over the

interval j� � �0j < t�1=2 contributes no more than t�m=2 as desired.

Noting that @�e
it.���0/2 D 2it.� � �0/e

it.���0/2
, integration by parts on the

interval Œ�0 C t�1=2;C1/ is relatively straightforward. Since � > � � �0 > t
� 1

2 ,

the worst behavior occurs when all derivatives act on powers of .� � �0/. For all

boundary terms arising in this manner it su�ces to observe that � � �0 D t�1=2

and j�m�1�.�r/j . t
1�m

2 at the left endpoint. The integral terms is controlled by

the estimate

t�k

Z 1

�0Ct�1=2

�m�1�.�r/

.� � �0/2k
d�

. t�k

Z 2�0

�0Ct�1=2

j�m�1
0 �.�0r/j
.� � �0/2k

d�C t�k

Z 1

2�0

j�.�r/j
�2kC1�m

d�:

We note that we still have j�m�1
0 �.�0r/j . t

1�m
2 , thus by a simple change of

variables we can bound the �rst integral by

t
1�m

2
�k

Z 1

t
� 1

2

s�2k ds . t�
m
2 ;

provided 2k > 1. For the second integral, we have that j�.�r/j . .�r/
1�m

2 , and

2�0 D r=t , so we need to bound

r
1�m

2 t�k

Z 1

r=t

�
m�1

2
�2k d� . r

1�m
2 t�k

�r

t

�
mC1

2 �2k

. r1�2ktk� mC1
2 . t�

m
2

provided 2k > max.1; mC1
2
/. Here we used that r > 4

p
t in the last inequality.
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Integration by parts on the interval Œ0; �0 � t�1=2/ is only slightly more com-

plicated. For all m > 2 there are no boundary terms at � D 0, and if m D 1 the

boundary term has size .�0t /
�1 � r�1 . t�

1
2 since r > 4

p
t . The boundary

terms at �0 � t�
1
2 are handled identically to the ones at �0 C t�

1
2 in the previous

case.

When m is even, after integrating by parts m
2

times, the main integral consists

of expressions with the form

t�
m
2

Z �0�t
� 1

2

0

ˇ

ˇ�m�1�j .� � �0/
j C`�mr`�.`/.�r/j d� (67)

with j C ` � m
2

. There are three regimes to consider: � 2 .0; 1
r
/, � 2 .1

r
; �0

2
/, and

� 2 .�0

2
; �0�t� 1

2 /. In the �rst regime we use that j�.`/.�r/j . 1 and j���0j � �0,

to see that this integral contributes at most t�
m
2 . t

r2 /
m�j �` . t�

m
2 to the (67). On

the second regime, we again have j���0j � �0 but now j�.`/.�r/j . .�r/
1�m

2
�`.

The contribution of this regime to the integral is now bounded by

t�
m
2 �

j C`�m
0 r

1�m
2

Z �0

0

�
m�1

2
�j �` d� . t�

m
2 r

1�m
2 �

1�m
2

0

D t�
m
2

�

p
t

r

�.m�1/

. t�
m
2 :

Since m�1
2

�j �` > �1, we safely extended the lower limit of integration to zero.

On the last regime we note that � � �0, so that if we use s D �0 � � we can

bound the contribution by

t�
m
2 �

m�1�j
0 �.`/.�0r/r

`

Z �0

t
� 1

2

sj C`�m ds:

We �rst consider the case in which j C ` � m < �1, then we can bound this

integral by

t�
m
2 r

1�m
2 �

m�1
2

�j �`

0

Z 1

t
� 1

2

sj C`�m ds . t�
m
2

� t
1
2

r

�j C`

. t�
m
2 :

The one exception is if m D 2 and j C ` D 1, then we cannot extend the region

of integration o� to in�nity, but instead note that

Z �0=2

t
� 1

2

sj C`�m ds D
Z �0=2

t
� 1

2

s�1 ds D log
� �0

2t�
1
2

�

:

So that in this case the third region instead contributes t�
m
2 .

p
t

r
/
ˇ

ˇlog.4
p

t
r
/
ˇ

ˇ which

is still uniformly bounded by t�
m
2 since

p
t=r < 1

4
.
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When m is odd the representative expressions are

t�
mC1

2

Z �0�t
� 1

2

0

ˇ

ˇ�m�1�j .� � �0/
j C`�m�1r`�.`/.�r/

ˇ

ˇd�

with j C ` � mC1
2

. After breaking the integral into the same three regimes, one

can similarly show that the contribution of each one is bounded by t�
m
2 as above.

There is again a logarithmic issue in the second regime if jC` D mC1
2

and in third

regime ifm D 1 and jC` D 1. Both are resolved by the fact that .
p

t
r
/m

ˇ

ˇlog.4
p

t
r
/
ˇ

ˇ

is uniformly bounded over r > 4
p
t . �

Finally we note the non-oscillatory integral estimate which is proven in [7].

Lemma 5.10. Fix u1; u2 2 R
n and let 0 � k; ` < n, ˇ > 0, k C ` C ˇ � n,

k C ` ¤ n. We have

Z

Rn

hzi�ˇ�

jz � u1jk jz � u2j` dz .

8

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

:

� 1

ju1 � u2j
�max.0;kC`�n/

ju1 � u2j � 1;

� 1

ju1 � u2j
�min.k;`;kC`Cˇ�n/

ju1 � u2j > 1:

Furthermore,
Z

Rn

hzi�ˇ�

jz � u1jk jz � u2j` dz .

� 1

ju1 � u2j
�˛

;

where one can take ˛ D max.0; k C `� n/ or ˛ D min.k; `; kC `C ˇ � n/.

References

[1] M. Abramowitz and I. A. Stegun (eds.), Handbook of mathematical functions with

formulas, graphs, and mathematical tables. National Bureau of Standards Applied

Mathematics Series, 55. John Wiley & Sons, New York, and National Bureau of Stan-

dards, Washington, D.C., 1962. Reprint of the revised 1972 edition, Dover Publica-

tions, New York, 1992. MR 0167642 Zbl 0171.38503

[2] S. Agmon, Spectral properties of Schrödinger operators and scattering theory.

Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 2 (1975), no. 2, 151–218. MR 0397194

Zbl 0315.47007

[3] M. Beceanu and M. Goldberg, Schrödinger dispersive estimates for a scaling-critical

class of potentials. Comm. Math. Phys. 314 (2012), no. 2, 471–481. MR 2958960

Zbl 1250.35047

http://www.ams.org/mathscinet-getitem?mr=0167642
http://zbmath.org/?q=an:0171.38503
http://www.ams.org/mathscinet-getitem?mr=0397194
http://zbmath.org/?q=an:0315.47007
http://www.ams.org/mathscinet-getitem?mr=2958960
http://zbmath.org/?q=an:1250.35047


84 M. J. Goldberg and W. R. Green

[4] F. Cardosa, C. Cuevas, and G. Vodev, Dispersive estimates for the Schrödinger equa-

tion in dimensions four and �ve. Asymptot. Anal. 62 (2009), no. 3-4, 125–145.

MR 2521760 Zbl 1163.35482

[5] M. B. Erdoğan, M. J. Goldberg and W. R. Green, Dispersive estimates for four

dimensional Schrödinger and wave equations with obstructions at zero energy.

Comm. Partial Di�erential Equations 39 (2014), no. 10, 1936–1964. MR 3250981

Zbl 1325.35017

[6] M. B. Erdoğan and W. R. Green, Dispersive estimates for the Schrodinger equation

for C
n�3

2 potentials in odd dimensions. Int. Math. Res. Not. IMRN 2010, no. 13,

2532–2565. MR 2669658 Zbl 1200.35036

[7] M. B. Erdoğan and W. R. Green, Dispersive estimates for Schrödinger operators in

dimension two with obstructions at zero energy. Trans. Amer. Math. Soc. 365 (2013),

no. 12, 6403–6440. MR 3105757 Zbl 1282.35143

[8] M. B. Erdoğan and W. R. Green, A weighted dispersive estimate for Schrödinger op-

erators in dimension two. Comm. Math. Phys. 319 (2013), no. 3, 791–811. MR 3040376

Zbl 1272.35053

[9] M. B. Erdoğan and W. Schlag, Dispersive estimates for Schrödinger operators in the

presence of a resonance and/or eigenvalue at zero energy in dimension three. II.

J. Anal. Math. 99 (2006), 199–248. MR 2279551 Zbl 1146.35324

[10] M. B. Erdoğan and W. Schlag, Dispersive estimates for Schrödinger operators in the

presence of a resonance and/or an eigenvalue at zero energy in dimension three. I.

Dyn. Partial Di�er. Equ. 1 (2004), no. 4, 359–379. MR 2127577 Zbl 1080.35102

[11] D. Finco, and K. Yajima, The Lp boundedness of wave operators for Schrödinger

operators with threshold singularities. II. Even dimensional case. J. Math. Sci. Univ.

Tokyo 13 (2006), no. 3, 277–346. MR 2284406 Zbl 1146.35324

[12] M. J. Goldberg, A dispersive bound for three-dimensional Schrödinger operators with

zero energy eigenvalues. Comm. Partial Di�erential Equations 35 (2010), no. 9,

1610–1634. MR 2754057 Zbl 1223.35265

[13] M. J. Goldberg, and W. R. Green, Dispersive estimates for higher dimensional

Schrödinger operators with threshold eigenvalues. I: The odd dimensional case.

J. Funct. Anal. 269 (2015), no. 3, 633–682. MR 3350725 Zbl 1317.35216

[14] M. J. Goldberg and W. Schlag, Dispersive estimates for Schrödinger operators in di-

mensions one and three. Comm. Math. Phys. 251 (2004), no. 1, 157–178. MR 2096737

Zbl 1086.81077

[15] M. J. Goldberg and M. Visan, A counterexample to dispersive estimates for

Schrödinger operators in higher dimensions. Comm. Math. Phys. 266 (2006), no. 1,

211–238. MR 2231971 Zbl 1110.35073

[16] W. R. Green, Dispersive estimates for matrix and scalar Schrödinger operators in

dimension �ve. Illinois J. Math. 56 (2012), no. 2, 307–341. MR 3161326 Zbl 06233916

[17] A. Jensen, Spectral properties of Schrödinger operators and time-decay of the wave

functions results in L2.Rm/, m � 5. Duke Math. J. 47 (1980), no. 1, 57–80.

MR 0563367 Zbl 0437.47009

http://www.ams.org/mathscinet-getitem?mr=2521760
http://zbmath.org/?q=an:1163.35482
http://www.ams.org/mathscinet-getitem?mr=3250981
http://zbmath.org/?q=an:1325.35017
http://www.ams.org/mathscinet-getitem?mr=2669658
http://zbmath.org/?q=an:1200.35036
http://www.ams.org/mathscinet-getitem?mr=3105757
http://zbmath.org/?q=an:1282.35143
http://www.ams.org/mathscinet-getitem?mr=3040376
http://zbmath.org/?q=an:1272.35053
http://www.ams.org/mathscinet-getitem?mr=2279551
http://zbmath.org/?q=an:1146.35324
http://www.ams.org/mathscinet-getitem?mr=2127577
http://zbmath.org/?q=an:1080.35102
http://www.ams.org/mathscinet-getitem?mr=2284406
http://zbmath.org/?q=an:1146.35324
http://www.ams.org/mathscinet-getitem?mr=2754057
http://zbmath.org/?q=an:1223.35265
http://www.ams.org/mathscinet-getitem?mr=3350725
http://zbmath.org/?q=an:1317.35216
http://www.ams.org/mathscinet-getitem?mr=2096737
http://zbmath.org/?q=an:1086.81077
http://www.ams.org/mathscinet-getitem?mr=2231971
http://zbmath.org/?q=an:1110.35073
http://www.ams.org/mathscinet-getitem?mr=3161326
http://zbmath.org/?q=an:06233916
http://www.ams.org/mathscinet-getitem?mr=0563367
http://zbmath.org/?q=an:0437.47009


Dispersive estimates for Schrödinger operators. Even dimensions 85

[18] A. Jensen, Spectral properties of Schrödinger operators and time-decay of the wave

functions. Results in L2.R4/. J. Math. Anal. Appl. 101 (1984), no. 2, 397–422.

MR 0748579 Zbl 0564.35024

[19] A. Jensen and T. Kato, Spectral properties of Schrödinger operators and time-

decay of the wave functions. Duke Math. J. 46 (1979), no. 3, 583–611. MR 0544248

Zbl 0448.35080

[20] A. Jensen and G. Nenciu, A uni�ed approach to resolvent expansions at thresholds.

Rev. Math. Phys. 13 (2001), no. 6, 717–754. MR 1841744 Zbl 1029.81067

[21] A. Jensen and K. Yajima, On Lp boundedness of wave operators for 4-dimensional

Schrödinger operators with threshold singularities. Proc. Lond. Math. Soc. (3) 96

(2008), no. 1, 136–162. MR 2392318 Zbl 1182.35089

[22] J.-L. Journé, A. So�er, and C. D. Sogge, Decay estimates for Schrödinger operators.

Comm. Pure Appl. Math. 44 (1991), no. 5, 573–604. MR 1105875 Zbl 0743.35008

[23] M. Murata, Asymptotic expansions in time for solutions of Schrödinger-type equa-

tions. J. Funct. Anal. 49 (1982), no. 1, 10–56. MR 0680855 Zbl 0499.35019

[24] J. Rauch, Local decay of scattering solutions to Schrödinger’s equation. Comm. Math.

Phys. 61 (1978), no. 2, 149–168. MR 0495958 Zbl 0381.35023

[25] M. Reed and B. Simon, Methods of modern mathematical physics. I Functional anal-

ysis. Academic Press, New York and London, 1972. IV. Analysis of operators. Ibid.,

1978. MR 0493419 (I) MR 0493421 (IV) Zbl 0242.46001 (I) Zbl 0401.47001 (IV)

[26] I. Rodnianski and W. Schlag, Time decay for solutions of Schrödinger equations

with rough and time-dependent potentials. Invent. Math. 155 (2004), no. 3, 451–513.

MR 2038194 Zbl 1063.35035

[27] W. Schlag, Dispersive estimates for Schrödinger operators in dimension two. Comm.

Math. Phys. 257 (2005), no. 1, 87–117. MR 2163570 Zbl 1134.35321

[28] W. Schlag, Dispersive estimates for Schrödinger operators: a survey. In J. Bourgain,

C. E. Kenig, and S. Klainerman (eds.), Mathematical aspects of nonlinear dispersive

equations. Papers from the CMI/IAS Workshop on Mathematical Aspects of Nonlin-

ear PDEs held in Princeton, N.J., 2004. Princeton University Press, Princeton, N.J.,

2007, 255–285. MR 2333215 Zbl 1143.35001

[29] R. Weder, Lp � Lp0

estimates for the Schrödinger equation on the line and inverse

scattering for the nonlinear Schrödinger equation with a potential. J. Funct. Anal. 170

(2000), no. 1, 37–68. MR 1736195 Zbl 0943.34070

[30] K. Yajima, Dispersive estimates for Schrödinger equations with threshold resonance

and eigenvalue. Comm. Math. Phys. 259 (2005), no. 2, 475–509. MR 2172692

Zbl 1079.81021

[31] K. Yajima, The Lp boundedness of wave operators for Schrödinger operators with

threshold singularities. I. The odd dimensional case. J. Math. Sci. Univ. Tokyo 13

(2006), no. 1, 43–93. MR 2223681 Zbl 1115.35094

http://www.ams.org/mathscinet-getitem?mr=0748579
http://zbmath.org/?q=an:0564.35024
http://www.ams.org/mathscinet-getitem?mr=0544248
http://zbmath.org/?q=an:0448.35080
http://www.ams.org/mathscinet-getitem?mr=1841744
http://zbmath.org/?q=an:1029.81067
http://www.ams.org/mathscinet-getitem?mr=2392318
http://zbmath.org/?q=an:1182.35089
http://www.ams.org/mathscinet-getitem?mr=1105875
http://zbmath.org/?q=an:0743.35008
http://www.ams.org/mathscinet-getitem?mr=0680855
http://zbmath.org/?q=an:0499.35019
http://www.ams.org/mathscinet-getitem?mr=0495958
http://zbmath.org/?q=an:0381.35023
http://www.ams.org/mathscinet-getitem?mr=0493419
http://www.ams.org/mathscinet-getitem?mr=0493421
http://zbmath.org/?q=an:0242.46001
http://zbmath.org/?q=an:0401.47001
http://www.ams.org/mathscinet-getitem?mr=2038194
http://zbmath.org/?q=an:1063.35035
http://www.ams.org/mathscinet-getitem?mr=2163570
http://zbmath.org/?q=an:1134.35321
http://www.ams.org/mathscinet-getitem?mr=2333215
http://zbmath.org/?q=an:1143.35001
http://www.ams.org/mathscinet-getitem?mr=1736195
http://zbmath.org/?q=an:0943.34070
http://www.ams.org/mathscinet-getitem?mr=2172692
http://zbmath.org/?q=an:1079.81021
http://www.ams.org/mathscinet-getitem?mr=2223681
http://zbmath.org/?q=an:1115.35094


86 M. J. Goldberg and W. R. Green

Received September 22, 2014

Michael Goldberg, Department of Mathematics, University of Cincinnati,

2815 Commons Way, 4199 French Hall West, Cincinnati, OH 45221-0025, USA

e-mail: Michael.Goldberg@uc.edu

William R. Green, Department of Mathematics,

Rose-Hulman Institute of Technology, 5000 Wabash Avenue, Terre Haute,

IN 47803, USA

e-mail: green@rose-hulman.edu

mailto:Michael.Goldberg@uc.edu
mailto:green@rose-hulman.edu

	Introduction
	Resolvent Expansions
	The finite Born series terms
	Dispersive estimates: the leading terms
	Spectral characterization and integral estimates
	References

