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Fredholm consistency of upper-triangular operator matrices

Dragana S. Cvetkovi¢-Ili¢!

Abstract. In this paper, for given operators A € B(H) and B € B(X), we characterize the
set of all C € B(K, H) such that the operator matrix Mc = [ d § | is Fredholm consis-
tent. We completely describe the sets () c i (5. 5¢) OFc(Mc) and | e 5 (5. 5¢) OFc (M ).
Also, we prove that (¢ 3 (5 .9¢) OFc(Mc) = orc(Mo).
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1. Introduction

Let 3, X be infinite dimensional complex separable Hilbert spaces and let
B(H, K) denote the set of all bounded linear operators from H to K. For sim-
plicity, we also write B(H, H) as B(H). For a given A € B(H, X), the sym-
bols N(A) and R(A) denote the null space and the range of A, respectively.
Let n(A) = dimN(A4), B(A) = codimR(A4) and d(A4) = dim R(A)*.

If A € B(H,X) is such that R(A) is closed and n(A) < oo, then A4 is an
upper semi-Fredholm operator. If f(A4) < oo, then A is a lower semi-Fredholm
operator. An operator A € B(H, K) is called Fredholm if it is both upper semi-
Fredholm and lower semi-Fredholm. The set of all Fredholm operators from the
space B(JH, KX) is denoted by F(H, K). By F+(H,XK) (F-(H, X)) we denote the
set of all upper (lower) semi-Fredholm operators from B(H, X).

Let S(HH) denote a subset of B(H). An operator A € B(H) is said to be S(H)
consistent, or consistent in S(H), if

AB € S(H) < BA € 8(H),

for every B € B(H).

1'The work of the author is supported by Grant No. 174007 of the Ministry of Science,
Technology and Development, Republic of Serbia.
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A characterization of operators consistent in invertibility (CI operators) and a
characterization of CI operators invariant under compact perturbations are given
in [7]. It is worth mentioning the very interesting paper of Duggal et al. [6],
where the property of being S(JH) consistent is related with the SVEP property
for a variety of choices of the subset S(HH) of B(H).

The work presented in this paper is a continuation of the work of Hai and
Chen [8] in which the problem of completions of the upper-triangular operator

matrix
A ] [H H
o sl =1 ®

to consistent invertibility was considered, where A € B(H) and B € B(X) are
given operators on separable Hilbert spaces.

In this paper we will consider the problem of completion of the upper-
triangular operator matrix given by (1) to Fredholm consistent (FC) and answer
the following three questions which repeatedly arise.

Question 1. Is there an operator C € B(XK, H) such that M¢ is FC?

Question 2. (\ccp x50 OFc(Mc) =?
Question 3. Is there an operator C' € B(X, H) such that

orc(Mcr) = () orc(Mc)?
CeB(Y,X)

Furthermore, for given operators A € B(H) and B € B(K), we describe

UCGB(H,X) orc(Mc) and characterize the set of all C € B(K, H) such that the

operator matrix Mc = [ 4 § ] is Fredholm consistent.

For A € B(H), by orc(A) we denote
orc(A) = {A € C: A — Al is not Fredholm consistent}

and
prc(A) = C\ orc(4).

Notice that for given A € B(H) and B € B(XK), the set of all C € B(K, H) such
that M¢ is Fredholm, will be denoted by Sr (A, B), respectively.
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2. Results

We begin by listing the results that will be made use of later in the paper. The next
one is a well known useful result.

Lemma 2.1. Let S € B(H), T € B(K,H) and R € B(H, K) be given operators.

(i) If R(S) is non-closed and R([S T]) is closed, thenn([S T]) = oo.

(ii) If R(S) is non-closed and R([ ;S; ]) is closed, then d ([ ;S; ]) = Q.

In many papers the various problems of completion of the upper-triangular

operator matrix
A C| |H H
ve=[o )= [x)

where A € B(H) and B € B(XK) are given, were considered. More precisely,
for given A € B(H) and B € B(X), one is interested in existence of some
C € B(K,XH) such that M¢ is of a certain given type. Discussions of such
completion problems to right (left) invertible, semi-Fredholm, Weyl, Browder or
operators with closed range can be found in [2, 3, 9, 10, 11]. Here we will state the
result related to the Fredholmness of M¢ proved in [4].

Theorem 2.1. Let A € B(K) and B € B(K) be given operators. Then Mc is
Fredholm for some C € B(K, H) if and only if one of the following conditions is
satisfied.

(i) A e F(H) and B € F(X) are Fredholm;
(i) A€ FL(H), B e F_(X)and d(A) = n(B) = oo.

Furthermore, if (i) is satisfied then Sg(A, B) = B(K, H), while if (ii) holds,

SF(A, B) = {C € B(X,H): Pr(ayL CPx(5): N(B) —> R(A)* is Fredholm}.

In this paper we will consider the problem of completion of the upper-
triangular operator matrix M¢ given by (2) to Fredholm consistent (FC). First we
will state a well-known result which gives us necessary and sufficient conditions
for Fredholm consistency of an operator A € B(H).
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Theorem 2.2. Let A € B(H). Then A is FC if and only if one of the following
conditions is satisfied:

(i) 4 e F(H),
(ii) R(A) is closed, n(A) = d(A) = oo,
(iii) R(A) is non-closed.

Throughout the paper for given operators A € B(H) and B € B(K), we will
suppose that an arbitrary C € B(XK, H) is given by

[ G NGB R(A)
€= |:C3 CJ'[N(B) }_> [R(A)l]' ©)

Now we will begin with giving necessary and sufficient conditions such that
M given by (2) is FC.

Theorem 2.3. Let A € B(H), B € B(K) and C € B(XK, H) be given operators.
The operator matrix Mc given by (2) is FC if and only if one of the following
conditions is satisfied:

(i) A, B € F(H),
(i) A € Fy(H), B e F_(X), n(B) = d(A) = 0o, C4 € FIN(B), R(4A)1),
(iii) R(A), R(B) are closed and one of the following conditions holds:
(@) R(Cy) is closed and n(A) + n(Cs) = d(B) + d(C4) = o0,
(b) R(Cy) is non-closed,
(iv) R(A) is closed, R(B) is not closed and one of the following conditions holds:
(c) R(Cy) is closed, d(C4) = 00, R(B*) + R(C5 Py(c,)r) = R(B*), and
n(A) + n(Cq) = o0,
(d) R(Cy) is closed, d(C4) < o0,
(e) R(Cy) is closed, R(B*) + R(C3 Pyr(c,L) # R(B*),
(f) R(Cy) is not closed.
(v) R(A)isnon-closed, R(B) is closed and one of the following conditions holds:
(@) R(Cy) is closed, n(Cs) = 00, R(A) + R(C2Pn(cy) = m and
d(B) + d(Cy) = o0,
(b) R(Cy) is closed, n(C4) < 00,
(c) R(Cy) is closed, R(A) + R(C2 Px(c,)) # R(A),
(d) R(Cy) is not closed.
(viii) R(A) and R(B) are non-closed.
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Proof. We have that M¢ is Fredholm consistent if and only if one of condi-
tions (i)—(iii) from Theorem 2.2 holds. So, we will first look for necessary and
sufficient conditions which the operators A, B and C have to satisfy in order
for (i) from Theorem 2.2 to hold for M¢ i.e. so that M¢c € F(H & X). The
answer to this question is completely given in Theorem 2.1. Hence, by this the-
orem, it follows that M¢c € F(H & X) if and only if A € F(H), B € F(X) or
A e FL(H), B € F_(X), n(B) = d(A) = oo and C given by (3) is such that
C4 € FON(B), R(A)*). Now we are looking for necessary and sufficient condi-
tions for the operators A, B and C so that one of the conditions (ii) or (iii) from
Theorem 2.2 holds true for M¢. We will consider four cases which depend on the
closedness of the ranges of operators 4 and B.

Casel. R(A), R(B) are closed. Then M¢ has a matrix representation

A1 0 C1 G| [N@* R(A)

Mo |00 Cs C4| [N R(A)*
C=1lo o B 0| |NB*| |®rB) |’

0 0 0 0 N(B) R(B)*

where A;, B; are invertible. We can verify that R(Mc¢) is closed if and only if
R(Cy) is closed. Also, we have that

n(Mc) :n(A)+n(ﬁ)1 gz ):n(A)—|—n(C4), %)
and
* * C3* Bik- * *
n(Mg) = n(B )+n(|:c* 0 )=n(B ) +n(C). 5)
4 i

So, in this case we get that R(M ) is non-closed if and only if R(Cy) is non-closed
while R(Mc¢) is closed and n(M¢) = d(Mc) = oo if and only if R(Cy) is closed
and n(A) + n(Cq) = d(B) + d(Cy4) = o0.

Case 2. R(A) is closed, R(B) is non-closed. In this case, we are looking for
necessary and sufficient conditions for M¢ to satisfy (ii) or (iii) from Theorem 2.2
(evidently (i) can not be satisfied). M¢ has the following matrix representation

Ay 0 C; G| [N@A*t R(A)

Iy 0 0 G G| |NMA) | _| R(A)*
CT10 0 B 0| |N®B)* R(B) |

0 0 0 0 N(B) R(B)*
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where A; is invertible and B; is injective with dense range. It can be checked

that R(Mc) is closed if and only if M; = [g? CO“] has closed range. Using

Theorems 2.5 and 2.6 from [5], we have that there exists C3 € B(N(B)*, R(4)1)
such that R(M) is closed if and only if C; € B(N(B), R(A)*1) has closed range
and n(C;) = oo. In order to describe all C3 such that R(M,) is closed, suppose
that Cy4 is such that R(Cy) is closed and n(C,) = oo. In that case M; can be
represented by the following:

Cs;1 C41 O N(B)* R(Cs)
Mi=|Cx 0 Of:|NCot|— |RCH*], 6)
B 0 0] [N R(B)*

where Cy, is invertible. Evidently, R(M,) is closed if and only if R(B}) + R(C3,)
is closed. Since C3» = Py(,)LC3 and R(BY) = R(B*), the last condi-
tion is equivalent with R(B*) + R(C5 Pg(c,)L) being closed i.e. with R(B™) +
R(C5 Pr(cyyL) = R(B*).

By Lemma 2.1, if R(M(¢) is closed then, since R(B) is not closed, we get
that d(Mc¢) = oc. Finally, since n(Mc) = n(A) + n(Cy4), we can conclude that
R(Mc) is closed and n(M¢c) = d(Mc) = oo if and only if C4 has closed range,
d(Cy) = 00, R(B*) + R(C5 Pr(c,)L) = R(B*) and n(A) + n(Cy) = oo.

Now, we will consider the case when R(M¢ ) is not closed. From the discussion
above, R(Mc) is not closed if and only if R(M;) is not closed. Using Theorems 2.5
and 2.6 from [5], we conclude that R(M) is not closed precisely in one of the
following cases:

1. R(Cy) is closed, d(C4) < o0,
2. R(Cy) is closed, R(B*) + R(C5 Py(c,)L) # R(B*),

3. R(C4) is not closed.
Case 3. R(A) is non- closed, R(B) is closed. This case is analogous to Case 2.

Case 4. R(A), R(B) are non-closed. In this case for any C € B(K, H), we
have that M¢ satisfies conditions from (ii) or (iii) of Theorem 2.2: If R(M¢) is
closed, then by Lemma 2.1 it follows that n(M¢) = d(M¢) = oo, so (ii) from
Theorem 2.2 holds while if R(M¢) is not closed, then (iii) from Theorem 2.2 is
satisfied. O
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In the following theorem we present certain necessary and sufficient conditions
such that for given A € B(H) and B € B(X) there exists C € B(X, H) such that
M is Fredholm consistent. The set of all such C, which will be denoted by
Src(4, B), will be completely described. We will consider four possible cases.

Theorem 2.4. Let A € B(H) and B € B(K) be the operators with closed ranges.
Then there exists C € B(K,H) such that Mc is FC if and only if one of the
Jollowing conditions is satisfied.

(1.1) A, B € F(H). In this case

Sec(A, B) = B(X, H).

(1.2) A€ Fr(HH), B e F_(H), d(A) = n(B) = oo. In this case,

Src(A, B) = {C € B(K,H): C is given by (3),
Cq € FIN(B). R(4)1)}
U {C € B(KX,H): C is given by (3),
R(Cy) is closed,
n(C4) = d(C4) = oo}
U {C € B(KX,H): C is given by (3),
R(Cy) is not closed}.

(1.3) n(B) = d(A) = n(A) = d(B) = oc. In this case,

Skc(A, B) = B(K, H).

(1.4) A e Fr(H), n(B) = d(A) = d(B) = oo. In this case,

Src(A, B) = {C € B(K,H): C is given by (3), R(Cy) is closed,
n(Cyq) = oo}
U {C € B(KX,H): C is given by (3),
R(Cy) is not closed}.
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(1.5) B € F_(X), n(A) =n(B) = d(A) = oo. In this case,

Src(A, B) = {C € B(K,H): C is given by (3), R(Cy) is closed,
d(C4) = oo}
U {C € B(KX,H): C is given by (3),
R(Cy) is not closed}.

(1.6) A e F_-(H), Be F+(X), n(A) = d(B) = oc. In this case,

Skc(A, B) = B(K, H).

(1.7) B € F1(X), n(A) = d(A) = oo. In this case,

Skc(A, B) = B(K, H).

(1.8) A € F_(H), n(B) = d(B) = oo. In this case,

Src(A, B) = B(X, H).

Proof. Evidently by item (i) of Theorem 2.3, we have that if A € F(X), B €
F(X), then Mc¢ is FC for any C € B(X, H).

Now, we will first suppose that n(B) = d(A) = oo and consider four cases
depending on whether the values of n(A) and d(B) are finite or not.

Case 1(a). n(B) = d(A) = oo, n(A) + d(B) < oo. Now A € Fi(H),
B € F_(X), so by item (ii) of Theorem 2.3, we have that

{C € B(X,3): C is given by (3), C4 € FIN(B), R(A)H)} € Sgc(4, B)  (7)

and the existence of C suchthat C; € F(N(B), R(A)%1) is evident. Since N(B) and
R(A)* are infinite dimensional spaces, there exist C such that R(Cy) is not closed
and also there exists C such that R(Cy) is closed and n(C4) =d(C4) =00. The
condition that n(C4) = d(C4) = oo is necessary and sufficient for n(A)+n(Cs) =
d(B) 4+ d(C4) = oo to hold in item (iiia) of Theorem 2.3. Hence,

{C € B(K,H): C is given by (3), R(C4) is closed, n(Cs) = d(C4) = o0}

8
U {C € B(X,H): C is given by (3), R(Cy4) is not closed} € Sgc(A. B). ©
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That the converse of (7) and (8) follows from the fact that Theorem 2.3 covers
all the cases when M¢ is FC.

Case 1(b). n(B) = d(A) = n(A) = d(B) = oco. By item (a) of Theorem 2.3,
we have that M¢ is FC for any C € B(XK, H) such that R(Cy) is closed. Since by
item (b) of that theorem, we have that M¢ is FC for any C € B(X, H) such that
R(C4) is not closed, we conclude that in this case M¢ is FC for any C € B(X, H).

Case1(c). n(B) = d(A) = oo, n(A) < o0, d(B) =00 .Then A € Fy(H). In
this case, by item (a) of Theorem 2.3, we have that M¢ is FC for any C € B(X, H)
such that R(C4) is closed and n(A)+n(C4) = oo and by item (b), we have that M¢
is FC for any C € B(K, H) such that R(C4) is not closed. Since in Theorem 2.3
all possible cases are listed when M¢ is FC, we conclude that

Skc(A, B) = {C € B(XK,H): C is given by (3), R(Cy) is closed,n(C4) = oo}
U {C € B(X,H): C is given by (3), R(C4) is not closed}.
©)

Case 1(d). n(B) = d(A) = oo, n(A) = oo, d(B) < co. Analogously as in the
previous case we have that

Skc(A, B) = {C € B(X,H): C is given by (3), R(Cy) is closed, d(Cs) = oo}
U {C € B(X,H): C is given by (3), R(Cy4) is not closed}.
(10)

Now, we will suppose that d(A),n(B) < co. Then A € F_(H), B € F+(X)
and for any C € B(XK, H) we have that R(Cy) is closed and n(Cy), d(C4) < c0. By
items (a) and (b) of Theorem 2.3, we have that M¢ is FC for some C € B(X, H)
if and only if n(A) = d(B) = oo. In that case M¢ is FC for any C € B(K, H).

Let us suppose that d(A) = oo and n(B) < oo. Then B € F4(X) and for any
C € B(X, H) we have that R(Cy) is closed, n(Cy) < d(C4) = oco. By items (a)
and (b) of Theorem 2.3, we have that M¢ is FC for some C € B(X, ) if and
only if n(A) = oco. Evidently, in this case M¢ is FC for any C € B(X, K).

In the case when d(A4) < oo and n(B) = oo we can analogously conclude that
that M¢ is FC for some C € B(K, H) if and only if d(B) = oco. In that case M¢
is FC for any C € B(X, H). O
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Theorem 2.5. Let A € B(H) have closed range and B € B(X) have non closed
range. Then there exists C € B(XK, H) such that M¢c is FC if and only if one of
the following conditions is satisfied.
(2.1) d(A) = n(B) = oo, n(A) < oco. In this case,
Src(4, B) = {C € B(K,H): C is given by (3),
R(Cy) is closed,

d(Cy) = o0,
n(Cq) = oo}

U {C € B(KX,H): C is given by (3),
R(Cy) is closed,
U {C € B(K,30): R(B*) + R(C3 Py(c,)1) # R(B*)}
U {C € B(K,H): C is given by (3),
R(Cy) is closed, d(Cy) < oo}
U {C € B(KX,H): C is given by (3),
R(Cy) is not closed}.

(In

(2.2) d(A) = oo, n(A) + n(B) < oc. In this case,
Src(A4, B) = {C € B(K,H): C is given by (3),
R(B*) + R(C5 Pr(c,yL) # R(B*)}.

(2.3) d(A) = n(A) = oo. In this case, Spc(A, B) = B(K, H).
(2.4) d(A) < oc. In this case, Src(A, B) = B(XK, H).

Proof. According to Theorem 2.3 (iv), we will distinguish the following cases.

Case 2(a). d(A) = n(B) = o0, n(A) < oo. Notice that for each of the
cases (c)—(f) of item (iv) of Theorem 2.3, there exists C which satisfies the
conditions from that case, so Spc(A4, B) is described by (11).

Case 2(b). d(A) = oo, n(A) + n(B) < oo. In this case for any C € B(K, H)
we have that R(Cy) is closed, d(C4) = oo and n(A) + n(C4) < 00, so items (c),
(d), and (f) from Theorem 2.3 can not be satisfied. Hence,

Skc(A4, B) = {C € B(X,H): C is given by (3),
R(B*) + R(C5 Pricyt) # R(B*)}.
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Case 2(c). d(A) = n(A) = oo. In this case for any C € B(K, H) we have
that n(A) + n(C4) = o0, so by items (c)—(f) from Theorem 2.3, we get that

Case 2(d). d(A) < oo. For any C € B(X,H) we have that R(Cy) is closed
and d(C4) < oo. Hence by item (d) of Theorem 2.3 it follows that Spc(A4, B) =
B(XK, H) in this case. O

Theorem 2.6. Let A € B(H) have non closed range and B € B(K) have closed
range. Then there exists C € B(K, H) such that Mc is FC if and only if one of
the following conditions is satisfied.

(3.1) d(A) =n(B) = oo, d(B) < oo. In this case,

Skc(A, B) = {C € B(K, H): C is given by (3),
R(Cy) is closed,

n(Cq) = o0,
R(A) + R(C2 Pn(cy)) = R(A),
d(Cy) = oo

U {C € B(K,H): C is given by (3),

R(Cy) is closed,

R(A) + R(C2 Px(cy)) # R(A)}
U {C € B(K,H): C is given by (3),

R(Cy) is closed,

n(Cs) < oo}
U {C € B(X,H): C is given by (3),

R(Cy) is not closed,}.

(3.2) n(B) = o0, d(A) + d(B) < o<. In this case,

Skc(A, B) = {C € B(K, H): C is given by (3),
R(A) + R(C2 Px(cy)) # R(A)}.

(3.3) n(B) = d(B) = oc. In this case, Src(A, B) = B(X, H).
(3.4) n(B) < oo. In this case, Sgc(A, B) = B(K, H).

Proof. The proof can be given analogously to that of Theorem 2.5. |
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Theorem 2.7. Let A € B(H) and B € B(K) be the operators with non-closed
ranges. Then
Src(4, B) = B(K, H).

Proof. By item (vi) of Theorem 2.3, we have that if R(A), R(B) are non-closed,
then Mc¢ is FC for any C € B(K, H). O

As a corollary of the previous result we get the following result.

Theorem 2.8. Let A € B(H) and B € B(XK) be given operators. Then there exists
C € B(X, H) such that M¢ is FC if and only if one of the following conditions is
satisfied.:

(a) A € F(H) and B € F(X),

(b) n(A) +n(B) =d(A) + d(B) = oo,
(¢c) R(A) is non-closed,

(d) R(B) is non-closed.

Now, using Theorems 2.2 and 2.4-2.7 we can compute ("¢ e (5c,30) OFC(Mc).
Corollary 2.1. Let A € B(H) and B € B(X). Then

m orc(Mc) = (pr(A) Nofp(B) N pF, (B))
CEBEGIO U (pr(B) NaF(A) N pr_(A))
U (o, (4) Nor(A) N pr, (B))
U (pr_(A) Nar(B) N pr_(B)).

As in the case of ordinary spectrum (see [1]) and consistent invertibility spec-
trum (see [8]) we have the following result.

Corollary 2.2. Let A € B(H) and B € B(XK). Then for every C € B(K, H), we
have that

orc(Mc) € orc(A) U orc(B). (12)

Proof. Suppose that 0 ¢ opc(A) U apc(A4) (instead of 0 we can take any A € C).
Then A and B are FC operators. So by Theorem 2.2 we have 9 possible cases.
We can check using Theorems 2.4-2.7 that in each of these cases we have that
Src(A4, B) = B(K, H). Hence 0 ¢ opc(Mc) for any C € B(K, H). O
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Remark. The reverse inclusion of (12) does not hold in general. For A €
F_(H)\ F(H) and B € B(X) such that R(B) is closed and n(B) = d(B) = oo,
by Theorem 2.4 (1.8), we have that Spc(4, B) = B(K,H). So A is not FC
and 0 € opc(A) U opc(B) while 0 ¢ opc(Mc) for any C € B(XK,H). Using
Theorems 2.4-2.7 we can easy find necessary and sufficient conditions for the
operators A and B to satisfy so that

orc(Mc) = orc(A4) U orc(B), (13)
for any C € B(X, H).
Using Theorems 2.4-2.7 we can compute | Jc e 5, 50) OFc(Mc).

Corollary 2.3. Let A € B(H) and B € B(X). Then

U orcMc) = (or, (4) Nor(4))
CEBELI0 U (pr_(B) N oF(B))
U (or(4) Nor(B) N pr, (B))
U (or (B) N op(4) N pr_(A)).

(14)

Proof. Notice that the set | Jcep g 50 OFc(Mc) is exactly the union of two dis-
joint sets: ﬂcws(x,&c) orc(Mc) and

T = Jorc(Mc) \ (ﬂUFc(Mc))-

CeB(K,H) CeB(K,H)

Since the first one is described in Corollary 2.1, we will describe the other one.
Notice that 0 € T if and only A and B satisfy conditions from one of the items
given in Theorems 2.4-2.7 in which we have that Spc(A4, B) # B(X, H) (instead
of 0 we can consider any A € C). Hence, by Theorems 2.4-2.7, we have that
Src(A4, B) # B(K, H) if and only if one of the following conditions holds:

e Ae FL(H), B e F_(H),d(A) =n(B) = o,

A e Fy(H),n(B) =d(A) = d(B) = oo,

B € F_(X),n(A) = n(B) = d(A) = oo,

R(A) is closed, R(B) is non-closed, d(A) = n(B) = oo, n(A) < oo,
R(A) is closed, R(B) is non-closed, d(A) = oo, n(A) + n(B) < oo,
R(A) is non-closed, R(B) is closed and d(A) = n(B) = oo, d(B) < o0,
R(A) is non-closed, R(B) is closed and n(B) = oo, d(A) + d(B) < oco.
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Hence,

T={AeC:A—L e FL(H)\ F(H),
B—Ae F_(X)\ F(X)}
U{LeC:A—A e Fr(F0)\ F(H),
R(B — 1) is closed,
n(B—1)=d(B— 1) =o0}
U{rLeC:B—Ae F_(X)\ F(X),
R(A — 1) isclosed,
n(A—231)=d(A— 1) = oo}
U{LeC:A—A e Fr(F0)\ F(H),
R(B — A) is non-closed}
U{LeC:B—A¢€ F_(F)\ F(H),
R(A — 1) is non-closed}.
Using Theorem 2.2 we get that the union of the second and the forth set
appearing above and the third set appearing in the expression for

(orc(Mc)
CeB(K,H)

(Corollary 2.1) is equal to
{AeCA—AL e FL(H)\ F(H),
B — A is FC}
U{reC:A— A e Fr(H)\ F(3),
B—A€ Fr(X)\ F(X)}.

Also, the union of the third and the fifth set appearing in the expression for 7'
and the forth set appearing in the expression for

(orc(Mc)
CeB(K,H)
(Corollary 2.1) is equal to
{AeC:B—-Ae F_(H)\ F(H),
A — X is FC}
U{deC:B—Xe F_(H)\ F(H),
A—XLe F_(X)\ F(X)}.
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Now, we have

Jorc(Mc) = {1 e C: A— 1 € Fi(30)\ F(%0),

CEBELI0 B—XeF (X)\ F(X)}
U{deC:A—2 e F(30)\ F(30).
B — 1is FC}

U{AeC:A—A e Fr(H)\ F(H),
B~ € Fy(5) \ F(X)}

U{AeC:B—Xe F_-(H)\ F(H),
A — A is FC}

U{AeC:B— A€ F_(H)\ F(H),
A—A e F_(X)\ F(X)}

U (pr(A) Nor(B) N pr, (B))

U (pr(B) Nor(A) N pr_(A4)).

Using that B is not FC if and only if B € F_(H)\ F(H) or B € F{(H)\ F(H),
we get that the union of the first three sets on the hand right side of the last equality
is equal to

AeC.A—Ae Fr(H)\ F(3)}
while the union of the first, fourth and fifth is equal to

{AeC:B—Ae F_(H)\ F(H)}
Hence (14) holds. O
In the following result we give an answer to Question 3.

Corollary 2.4. Let A € B(H) and B € B(X). Then

[ orc(Mc) = orc(Mo).
CeB(K,H)

Proof. Since one inclusion is trivial, we need only show that

orc(Mo) < [ orc(Mc).
CeB(K,50)
So, let A ¢ (cen(x.9¢) OFc(Mc) be arbitrary. Without any loss of generality we
can suppose that A = 0. So, we have that there exists Cy € B(K, H) such that
M(c, is FC. Hence, we can conclude that for A and B the conditions from one of
the items given in Theorems 2.4-2.7 must hold. It can be checked that in all of
these cases, we have 0 € Sgc(A4, B) i.e. A ¢ opc(M)). O
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