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A nodal domain theorem

and a higher-order Cheeger inequality

for the graph p-Laplacian
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Abstract. We consider the nonlinear graph p-Laplacian and the set of eigenvalues and

associated eigenfunctions of this operator defined by a variational principle. We prove

a nodal domain theorem for the graph p-Laplacian for any p � 1. While for p > 1 the

bounds on the number of weak and strong nodal domains are the same as for the linear graph

Laplacian (p D 2), the behavior changes for p D 1. We show that the bounds are tight for

p � 1 as the bounds are attained by the eigenfunctions of the graph p-Laplacian of the path

graph. Finally, using the properties of the nodal domains, we prove a higher-order Cheeger

inequality for the graph p-Laplacian for p > 1. If the eigenfunction associated to the k-th

variational eigenvalue of the graph p-Laplacian has exactly k strong nodal domains, then

the higher order Cheeger inequality becomes tight as p ! 1.
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1. Introduction

In this paper we are concerned with the p-Laplacian operator �p on finite, undi-
rected, weighted graphs G D .V;E/. For simplicity we assume throughout the
paper that the graph G is connected. A function f on V is an eigenfunction of �p

corresponding to the eigenvalue � if it solves the following eigenvalue problem

.�pf /.u/ D � �.u/jf .u/jp�2f .u/; for all u 2 V: (1)

The eigenvalue problem for the linear graph Laplacian is obtained for p D 2.
The spectrum of �2 has been studied extensively in past decades. In particular

1 This work has been supported by the ERC starting grant NOLEPRO 307793.
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every eigenvalue of �2 admits a variational characterization in terms of a Rayleigh
quotient and several relations between the eigenvalues of �2 and a number of
graph invariants have been established [11, 12, 29]. However, for p ¤ 2, the
spectral properties are less well understood. For the general case it is known
that the smallest eigenvalue �1 of �p is zero, it is simple and any corresponding
eigenfunction is constant. It is also known that the smallest nonzero eigenvalue �2

admits a variational characterization [3, 4, 6]. The Lusternik-Schnirelman theory
allows to generalize the variational characterization of the linear case and to define
a sequence of variational eigenvalues of �p for p ¤ 2.

In this paper we investigate the nodal properties of the eigenfunctions of �p.
A strong nodal domain of f is a maximal connected component of ¹uW f .u/ ¤

0º. Weak nodal domains, instead, can overlap and are defined as the maximal
connected components of either ¹uW f .u/ � 0º or ¹uW f .u/ � 0º. The famous
Courant nodal domain theorem provides upper bounds on the number of nodal
domains of the eigenfunctions of the continuous Laplacian in Rd . Several authors
worked afterwards on a discrete version of the nodal domain theorem for the
case of the linear graph Laplacian, see e.g. [16, 17, 22, 26], or the adjacency or
modularity matrix [24, 25, 40]. The main contribution of the present work is a
unifying generalized version of the Courant nodal domain theorem for the graph
p-Laplacian, for any p � 1. We show that for p > 1 the bounds on the number
of weak and strong nodal domains are the same as for the linear graph Laplacian
whereas the upper bound of the weak nodal domains changes for p D 1.

As there are strong relations between the continuous and discrete theory, see
e.g. [18, 17, 27], it is worthwhile to quickly review the eigenproblem of the
continuous p-Laplacian. If � is a bounded domain in Rd , with smooth boundary
@�, the continuous analogous of (1) is

� div.jrf jp�2rf / D �jf jp�2f; in �; (2)

where homogeneous conditions are assumed on @�. The eigenvalue problem (2)

has been studied extensively. When d D 1, for instance, the spectrum of �p is
completely described [20, 23]. Courant’s nodal theorem has been then extended
to the eigenfunctions of the continuous p-Laplacian (2) for p > 1 [4, 21], where
connected components are replaced by connected open subsets. However, note
that the difference between strong and weak nodal domains is not considered in
the continuous case. Moreover, [21] requires as an assumption what they call the
unique continuation property to prove the direct generalization of the Courant
nodal domain theorem.
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As a second main contribution, we provide a higher-order Cheeger inequality
relating the k-th variational eigenvalue of the graph p-Laplacian with the k-th
isoperimetric or Cheeger constant of the graph. The Cheeger constant h.G/ is
one of the most important topological invariants of a graph G. The result for
the case k D 2 was originally proven by Cheeger [10] for compact Riemannian
manifolds and the associated Laplace–Beltrami operator.

Several authors transferred afterwards the result of Cheeger to the discrete
case, see e.g. [1, 2, 18, 24, 33, 37, 42]. Cheeger’s inequality plays an important role
in the theory of expander graphs, mixing time of Markov chains, graph coloring
but has also applications in computer science such as image segmentation and web
search, see e.g. [2, 13, 32, 34] and the references therein. An extension of Cheeger’s
inequality to the nonlinear graph p-Laplacian has been shown in [3, 6, 28] for
p � 1, where it has been shown that the Cheeger constant h.G/ of the graph is
the limit of �2 of �p as p ! 1, with equality for p D 1. A number of Cheeger
type inequalities have been shown for the continuous p-Laplacian in (2) as well
[7, 30, 31].

More recently, a set of higher-order isoperimetric constants hk.G/, k D

1; 2; 3; : : : alternatively called multi-way Cheeger constants, has been introduced
by Miclo [14, 15] in the discrete setting. We provide a Cheeger-type inequality
relating the k-th variational eigenvalue of �p with the k-way isoperimetric con-
stant, where the number of strong nodal domains of the eigenfunctions of �p plays
a crucial role.

The paper is organized as follows. In Section 2 we fix the notation and provide
a number of first results. Section 3 contains the statement of the nodal domain
theorem for �p. In Sections 3.1 and 4 we discuss the non-smooth case p D 1 and
prove the tightness of our results for p � 1, by studying the eigenfunctions of the
graph p-Laplacian for the path graph where the upper bounds on the nodal domain
counts are attained. Finally, in Section 5 we discuss a higher-order Cheeger
inequality for the graph p-Laplacian.

2. Preliminaries

Let G D .V;E/ be a finite, connected and undirected graph where V D .V; �/ and
E D .E; w/ are the vertex and edge sets, equipped with positive measures � and
w, respectively. The number of nodes jV j of G is denoted by n. We assume that
the vertex weights are strictly positive, �.u/ > 0 for all u 2 V . An element of E is
denoted by uv, where u; v are the nodes connected by uv. We extend the measure
function w to the whole product V � V by letting w.uv/ D 0 if uv … E. We write
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u � v to indicate that there exists an edge uv 2 E between those nodes. Similarly,
for two sets of nodes A; B � V , we write A � B if there exists an edge connecting
A and B . Finally, we define `p.V/ to be the space of real valued functions on V

endowed with the norm kf k`p.V/ D .
P

u �.u/jf .u/jp/1=p.
Let p̂W R ! R be defined as p̂.x/ D jxjp�2x, then the graph p-Laplacian

�pW RV ! RV is defined for p > 1 as

.�pf /.u/ D
X

v2V

w.uv/ p̂.f .u/ � f .v//; for all u 2 V:

The case p D 1 will be treated in Section 4, even though parts of the following
discussion apply already for the case p D 1. A function f W V ! R is an
eigenfunction of �p associated with the eigenvalue � if the following identity
holds

.�pf /.u/ D � �.u/ p̂.f .u//; for all u 2 V:

We then consider the even functional RpW RV ! R defined as

Rp.f / D
1

2

P

uv2E w.uv/jf .u/ � f .v/jp
P

u2V �.u/jf .u/jp

and the symmetric manifold Sp D ¹g 2 `p.V/W kgk`p.V/ D 1º. It is easy to see
that the eigenvalues and eigenfunctions of �p correspond to the critical values
and critical points of Rp. Moreover, as Rp is scale invariant, Rp. f̨ / D Rp.f /

for any nonzero ˛ 2 R, f is a critical point of Rp if and only if f =kf k`p.V/ is a
critical point of the restriction RpjSp

of Rp onto Sp, and they correspond to the
same critical value.

The Lusternik-Schnirelman theory allows several ways to characterize a se-
quence of variational eigenvalues of �p. A standard approach, relying on the
symmetry of Rp and Sp, is based on the notion of Krasnoselskii genus.

Definition 2.1. Let A be a closed, symmetric subset of Sp. We define the Kras-
noselskii genus of A as


.A/ D

8

ˆ

ˆ

<

ˆ

ˆ

:

0 if A D ;;

inf¹m j there existsA ! Rm n ¹0º, continuos, h.�u/ D �h.u/º;

1 if ¹: : : º D ;; in particular if 0 2 A:

Consider the family Fk.Sp/ D ¹A � SpW A D �A; closed; 
.A/ � kº. As Sp is
compact, it is easy to verify that RpjSp

satisfies the Palais-Smale condition. Then

�
.p/

k
D min

A2Fk.Sp/
max
f 2A

Rp.f / (3)
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defines a sequence of n critical values of the Rayleigh quotient Rp, for k D

1; : : : ; n. Moreover, it is known that the fact that G is connected implies 0 D

�
.p/
1 < �

.p/
2 � � � � � �

.p/
n . Note that in the definition (3) we can freely use Rp or

its restriction to Sp, as the critical values do not change. From now on we shall
call the numbers �

.p/

k
, for k D 1; : : : ; n, the variational eigenvalues of �p. For

ease of notation we will often drop the superscript, writing �k in place of �
.p/

k
,

when the reference to a given p is clear from the context.
Until now we have concentrated on the variational eigenvalues, but the nodal

domain theorem requires to consider eigenfunctions. It turns out that one can
associate at least one eigenfunction of the graph p-Laplacian to each variational
eigenvalue �

.p/

k
. For a function F W Sp ! R we write F c D ¹x 2 SpW F.x/ � cº

and K�.F / D ¹x 2 SpW F.x/ D �; rF.x/ D 0º. The following theorem is part of
a more general result known as deformation theorem. See for instance [43, Thm.
3.11] or [39, Thm. 4.1.19]

Theorem 2.2. Let F W Sp ! R be an even function satisfying the Palais-Smale

condition. Then for any "0 > 0, � 2 R and any neighbourhood N of K�.F /, there

exists " 2 .0; "0/ and an odd homeomorphism � W Sp ! Sp such that

�.F �C" n N / � F ��" :

The deformation theorem allows to show that to each variational eigenvalue
belongs at least one corresponding eigenfunction.

Lemma 2.3. For k � 1 let A� 2 Fk.Sp/ be a minimizing set, that is

�k D min
A2Fk.Sp/

max
f 2A

Rp.f / D max
f 2A�

Rp.f / :

Then A� contains at least one critical point of Rp, relative to �k .

Proof. Consider the restriction RpjSp
. Recall that if F is a function that satisfies

the Palais-Smale condition and � is a critical value of F , then K�.F / is compact
(see f.i. [43, pp. 78–80]). Suppose by contradiction that A�\K�k

.RpjSp
/ D ;. We

already discussed thatRpjSp
satisfies the Palais-Smale condition, therefore A� and

K�k
.RpjSp

/ are compact. Hence there exists a neighborhood N of K�k
.RpjSp

/

such that A� \ N D ;. Therefore A� D A� n N . Since maxf 2A� RpjSp
.f / D �k,

for any " > 0 we have A� � Rpj
�kC"
Sp

. By the deformation theorem, there exists
an odd homeomorphism � W Sp ! Sp such that

�.A�/ D �.A� n N / � �.Rpj
�kC"
Sp

n N / � Rpj
�k�"
Sp

:
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As � is an odd homeomorphism we have that A� 2 Fk.Sp/ implies �.A�/ 2

Fk.Sp/. Then

�k � min
A2Fk.Sp/

max
f 2A

Rp.f / � max
f 2�.A�/

Rp.f / � max
f 2Rp j

�k�"

Sp

Rp.f / � �k � "

and we have reached a contradiction. Therefore A�\K�k
.RpjSp

/ cannot be empty
and the lemma is proven. �

We would like to note that the integer valued genus 
 is a classical homeomor-
phism invariant generalization of the concept of dimension. Indeed if A is any
symmetric neighborhood of the origin in Rk, then 
.A/ D k, and, vice-versa, if
A is any subset such that 
.A/ D k, then A contains at least k mutually orthog-
onal functions. It follows that, when p D 2, the sequence (3) boils down to the
Courant-Fischer minimax principle �

.2/

k
D mindim.A/Dk maxf 2A R2.f /. We refer

to [39, Ch. 4] or [43, Ch. 2] for an overview.

3. Nodal domain theorem for the graph p-Laplacian

Consider the eigenvalue problem (2) and a continuous function f on �. A nodal
domain for f is a maximal connected open subset of ¹uW f .u/ ¤ 0º. When p D 2,
Courant’s nodal domain theorem states that any eigenfunction for (2) associated
to the eigenvalue �k has at most k nodal domains.

For graphs, nodal domains induced by a function f W V ! R are commonly
defined as follows:

Definition 3.1. Let f W V ! R. A subset A � V is a strong nodal domain of G

induced by f if the subgraph G.A/ induced on G by A is a maximal connected
component of either ¹uW f .u/ > 0º or ¹uW f .u/ < 0º.

Definition 3.2. Let f W V ! R. A subset A � V is a weak nodal domain of G

induced by f if the subgraph G.A/ induced on G by A is a maximal connected
component of either ¹uW f .u/ � 0º or ¹uW f .u/ � 0º.

For any connected graph G and any p � 1, �
.p/
1 D 0 is simple and any

associated eigenfunction is constant. Thus the strong and weak nodal domain
for the eigenfunctions of �

.p/
1 is V itself.

Fiedler noted in [26, Cor. 3.6] that the number of weak nodal domains induced
by any eigenfunction associated to �

.2/
2 is exactly two. Several authors derived

analogous results to the Courant nodal theorem for the higher-order eigenfunctions
of �2 [16, 22, 40]. The following nodal domain theorem for the graph Laplacian
�2 summarizes their work.
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Theorem 3.3. Let G be connected and 0 D �1 < �2 � � � � � �n be the

eigenvalues of �2. Any eigenfunction of �k induces at most k weak nodal domains

and at most k C r � 1 strong nodal domains, where r is the multiplicity of �k.

The authors of [16], in particular, provide examples which show that the bounds
for the weak and strong nodal domains are tight. The following theorems show
that the results carry over to the p-Laplacian.

Theorem 3.4. Suppose that G is connected and p � 1 and denote by 0 D �1 <

�2 � � � � � �n the variational eigenvalues of �p. Let � be an eigenvalue of �p

such that � < �k . Any eigenfunction associated to � induces at most k � 1 strong

nodal domains.

We get as a consequence that, if the variational eigenvalue �k has multiplic-
ity r , that is

�k�1 < �k D �kC1 D � � � D �kCr�1 < �kCr ;

then Theorem 3.4 shows that any eigenfunction of �k induces at most k C r � 1

strong nodal domains.

Theorem 3.5. Suppose that G is connected and p > 1 and denote by 0 D �1 <

�2 � � � � � �n the variational eigenvalues of �p. Any eigenfunction of �k induces

at most k weak nodal domains.

Let us stress that Theorem 3.4 holds for any p � 1, whereas Theorem 3.5 does
not hold in general when p D 1. We will discuss the case p D 1 in detail in
Section 4. As a direct consequence we get the following corollary.

Corollary 3.6. Suppose that G is connected and let p > 1. Any eigenfunction

corresponding to the second variational eigenvalue of �p has exactly 2 weak nodal

domains.

Proof. With the definition of �p we have
P

u.�pf /.u/ D 0 for any function f .
This implies in particular that for any eigenfunction f of �p with eigenvalue not
equal to zero it holds

P

u �.u/ p̂.f .u// D 0 which implies that f attains both
positive and negative values. As the graph is connected, it holds �2 > 0 and thus
any associated eigenfunction has at least two weak nodal domains On the other
hand Theorem 3.5 shows that the number of weak nodal domains induced by f is
at most 2, and thus it is exactly 2. �
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The proof of Theorems 3.4 and 3.5 relies on a number of properties which are
of independent interest. Therefore we devote the subsequent discussion to those
properties and postpone the proof to the end of the section.

We need, first, the following technical lemma

Lemma 3.7. Let p � 1, a; b; x; y 2 R and xy � 0. Then

jax � byjp � .jajp jxj C jbjp jyj/jx � yjp�1 � 0;

where equality holds for p D 1 if and only if xy D 0 or ab � 0 and for p > 1 if

and only if xy D 0 or a D b.

Proof. We note that with xy � 0 it holds jx � yj D jxj C jyj. It is easy to see that
equality holds for xy D 0. Thus we assume xy < 0 in the following and get

jax � byjp � .jajpjxj C jbjp jyj/.jxj C jyj/p�1

� .jajjxj C jbjjyj/p � .jajpjxj C jbjpjyj/.jxj C jyj/p�1

D .jxj C jyj/p
h� jxj

jxj C jyj
jaj C

jyj

jxj C jyj
jbj

�p

�
jxj

jxj C jyj
jajp �

jyj

jxj C jyj
jbjp

i

� 0;

where in the last inequality we have used the fact that f .�/ D �p is strictly convex
on RC for p > 1 and convex for p D 1. Finally, under the condition xy < 0

we have equality in the first inequality if and only if ab � 0. For the second
inequality we note that it is an equality for p D 1, whereas, under the condition
xy < 0, equality holds for p > 1 only if jaj D jbj, due to the strict convexity of
f .�/ D �p. Combining the conditions yields the result. �

Given a function f W V ! R and any A � V we write f jA to denote the
function f jA.u/ D f .u/ if u 2 A and f jA.u/ D 0 otherwise. The strong and
weak nodal spaces of f are defined as the linear span of f jA1

, : : : , f jAm
, with

Ai being the strong or weak nodal domains of f , respectively. A related version
of this result has been proven in [22] for the linear case (p D 2). Even though
the proof there relied on the the linearity of the operator, it turns out that this
requirement is not necessary for the nonlinear generalization.

Lemma 3.8. Let p � 1 and let f W V ! R be any eigenfunction of �p corre-

sponding to the eigenvalue �. Let F be either the strong or weak nodal space

of f . Then for any g 2 F it holds Rp.g/ � �. In the case p D 1 the inequality

holds with equality for any g 2 F with g ¤ 0.
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Proof. We prove the lemma for the strong nodal domains A1; : : : ; Am. We discuss
at the end of the proof how it can be transferred to the weak nodal domains. Note
that the strong nodal domains are by construction pairwise disjoint. We denote by
Z D V n

Sm
iD1 Ai the set Z D ¹uW f .u/ D 0º. Let g D

P

i ˛i f jAi
be a function

in the strong nodal space F . The statement is trivially true if g � 0, therefore we
can assume

P

i j˛i j > 0. We have

kgk
p

`p.V/
D

m
X

iD1

X

u2Ai

�.u/j˛i f jAi
.u/jp D

m
X

iD1

j˛i j
pkf jAi

k
p

`p.V/
: (4)

By splitting the summation over V into the sum over Z; A1; : : : ; Am, we get

1

2

X

u;v2V

w.uv/jg.u/ � g.v/jp

D
1

2

m
X

iD1

j˛i j
p

X

u;v2Ai

w.uv/jf jAi
.u/ � f jAi

.v/jp

C
1

2

X

j ¤i

X

u2Aj

X

v2Ai

w.uv/j j̨ f jAj
.u/ � ˛if jAi

.v/jp

C

m
X

iD1

X

u2Ai

j˛if jAi
.u/jp

X

v2Z

w.uv/:

(5)

Let A be any strong nodal domain. As f is an eigenfunction of �p corre-
sponding to the eigenvalue �, for any u 2 A we have the chain of equalities
��.u/jf jA.u/jp D ��.u/f jA.u/ p̂.f .u// D f jA.u/.�pf /.u/. Therefore

� kf jAk
p

`p.V/
D

X

u2V

f jA.u/.�pf /.u/

D
1

2

X

u;v2V

w.uv/.f jA.u/ � f jA.v// p̂.f .u/ � f .v//:

Let A; B � V be two distinct strong nodal domains. If uv 2 E, u 2 A and
v 2 B , then f .u/f .v/ < 0, as the strong nodal domains are maximal connected
components. This implies that, for such u and v,

sign.f .u/ � f .v// D sign.f jA.u// D �sign.f jB.v//:
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Thus

� kf jAk
p

`p.V/

D
1

2

X

u;v2A

w.uv/jf jA.u/ � f jA.v/jp C
X

u2A

jf jA.u/jp
X

v2Z

w.uv/

C
1

2

X

BWB¤A

X

u2A

X

v2B

.w.uv/jf jA.u/j C w.vu/jf jA.v/j/ jf jA.u/ � f jB.v/jp�1;

where the summation over B runs over all the nodal domains different from A.
Combining the preceding formula with (4) and (5) yields

1

2

X

u;v2V

w.uv/jg.u/�g.v/jp��kgk
p

`p.V/
D

1

2

X

i¤j

X

u2Ai

X

v2Aj

w.uv/Fij .u; v/; (6)

where

Fij .u; v/ D j˛if jAi
.u/ � j̨ f jAj

.v/jp

� .j˛i j
p jf jAi

.u/j C j j̨ jpjf jAj
.v/j/jf jAi

.u/ � f jAj
.v/jp�1:

By Lemma 3.7 each of the quantities Fij .u; v/ is nonpositive. Since for distinct
domains A and B , w.uv/ > 0 holds if and only if f jA.u/f jB.v/ < 0, we deduce
that the quantity in (6) is nonpositive as well. As g is not identically zero we
conclude that Rp.g/ � �. Also note that, by Lemma 3.7, we have the equality
Rp.g/ D � when p D 1.

The proof can be transferred to the weak nodal domains A1; : : : ; Am by con-
sidering instead the sets Bi D Ai \ ¹uW f .u/ ¤ 0º, i D 1; : : : ; m and noting that

m
X

kD1

˛k f jAk
D

m
X

kD1

˛k f jBk
:

As for the strong nodal domains, the sets B1; : : : ; Bm are pairwise disjoint and
together with Z D V n

Sm
iD1 Bi D ¹uW f .u/ D 0º, form a partition of V . Replacing

A1; : : : ; Am with B1; : : : ; Bm in the argument above, all the steps remain true. �

We are now ready to prove the nodal domain theorem for the graph p-Lapla-
cian. The proof is given here assuming p > 1. The case p D 1 is discussed in
Section 4.
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Proof of Theorem 3.4. Let �1 � � � � � �n be the variational eigenvalues of �p,
and let � be any eigenvalue such that � < �k. Consider any eigenfunction f

corresponding to �. Let A1; : : : ; Am be the strong nodal domains of f and let F be
the corresponding strong nodal space. Lemma 3.8 implies that maxg2F Rp.g/ �

�. As the functions f jA1
; : : : ; f jAm

are linear independent we have 
.F \ Sp/ D

m. In particular F \ Sp 2 Fm.Sp/ and by the definition of �m we get

�m � max
g2F \Sp

Rp.g/ � � < �k : (7)

As a consequence we have �m < �k which implies m � k � 1. �

For the weak nodal domains we need a few additional remarks. Let A1; : : : ; Am

be the weak nodal domains of f . Since [iAi D V and G is connected, then for
any i there exists j such that Ai � Aj . Moreover, the following lemma holds

Lemma 3.9. Let A and B be two weak nodal domains induced by the non-constant

eigenfunction f W V ! R and such that A � B . Then there exist u 2 A and

v 2 B n A such that u � v.

Proof. If A \ B D ; the statement is straightforward. Assume that A \ B ¤ ;.
By definition we have f .u/ D 0, for any u 2 A \ B , thus for any such u it holds
0 D � �.u/ p̂.f .u// D

P

v2V w.uv/ p̂.f .u/�f .v// D
P

v2V w.uv/ p̂.f .v//.
Note that, by definition, as u 2 A \ B , then any v such that v � u is either in A

or in B . As w.uv/ > 0 when u � v, the values p̂.f .v// have to be either all
zero or both positive and negative. However, the maximality of the nodal domains
implies that p̂.f .v// can not be zero for all v � u and all u 2 A \ B . Then there
exists v 2 A [ B such that v � u and f .v/ ¤ 0. This concludes the proof. �

It is clear that adjacent nodal domains have different sign. Then we deduce
from the above lemma that, given any two adjacent weak nodal domains A � B

of an eigenfunction f , two cases are possible:

P1. there exist u 2 A and v 2 B such that u � v and f .u/f .v/ < 0;

P2. f .u/f .v/ D 0 for all u 2 A and v 2 B such that u � v, and there exist u 2 A

and v 2 B such that u � v, f .u/ D 0 and f .v/ ¤ 0.

Proof of Theorem 3.5. Let f be an eigenfunction of �k and let A1; : : : ; Am be
the weak nodal domains of f . Suppose by contradiction that m > k. We
deduce from Lemma 3.8 that inequality (7) holds also for the weak nodal domains.
Namely, for any g in the weak nodal space F of f , we have maxg2F Rp.g/ D

maxg2F \Sp
Rp.g/ � �k . Observe that, as m > k and f 2 F , we have



894 F. Tudisco and M. Hein

F D span¹f º˚H , for some H such that dim H � k. In particular m D 
.F \Sp/

and k � 
.H \ Sp/. As a consequence H \ Sp 2 Fk.Sp/ and we get

�k � max
g2F \Sp

Rp.g/ � max
g2H\Sp

Rp.g/ � min
X2Fk.Sp/

max
g2X

Rp.g/ D �k :

Thus the relations above hold with equality and we deduce that H \ Sp is a mini-
mizing set, and by Lemma 2.3 there exists an eigenfunction g D

Pm
sD1 ˛sf jAs

2H .
As Rp.g/ is the maximum of the Rayleigh quotient on H we deduce from the

proof of Lemma 3.8 that
P

i¤j

P

u2Ai

P

v2Aj
w.uv/Fij .u; v/ D 0, where

Fij .u; v/ D j˛if jAi
.u/ � j̨ f jAj

.v/jp

� .j˛i j
p jf jAi

.u/j C j j̨ jpjf jAj
.v/j/jf jAi

.u/ � f jAj
.v/jp�1:

By Lemma 3.7 each of the summands w.uv/Fij .u; v/ is nonpositive, then all
of them have to vanish individually. Choose any pair of adjacent sets As � Ar .
If they satisfy property P1 above, then there exist u 2 As and v 2 Ar such that
w.uv/ > 0 and f jAs

.u/f jAr
.v/ < 0. Therefore w.uv/Fsr.u; v/ D 0 implies

˛s D ˛r , by virtue of Lemma 3.7.
If P1 does not hold, then P2 holds. Since g is an eigenfunction of �p, for any

ˇ 2 R, we have the following entrywise equations

�k�.u/ p̂. f̌ .u// D
X

v2V

w.uv/ p̂. f̌ .u/ � f̌ .v//; u 2 V;

�k�.u/ p̂.g.u// D
X

v2V

w.uv/ p̂.g.u/ � g.v//; u 2 V:

As P2 holds for As and Ar , then there exist u 2 As and v 2 Ar such that u � v,
f .u/ D 0 and f .v/ ¤ 0. Then f̌ .u/ D g.u/ D 0 and the previous equations
imply

X

v2V

w.uv/¹ p̂. f̌ .v// � p̂.g.v//º D 0 :

The quantities w.uv/ are zero unless v � u. Since f .u/ D 0, the maximality of
the nodal domains implies that all the vertices v adjacent to u are either in As or
in Ar . We have

X

v2As

w.uv/¹ p̂.˛sf jAs
.v// � p̂. f̌ jAs

.v//º

D
X

v2Ar

w.uv/¹ p̂. f̌ jAr
.v// � p̂.˛rf jAr

.v//º:
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Thus choosing ˇ D ˛s we get ¹ p̂.˛s/� p̂.˛r/º
P

v2Ar
w.uv/ p̂.f jAr

.v// D 0.
Since w.uv/ � 0 for all v 2 Ar , there exists x 2 Ar such that w.ux/ > 0,
f .x/ ¤ 0, and the entries of f jAr

have same sign. Then the previous identity
implies p̂.˛s/ � p̂.˛r/ D 0, that is ˛s D ˛r .

We finally conclude that, if As � Ar , then ˛s D ˛r . The connectedness of the
graph implies then ˛ D ˛1 D � � � D ˛m, and we obtain g D

Pm
sD1 ˛s f jAs

D f̨ .
This gives a contradiction as by construction g 2 H is linear independent with
respect to f . �

We show in the following that the bounds cannot be improved in general, by
discussing the nodal domain structure of an example graph.

3.1. Nodal domains of the eigenfunctions of the path graph. It is well known
that for p D 2, the upper bounds shown in the nodal theorem are tight, for any
k. Simple examples where the those bounds are achieved for p D 2 are the line
segment, in the continuous setting, and the path graph

Pn D ��
��	
� ��
��	
� ��
��	
� ��
��	
� � � � � � � � � � � � � ��
��	
�

in the discrete case. For convenience, throughout this section we identify V with
the integers set ¹1; : : : ; nº, and we fix both the vertex and the edge measures to be
constantly one.

The eigenfunctions fk.x/ of the continuous p-Laplacian on the line segment
are known to be given for p > 1 by fk.x/ D sinp.kx/, where sinp.x/ is a
special periodic function [23, 38]. However, dissimilar to the case p D 2, a direct
computation reveals that the functions obtained by evaluating fk.x/ on a uniform
grid, are not the eigenfunctions of �p on Pn for p ¤ 2. The reason is that when
p ¤ 2, there is no addition formula relating sinp and its derivative [35]. Since an
explicit formula for the eigenfunctions of �p on Pn when p ¤ 2 is out of reach, we
devote the remaining part of this section to show that the variational eigenpairs of
the p-Laplacian on Pn have several special properties, and in particular we prove
that the number of nodal domains induced by the eigenfunction of the variational
eigenvalue �k on Pn, is exactly k.

For a function f W V ! R let us define Qf W Z ! R as follows: first we define
g by g.i/ D f .�i C 1/ for i D 0; �1; : : : ; �n C 1 and g D f over V ; then we
define Qf by extending g periodically over Z. The extension Qf allows us to recast
the eigenvalue equation (1) as the infinite system of nonlinear equations

H.�; Qf; k/ D D p̂D Qf .k/ � � p̂. Qf .k C 1// D 0; k 2 Z; (8)
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where D is the forward difference operator defined by Df .k/ D f .k C 1/ � f .k/.
One easily verifies that

.�pf /.u/ D � p̂.f .u//; for all u 2 V () H.�; Qf; k/ D 0; for all k 2 Z :

(9)

It turns out that (8) is a particular version of a famous non-linear difference
equation that has been studied quite intensively in the difference and differential
equations literature (see e.g. [19, Chap. 3]). In the following any interval Œa; b� is
meant to be discrete, i.e. Œa; b� D ¹x 2 ZW a � x � bº. We shall say that .a; a C 1�

is a generalized zero for f if f .a/ ¤ 0 and f .a/f .a C 1/ � 0. Equation (9) is
said to be disconjugate on Œa; b� provided that any solution of this equation has at
most one generalized zero on .a; bC1� and the solution f satisfying f .a/ D 0 has
no generalized zeros on .a; b C 1�. The following generalized version of Sturm’s
comparison theorem is due to Rehák [41, Thm. 2].

Theorem 3.10. Let p > 1, � � � and let Qf; Qg be sequences such that H.�; Qf; k/ D

H.�; Qg; k/ D 0 for s � k � t . If Qg is disconjugate on Œs; t � then Qf is disconjugate

on Œs; t � as well.

We get as a direct consequence the following lemma.

Lemma 3.11. Let .�; f / and .�; g/ be two eigenpairs of �p on Pn with � � �. If

f and g have the same number of generalized zeros, then the generalized zeros of

f and g coincide.

Proof. The proof is a direct consequence of Theorem 3.10. We briefly sketch the
argument. Let .a1; a1 C 1�, : : : , .ak; ak C 1� and .b1; b1 C 1�, : : : , .bk ; bk C 1� be
the generalized zeros of g and f respectively, ordering them so that 2 � ai C 1 �

aiC1 � n � 1 and 2 � bi C 1 � biC1 � n � 1, for i D 1; : : : ; k. Using the
symmetry of Qf and Qg one observes that b1 � a1, as otherwise Theorem 3.10
would be contradicted. This implies that b2 � a2, as b2 < a2 would imply that g

is disconjugate on Œb1; a2 C 1�, while f is not. Proceeding by induction we have
bi � ai for i D 1; : : : ; k. A similar argument shows that bk � ak , thus bi � ai for
i D 1; : : : ; k. �

Let us make a few further remarks. Let f be an eigenfunction on Pn. Then
f .1/f .n/ ¤ 0. Indeed f .1/ D 0 implies 0 D H.�; Qf; 0/ D p̂

�

f .2/
�

and thus
f .i/ D 0 for all i 2 V . Similarly for f .n/. Moreover, the next lemma shows that
all variational eigenvalues of Pn are distinct.
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Lemma 3.12. Let p > 1 and let 0 D �1 < �2 � � � � � �n be the variational

eigenvalues of �p on Pn. Then 0 < �2 < �3 < � � � < �n.

Proof. Suppose � and � are two variational eigenvalues with � D � and let f

be any eigenfunction of �. Arguing as in the proof of Theorem 3.5, there exists
an eigenfunction g of � which is linear independent with respect to f . We can
assume w.l.o.g. that f .1/ D g.1/ D 1. Then

H.�; Qf; 0/ D p̂.1 � f .2// � � D p̂.1 � g.2// � � D H.�; Qg; 0/;

implying f .2/ D g.2/. By induction we get f D g, leading to a contradiction.
�

The following theorem, finally, gives a complete description of the p-Laplacian
nodal domains of the path graph, for any p > 1.

Theorem 3.13. Let p > 1 and let f be an eigenfunction corresponding to the

variational eigenvalue �k of �p on Pn. Then the number of zero entries of f is at

most k � 1, and it induces exactly k weak and strong nodal domains.

Proof. Let us write �.f / to denote the number of weak nodal domains of f .
Observe that an eigenfunction of �p on the path graph cannot vanish on two
consecutive entries as otherwise it would be constantly zero. Indeed, if i is such
that f .i/ ¤ 0 and f .i C 1/ D 0, then by (9) we have p̂.f .i C 2// D � p̂.f .i//.
This implies that the number of zero entries of f is at most �.f / � 1.

Let us show that �.f / D k. The statement is true for k D 1; 2 due to
Corollary 3.6. We proceed by induction. For k > 2 assume that �.f / D k � 1 for
any eigenfunction f of �k�1, and let g be an eigenfunction of �k. Note that, as
the multiplicity of each �k is one, by the nodal theorem if follows that �.g/ � k.
Arguing as in Lemma 3.11, using Theorem 3.10, one observes that the the overall
number of generalized zeros of g cannot be less than the one of f . If follows
that �.g/ � k � 1. To complete the proof we show that �.g/ ¤ k � 1. To this
end, we assume that �.g/ D k � 1 and we show that this implies a contradiction.
Equation (9) for f and g becomes

�k�1 p̂.f .i// D p̂.f .i/ � f .i C 1// � p̂.f .i � 1/ � f .i//; (10)

�k p̂.g.i// D p̂.g.i/ � g.i C 1// � p̂.g.i � 1/ � g.i//: (11)

Consider the set VC D ¹i 2 V W f .i/g.i/ ¤ 0º. We show by induction that the
following inequalities hold

p̂

�

1 �
f .i C 1/

f .i/

�

< p̂

�

1 �
g.i C 1/

g.i/

�

; for all i 2 VC n ¹nº : (12)
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As k � 1 D �.f / D �.g/, then Lemma 3.11 implies that f and g have the same
generalized zeros. Since Qf .0/ D f .1/ and Qg.0/ D g.1/, from �k�1 < �k, (10)

and (11) we get p̂.1�f .2/=f .1// < p̂.1�g.2/=g.1//. We have 1 2 VC and (12)

holds for i D 1. We assume that i � 1 2 VC satisfies (12), and show that the same
holds for the next index in VC. There are two possible cases: either i 2 VC, which
we discuss next, or i 62 VC, which we discuss below.

If i 2 VC then f .i/g.i/ ¤ 0 and we derive from �k�1 < �k, (10) and (11) that

p̂

�

1 �
f .i C 1/

f .i/

�

� p̂

�

1 �
g.i C 1/

g.i/

�

< p̂

�f .i � 1/

f .i/
� 1

�

� p̂

�g.i � 1/

g.i/
� 1

�

(13)

Note that, as f and g have the same generalized zeros and

f .i/g.i/f .i � 1/g.i � 1/ ¤ 0;

then f and g have the same sign on Œi �1; i �. Therefore i �1 2 VC and (13) imply
that (12) holds for i 2 VC.

Now let us discus the case i … VC. Note that, as (12) holds for i � 1 2 VC,
f .i/ and g.i/ can not be both zero.

The case g.i/ D 0 and f .i/ ¤ 0 is not possible. In fact, as (12) holds for
i � 1 2 VC, then p̂ .1 � f .i/=f .i � 1// < 1, showing that f .i/f .i � 1/ > 0. On
the other hand g.i/ D 0 implies that g has a generalized zero on .i �1; i �, yielding
a contradiction.

Finally, if f .i/ D 0 and g.i/ ¤ 0, then as (12) holds for i � 1 we have
g.i � 1/g.i/ < 0. Therefore .i � 1; i � is a generalized zero for g. Now note
that f .i/ D 0 implies that .i; i C 1� is not a generalized zero of f . Thus, by
Theorem 3.10, g.i/g.i C 1/ > 0. We deduce that i C 1 2 VC and from �k�1 < �k,
(10) and (11), we get

p̂

�

1 �
f .i C 2/

f .i C 1/

�

� p̂

�

1 �
g.i C 2/

g.i C 1/

�

< �1 � p̂

� g.i/

g.i C 1/
� 1

�

: (14)

As g.i/g.i C 1/ > 0 we have p̂ .g.i/=g.i C 1/ � 1/ > �1 and we obtain
from (14) that (12) holds for i C 1 2 VC.

Now observe that we can proceed the other way round to show that the follow-
ing sequence of inequalities holds as well

p̂

�

1 �
f .i � 1/

f .i/

�

< p̂

�

1 �
g.i � 1/

g.i/

�

; for all i 2 VC n ¹1º : (15)
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In fact, since f .n/ D Qf .nC1/ ¤ 0 and g.n/ D Qg.nC1/ ¤ 0, then n 2 VC and (15)

holds for i D n. Thus we have the basis for the induction and we can repeat the
same argument as before. To conclude we observe that there exist two consecutive
indices m and m C 1 in VC, thus by plugging i D m into (12) and i D m C 1

into (15) we obtain a contradiction. To this end note that, as f .1/ ¤ 0, if there are
no consecutive indices in VC, then f .i/ D 0 for all even indices i . Therefore (10)

implies that f .i/ is nonzero for i odd, and we get �k�1 p̂.f .1// D p̂.f .1// and
�k�1 p̂.f .3// D 2 p̂.f .3//, which is not possible. �

4. Nodal properties of the 1-Laplacian

We devote this section to discuss the non-smooth case of the 1-Laplacian which
becomes a set-valued operator. With the set-valued sign operator Sign.x/ D ¹1º

if x > 0, Sign.x/ D ¹�1º, if x < 0 and Sign.x/ D Œ�1; 1� for x D 0, it is
then straightforward to verify that the 1-Laplacian is the operator realizing the
following entrywise identity [28],

.�1f /.u/ D
°

X

v2V

w.uv/z.uv/
ˇ

ˇ

ˇ z.uv/ D �z.vu/; z.uv/ 2 Sign.f .u/�f .v//
±

:

The corresponding eigenequation [28, 9] reads

0 2 .�1f /.u/ � � �.u/Sign.f .u//:

It has been shown that this is a necessary condition for a critical point of the
associated non-smooth Rayleigh quotient R1 [28] via the Clarke subdifferential,
and more recently also to be sufficient [9].

The classical Lusternik-Schnirelman theory can be extended to the case of a
locally Lipschitz functional (see [8, Sec. 3] and [9]) and provides a variational
characterization of the spectrum of �1. In particular, as for p > 1, the following
sequence

�
.1/

k
D min

A2Fk.S1/
max
f 2A

R1.f /; k D 1; : : : ; n;

defines a set of n variational eigenvalues of �1.
Although the continuity of Rp, with respect to p, implies �

.p/

k
! �

.1/

k
, as p

decreases to 1, the nodal domains structure of the corresponding eigenfunctions
slightly changes for the limit case p D 1. In fact, our nodal domain theorems
carry over to the case p D 1, but in a weaker form. The main difference is that
the number of weak nodal domains of the k-th variational eigenfunction is upper
bounded by k C r � 1 (where r is the multiplicity of the corresponding eigenvalue
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�
.1/

k
) instead of k, as for p > 1. Note indeed that the proof of Theorem 3.4 holds

unchanged if p D 1. This is not the case for the weak nodal domains. Thus, the
nodal domain theorem for the 1-Laplacian reads as follows

Theorem 4.1. Let G be connected and 0 D �1 < � � � � �n be the variational

eigenvalues of the 1-Laplacian. If �k has multiplicity r , then any eigenfunction of

�k induces at most k C r � 1 strong and weak nodal domains.

We finally show that Theorem 4.1 is tight by discussing the eigenfunctions for
p D 1 of the unweighted path graph. For the sake of simplicity we consider this
time the path graph P3 on three vertices

P3 D v1'&%$ !"# v3'&%$ !"#v2'&%$ !"# :

With z.v2v1/ 2 Sign.f .v2/ � f .v1// and z.v2v3/ 2 Sign.f .v2/ � f .v3// we get
the following system of equations for the eigenvalues and eigenfunctions of �1,
when �.u/ D

P

v w.uv/

8

ˆ

ˆ

<

ˆ

ˆ

:

�z.v2v1/ 2 � Sign.f .v1//;

z.v2v1/ C z.v2v3/ 2 2 � Sign.f .v2//;

�z.v2v3/ 2 � Sign.f .v3//:

We show in the following that any non-constant eigenfunction has eigenvalue
� D 1. To this end we make a case distinction. If f .v1/ > 0, we have the cases

� f .v2/ < f .v1/ implies z.v2v1/ D �1, thus � D 1,

� f .v2/ > f .v1/ implies z.v2v1/ D 1, thus � D �1, which is a contradiction
as � � 0,

� f .v2/ D f .v1/ > 0 implies z.v2v1/ D �� and thus z.v2v3/ D 3� together
with �z.v2v3/ 2 �Sign.f .v3// leads to a contradiction for � > 0.

Similarly, if f .v1/ D 0 we have following the cases.

� f .v2/ > f .v1/ D 0 implies 1 C z.v2v3/ D 2�. If f .v3/ � 0 one has
z.v2v3/ D 1 and this yields � D 1. If f .v3/ > 0, then z.v2v3/ D �� and
thus 1 D z.v2v1/ D 3� which together with z.v2v1/ 2 .��; �/ leads to a
contradiction.

� f .v2/ D f .v1/ D 0 and f .v3/ > 0 yields z.v2v3/ D �1 and thus � D 1.

These are, up to sign, all the cases ones has to consider. In all the cases one gets
the eigenvalue � D 1. Thus the variational eigenvalues have to be �

.1/
2 D �

.1/
3 D 1.
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One eigenfunction f for the eigenvalue � D 1 is given by f .v1/ D �f .v2/ D

f .v3/ D 1. This eigenfunction has three weak and strong nodal domains and thus
the result for p > 1 that the number of weak nodal domains of the k-th eigenvalue
with multiplicity r is upper bounded by k does not hold for the case p D 1.
Moreover, our bound of k C r � 1 D 2 C 2 � 1 D 3 is tight for the given example.

5. A higher order Cheeger inequality via nodal domains

A set of multi-way Cheeger constants hk.G/, k D 2; 3; : : : alternatively called
high-order isoperimetric constants, has been recently studied by [14, 34, 36]. For
A � V , let E.A; xA/ be the set of edges having one endpoint in A and one in the
complement of A, denoted as xA. Consider the quantity

c.A/ D
w.E.A; xA//

�.A/
;

where the measure of a discrete set is given by the sum of the weights of the
elements in the set. Finally let Dk.G/ be the set of k non-empty, mutually disjoint
subsets of V , Dk.G/ D ¹; ¤ A1; : : : ; Ak � V W Ai \ Aj D ;º. The higher-order
isoperimetric constants hk.G/ are defined as

hk.G/ D min
A2Dk.G/

max
A2A

c.A/:

We conclude the paper by exploiting the relation among the high-order isoperi-
metric constants, the variational eigenvalues of �p and their nodal domains.

Theorem 5.1. For p > 1, let f W V ! R be an eigenfunction of �p corresponding

to the variational eigenvalue �
.p/

k
, and let m be the number of its strong nodal

domains. Then

� 2

�.G/

�p�1�hm.G/

p

�p

� �
.p/

k
� 2p�1 hk.G/;

where �.G/ D maxu2V
d.u/
�.u/

and d.u/ D
P

v2V w.uv/ is the degree of the

vertex u.

This theorem is a direct generalization of Theorem 5 in Daneshgar et al [14],
where the result has been proven for the linear graph Laplacian (p D 2) and
�.u/ D d.u/. Before discussing the proof of the theorem, let us briefly comment
on the sharpness of the proposed Cheeger inequality. For k D 2 the result has
been shown in [3, 6] for p > 1 and it has been noted there that the inequality
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becomes tight as p ! 1 as the second eigenfunction always has two strong nodal
domains given that the graph is connected. The equality for p D 1 and k D 2

has been shown in [28], see also [9]. For k > 2 the situation changes as now
an extra condition is required in order that the higher order Cheeger inequality
becomes tight for p ! 1. Namely, as p approaches one, the number of strong
nodal domains of the eigenfunction corresponding to the variational eigenvalue �k

has to become equal to k. As discussed in the preceding section, the unweighted
path graph is a graph with this property. However it is known that, when G is not
a tree, the number of nodal domains of the eigenfunctions of �

.2/

k
is in general

less than k. In fact, for p D 2, the number of strong nodal domains induced by
any eigenfunction f of �

.2/

k
is at least k C r � 1 � ` � z, where z is the number

of vertices where f is zero, and ` the minimal number of edges that need to be
removed from G in order to turn it into a tree [5, 44]. It remains an interesting
open problem to generalize these lower bounds on the number of nodal domains
to the nonlinear case p ¤ 2.

The proof of Theorem 5.1 relies on the following Lemma which is of indepen-
dent interest.

Lemma 5.2. For any f W V ! R and any p > 1, there exists A � ¹uW f .u/ ¤ 0º

such that

Rp.f / �
� 2

�.G/

�p�1�c.A/

p

�p

:

Proof. Consider the sets E0 D ¹uv 2 EW jf .u/jp � jf .v/jp D 0º, EC D ¹uv 2

EW jf .u/jp � jf .v/jp > 0º and, for � � 0, A� D ¹u 2 V W jf .u/jp > �º. By
changing the order of summation and integration, and by the definition of �.A�/

we have

Z 1

0

�.A�/d� D

Z 1

0

X

u2A�

�.u/d� D
X

u2V

Z jf .u/jp

0

�.u/d� D kf k
p

`p.V/
: (16)

Now we derive an upper bound for
R 1

0
w.E.A�; A�//d�. Exchanging the role of

integration and summation, as before, we have

Z 1

0

w.E.A�; A�//d� D
X

uv2EC

w.uv/

Z jf .u/jp

jf .v/jp
d�

D
1

2

X

uv2E

w.uv/jjf .u/jp � jf .v/jpj:

(17)
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Moreover, if q is the Hölder conjugate of p, then Hölder’s inequality implies

1

2

X

uv2E

w.uv/jjf .u/jp � jf .v/jpj

D
X

uv 62E0

w.uv/

2
jf .u/ � f .v/j

ˇ

ˇ

ˇ

ˇ

jf .u/jp � jf .v/jp

f .u/ � f .v/

ˇ

ˇ

ˇ

ˇ

�
°1

2

X

uv2E

w.uv/jf .u/ � f .v/jp
±

1
p

²

X

uv 62E0

w.uv/

2

ˇ

ˇ

ˇ

ˇ

jf .u/jp � jf .v/jp

f .u/ � f .v/

ˇ

ˇ

ˇ

ˇ

q ³
1
q

:

(18)

We use now the following inequality from [3], which holds for any x; y 2 R and
p > 1 ,

�

1

p

ˇ

ˇ

ˇ

ˇ

jxjp � jyjp

x � y

ˇ

ˇ

ˇ

ˇ

�q

�

�

1

p

ˇ

ˇ

ˇ

ˇ

jxjp � jyjp

jxj � jyj

ˇ

ˇ

ˇ

ˇ

�q

�
jxjp C jyjp

2

to get

X

uv 62E0

w.uv/

2

ˇ

ˇ

ˇ

ˇ

jf .u/jp � jf .v/jp

f .u/ � f .v/

ˇ

ˇ

ˇ

ˇ

q

�
pq

4

X

uv2E

w.uv/.jf .u/jp C jf .v/jp/

�
pq �.G/ kf k

p

`p.V/

2
:

Thus, together with (16), (17), and (18), we finally get the inequality
Z 1

0

w.E.A�; A�//d�

Z 1

0

�.A�/d�

� p
�

1
2

P

uv w.uv/jf .u/ � f .v/jp
P

u �.u/jf .u/jp

�1=p��.G/

2

�1=q

:

Since w ad � are positive functions, we get
Z 1

0

w.E.A�; A�//d�

Z 1

0

�.A�/d�

� inf
��0

w.E.A�; A�//

�.A�/
;

which shows in turn that there exists �� 2 Œ0; 1/ such that

c.A��
/ � p Rp.f /1=p

��.G/

2

�1=q

:

Finally, as A��
� ¹uW f .u/ ¤ 0º by construction, the statement follows. �
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Proof of Theorem 5.1. Let A1; : : : ; Am be the strong nodal domains of f .
Lemma 3.8 implies �

.p/

k
� Rp.f jAi

/, for any i D 1; : : : ; m. Moreover, by ap-
plying Lemma 5.2, we deduce that for any i there exists Bi � Ai such that

Rp.f jAi
/ � .2=�.G//p�1 .c.Bi /=p/p :

As the nodal domains are disjoint and non-empty, they belong to Dm.G/. We get

max
iD1;:::;m

Rp.f jAi
/ � min

¹Bi º2Dm.G/
max

iD1;:::;m

� 2

�.G/

�p�1�c.Bi/

p

�p

D
� 2

�.G/

�p�1�hm.G/

p

�p

;

which finishes the proof of the first inequality in the statement. For the second
one, let �A denote the indicator function of A � V . Note that Rp.�A/ D c.A/,
and let ¹A�

1; : : : ; A�
k
º � Dk.G/ be such that hk.G/ D maxiD1;:::;k c.A�

i /. Let X be

the span of �A�
1
; : : : ; �A�

k
. For any g 2 X, that is g.u/ D

Pk
iD1 ˛k�Ai

.u/, we have

X

u2V

�.u/jg.u/jp D

k
X

iD1

X

u2A�
i

�.u/j˛i�A�
i
.u/jp D

k
X

iD1

j˛i j
p

X

u2V

�.u/j�A�
i
.u/jp:

Using the fact that A�
i \ A�

j D ; for i ¤ j , we get

jg.u/ � g.v/jp D

ˇ

ˇ

ˇ

ˇ

k
X

iD1

˛i .�A�
i
.u/ � �A�

i
.v//

ˇ

ˇ

ˇ

ˇ

p

� 2p�1

k
X

iD1

j˛i j
pj�A�

i
.u/ � �A�

i
.v/jp

and we obtain as a consequence

Rp.g/ � 2p�1

Pk
iD1 j˛i j

p
P

uv w.uv/j�A�
i
.u/ � �A�

i
.v/jp

Pk
iD1 j˛i jp

P

u �.u/j�A�
i
.u/jp

� 2p�1 max
iD1;:::;k

Rp.�A�
i
/

where we have used the inequality .
P

i ai /=.
P

i bi / � maxi ai =bi , which holds
for ai ; bi � 0. Finally note that 
.X\Sp/ D k by construction, therefore X\Sp 2

Fk.Sp/ and the latter inequality implies �
.p/

k
� maxg2X\Sp

Rp.g/ � 2p�1hk.G/,
concluding the proof. �
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