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Abstract. We obtain a complete asymptotic expansion for the eigenvalues of the Dirichlet-

to-Neumann maps associated with Schrödinger operators on compact Riemannian surfaces

with boundary. For the zero potential, we recover the well-known spectral asymptotics

for the Steklov problem. For non-zero potentials, we obtain new geometric invariants

determined by the spectrum of what we call the parametric Steklov problem. In particular,

for constant potentials parametric Steklov problem, the total geodesic curvature on each

connected component of the boundary is a spectral invariant. Under the constant curvature

assumption, this allows us to obtain some interior information from the spectrum of these

boundary operators.
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1. Introduction and main result

1.1. The Dirichlet-to-Neumann map. Let .�; g/ be a compact Riemannian

surface with smooth boundary † and � 2 C1.�IR/. For � 2 R, the Dirichlet-

to-Neumann map on �

DN� WD DN�.�I �/WC1.†/ �! C1.†/

1 The research of Jean Lagacé was supported by EPSRC grant EP/P024793/1 and the NSERC

Postdoctoral Fellowship.

2 The research of Simon St-Amant was supported by the NSERC CGS-M scholarship and

the FRQNT M.Sc. scholarship (B1X).

https://creativecommons.org/licenses/by/4.0/


1628 J. Lagacé and S. St-Amant

is defined as DN� u D @� Qu, where @� is the outward pointing normal derivative

on † and Qu is the solution to the problem

´

.�g C ��/ Qu D 0 in �;

Qu D u on †:

Given� and � , the map DN� is well defined for all � 2 V � R, where R nV is

a discrete set consisting in the Dirichlet eigenvalues of the linear operator pencil

�g C �� , i.e., the values of � such that the problem

´

.�g C ��/u D 0 in �;

u D 0 on †;

admits a non-trivial solution. For fixed � 2 V, the Dirichlet-to-Neumann map

is a self-adjoint elliptic pseudodifferential operator of order one with principal

symbol j�jg , see [21]. Its spectrum is discrete and accumulating only at infinity,

�0.�I � I�/ � �1.�I � I�/ � � � � % 1:

These eigenvalues are solutions to the eigenvalue problem

´

.�g C ��/u D 0 in �;

@�u D �u on †:
(1)

A survey of the general properties of the Steklov problem, i.e., the problem for

� D 0, is found in [9]. When � D 0, since � becomes irrelevant, we simply label

the eigenvalues �j .�; 0/.

1.2. Spectral asymptotics. Since DN� is a self-adjoint elliptic pseudodifferen-

tial operator of order one with principal symbol j�jg , it follows from Weyl’s law

with sharp remainder (see [11]) that for any �; � the eigenvalues satisfy

�j .�I � I�/ D �j

per.†/
CR.j; �; �/;

where per.†/ denotes the length of † and the remainder R.j; �; �/ is a bounded

function of j for every fixed � and � . Our aim is to obtain a complete asymptotic

expansion for �j .�I � I�/. In order to state our results, we generalise the standard

notion of asymptotic expansions.
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Definition 1.1. Let ¹aj º; ¹bj º be two sequences of real numbers. We say that they

are asymptotically equivalent, and write aj � bj , if for all N 2 N there exist CN

and JN such that for all j � JN ,

jaj � bj j � CN j
�N :

More generally, suppose that for every N 2 N, ¹B.N /
j º is a sequence of real

numbers. We write

aj � B
.1/
j

if for every N 2 N, there exist CN and JN such that for all j � JN ,

jaj � B.N �1/
j j � CN j

�N :

We observe that the last part of the definition corresponds to the usual notion

of asymptotic expansion

aj �
1

X

nDK

bnj
�n

if we take B
.N /
j D

PN
nDK bnj

�n for every N 2 N, but our definition allows for a

larger class of asymptotic behaviour.

When � is simply connected, Rozenblum [20] and Guillemin and Melrose

(see [5]) proved independently that the eigenvalues of DN0 were asymptotically

double and satisfy the precise asymptotics

�2j .�/ � �2j �1.�/ � 2�j

per.†/
D �2j

�per.†/

2�
D

�

:

In other words, �2j and �2j �1 have the same complete asymptotic expansion, and

every term except the principal term in that expansion vanishes. That principal

term is given by the Steklov eigenvalues for the disk with the same perimeter

as �. Our first result is an extension of this result to the Dirichlet-to-Neumann

operators associated to Schrödinger operators.

Theorem 1.2. Let .�; g/ be a simply connected compact Riemannian surface

with smooth boundary †. For � 2 R \ V, the eigenvalues of DN�.�I �/ are

asymptotically double and admit a complete asymptotic expansion given by

�2j � �2j �1 � j

L
C

1
X

nD1

sn.�I�/j�n; (2)
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where L D per.†/

2�
. The coefficients sn are polynomials in � of degree at most n

with vanishing constant coefficients. They depend on both � and the metric in an

arbitrarily small neighbourhood of †. If � � 1, then the first two terms are given

by

s1.�I�/ D ��L
2
; s2.�I�/ D �L

4�

Z

†

kg d s (3)

where kg is the geodesic curvature on †.

Just as with the Steklov problem, the righthand side of (2) is in fact an as-

ymptotic expansion for an eigenvalue problem defined on the disk. When � is

not simply connected, the situation is not so simple. Our main theorem shows

that in such a case, the spectrum is asymptotically equivalent to the spectrum of a

Dirichlet-to-Neumann operator associated to a Schrödinger operator on a disjoint

union of disks. When � D 0, Girouard, Parnovski, Polterovich, and Sher proved

the same result in [8], whereas Arias-Marco, Dryden, Gordon, Hassannezhad,

Ray, and Stanhope proved in [2] the equivalent statement for the eigenvalues of

DN0 on orbisurfaces.

To state the theorem, we introduce notation for a union of non-decreasing

sequences, reordered to be non-decreasing. Let „ D ¹�.1/; : : : ; �.`/º be a finite

set of non-decreasing sequences of real numbers accumulating at 1. We denote

by S.„/ the sequence �.1/ [ � � � [ �.`/ rearranged in monotone non-decreasing

order. Here, the union is understood as union of multisets, in other words repeated

elements are kept with their multiplicity.

Theorem 1.3. Let .�; g/ be a compact Riemannian surface whose smooth bound-

ary† has ` connected components†1; : : : ; †` with perimeters per.†m/ D 2�Lm,

1 � m � `. Let � 2 R \ V and � 2 C1.�/.

(A) For every 1 � m � `, there are a metric gm on the unit disk, a collar

neighbourhood ‡m of †m, a collar neighbourhood z‡m of S1, and �m 2
C1.D/ such that

(a) there is an isometry 'mW . z‡m; gm/ ! .‡m; g/;

(b) the restriction of �m to z‡m is the pullback by 'm of � , in other words

�mj z‡m
D '�

m� j‡m
;
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(c) putting

�] D
m

G

`D1

.D; gm/

and �] 2 C1.�]/ to be equal to �m on each components of �],

�j .�I � I�/ � �j .�]I Q� I�/: (4)

(B) Any other metric h on �] and function � 0 2 C1.�]/ that satisfies (a) and

(b) leads to the same asymptotic equivalence (4).

(C) For every 1 � m � ` and N � 1, define the sequence �.m;N / as �
.m;N /
0 D 0

and for j � 1,

�
.m;N /
2j D �

.m;N /
2j �1 WD j

Lm

C
N

X

nD1

s.m/
n .�I�/j�n; (5)

where the coefficients s
.m/
n depend only on�, � and the metric in an arbitrarily

small neighbourhood of †m in the same way as in (2) (including the case

when � � 1). Let „.N / D ¹�.1;N /; : : : ; �.`;N /º. For � 2 R \ V, the

eigenvalues of DN�.�I �/ are asymptotically given by

�j � S.„.1//j : (6)

� � �

� � �

� � �'1 '2 '`

D1 D2 D`

†1

†2

†`

�

Figure 1. Construction of collar neighbourhoods in statement (A) of Theorem 1.3.
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Remark 1.4. In the previous theorem, statements (B) and (C) are direct conse-

quence of statement (A) and Theorem 1.2, along with the observation that the

spectrum of DN� on a disjoint union of surfaces is equal to the union of the spec-

tra, repeating multiplicity. As such, we will only need to prove statement (A).

Nevertheless, statements (B) and (C) are useful to have explicitly for our applica-

tions to inverse problems.

Note that Theorem 1.3 obviously implies Theorem 1.2. However, the statement

for simply connected surfaces is cleaner and obtained as an intermediate step in

proving Theorem 1.3. Hence we state them separately.

1.3. Inverse spectral geometry. Inverse problems consist in recovering data

of some PDE – the domain of definition �, the metric, the potential, etc. –

from properties of the operator alone, and inverse spectral geometry consists in

recovering that data from the spectrum only. One of the seminal questions in that

field was asked for the Dirichlet Laplacian by Mark Kac in [15] and answered

negatively by Gordon, Webb and Wolpert in [10]: “Can one hear the shape of a

drum?” For this reason, we often say that any geometric data that one can recover

from the spectrum of an operator can be “heard”.

It is long known and follows from Weyl’s law that the total boundary length

can be heard from DN�. It also follows from the standard theory of the wave

trace asymptotics as developed by Duistermaat and Guillemin [4] that the length

spectrum – that is the length of the closed geodesics – of the boundary † can

be heard as well. For DN0, it is shown in [8] that we can recover the number

of connected components, as well as their lengths. It is also shown that from

polynomial eigenvalue asymptotics alone in dimension two nothing more can be

recovered. This can be seen as a consequence of Theorems 1.2 and 1.3 since the

coefficients sn and s
.m/
n are all polynomials in � that vanish when � D 0.

For DN0, to extract more information different authors have turned to spectral

quantities that have a more global nature. In [18], Polterovich and Sher obtain an

asymptotic expansion as t ! 0 for the heat trace of DN0. From the coefficients,

they obtain that the total mean curvature is a spectral invariant for d � 3. See

also the work of Liu [17] for further improvements. In the case of DN�.�I �/,
heat trace asymptotics as well as invariants deduced from them have also been

obtained by Wang and Wang in [22], again in dimension d � 3. We also refer

to the works of Jollivet and Sharafutdinov [13, 14] where they find invariants for

simply connected domains from the zeta function associated with DN0.

Our main theorem shows that for non-zero potential, one can hear more infor-

mation from polynomial eigenvalue asymptotics.
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The spectral inverse problem for the Dirichlet-to-Neumann map consists in

extracting information about�; g; � , and � (or a subset of these parameters) from

the eigenvalues ¹�j W j 2 Nº. As an application of our methods, we will find

spectral invariants when � � 1, and show that we can recover � as well as

geometric data on �. For � D 0, the problem has been studied already and is

referred to as the Steklov problem. Lee and Uhlmann have shown in [16] that

the map DN0 (but not necessarily its spectrum) determines the Taylor series for

g close to the boundary. Girouard, Parnovski, Polterovich and Sher show in [8]

that from polynomial order spectral asymptotics, one can determine the number

of boundary components and each of their lengths, but nothing more. Our goal is

to obtain more information from the spectrum when � ¤ 0.

Theorem 1.5. For any � 2 .R \ V/ n ¹0º, the spectrum of DN� determines the

following quantities:

� the number of connected components of the boundary, and their respective

perimeters;

� each coefficient s
.m/
n in (5), and. in particular. if � � 1,

– the parameter � and

– the total geodesic curvature on each boundary component.

The previous theorem along with the Gauss–Bonnet theorem also yield the

following theorem. We denote by K the Gaussian curvature on �.

Theorem 1.6. Let � be a compact orientable Riemannian surface with smooth

boundary † and genus  , and let � 2 .R \ V/ n ¹0º. Then, the quantity

4� C
Z

�

Kg dAg

is a spectral invariant of DN�.�I 1/. In particular, if the Gaussian curvature is

assumed to be a constant K.�/, then the quantity

4� CK.�/ area.�/ (7)

is a determined by the spectrum of DN�.�I 1/.

Here, the genus  of � corresponds to the minimal genus of a closed surface

in which � can be topologically embedded. Equivalently, it is the genus of the

closed surface obtained from � by gluing topological disk onto each boundary
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component. By restricting the choice of �, we can gain more interior geometric

information from the spectrum. Note that while the Steklov spectrum is not known

to determine interior information in general, for planar domains it is already

known from the work of Edward [6, Theorem 4] that we can get lower bounds

for the area.

Corollary 1.7. If � is a domain of the standard sphere S2, then its area is a

spectral invariant of DN�.�I 1/ for all � 2 .R \ V/ n ¹0º.

Proof. If� � S2, then  D 0 andK.�/ D 1. This leaves only area.�/ in (7). �

Corollary 1.8. If � is a domain in a flat orientable space form, then its genus is

a spectral invariant of DN�.�I 1/ for all � 2 .R \ V/ n ¹0º.

Proof. If � is a domain in a flat orientable space form, then K.�/ D 0 and only

4� remains in (7). �

The inverse problem for DN�.�I �/ has a concrete interpretation in terms of

the inverse scattering problem. In this context,� � R2 has anisotropic refraction

index � . Non-destructive testing is the process of using the far-field data to

measure the scattering of an incoming wave at frequency
p
� by the obstacle �.

The inverse scattering problem consists in recovering then the refraction index � ,

as well as the geometry of �. In [3], it is shown that the far-field data determines

the spectrum of DN�.�I �/, so that any spectral invariant of DN� can be obtained

from the far-field data. We have explicit expressions for geometric quantities

related to the boundary of � when the refraction index is isotropic, i.e., constant.

When it is not, we do not give an explicit value of the coefficients sn, however

the algorithmic procedure to compute them in Sections 3 and 6 applies. Similarly,

Theorem 4.2 is also valid in that context, giving an exact expression for the first

few invariant quantities. Note that the coefficients sn are polynomials of order

at most n in � with vanishing constant coefficient. This means that it is possible

to decouple the coefficients of this polynomial by knowing the asymptotics for

�1; : : : ; �n. Physically, this simply means measuring the scattered far-field data

for incoming waves at n different frequencies.

1.4. Sketch of the proof of Theorem 1.2. Let us introduce a slightly more

general version of problem (1). For �W† ! RC a strictly positive smooth function,

we consider the eigenvalue problem
´

.�g C ��/u D 0 in �;

@�u D ��u on †:
(8)
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Our first step will be to show that we can reduce Theorems 1.2 and 1.3 for the

problem (8) to proving them for

´

��u D ��u in D;

@�u D ��u on S1:
(9)

In other words, by introducing this extra parameter � they only need to be proved

in the case where � is a disk, and g is the flat metric g0.

This reduction will be done by following the strategy set out in [8], where they

glue a disk to a collar neighbourhood of every boundary component, and discard

the rest of the surface. Since the symbol of DN� depends solely on data obtained

from a neighbourhood of the boundary, this doesn’t change the symbol of the

Dirichlet-to-Neumann map. Mapping these topological disks conformally to the

unit disk in R2 will multiply the factors � and � by a conformal factor, in other

words it doesn’t change the structure of the problem.

We then follow the general theory set out by Rozenblum in [19] to obtain a

complete asymptotic expansion of the eigenvalues of a pseudodifferential opera-

tor on a circle in terms of integrals of its symbol. Note that in [19], an abstract

algorithm is given to do so, but as is often the case with pseudodifferential sym-

bolic calculus the expressions become unwieldy very quickly, and the difficulty

resides in extracting actual geometric information out of it. The symbol is easy to

compute for � D 1, � D 0, where it is simply j�j, with no lower order terms. How-

ever, when � ¤ 0, this is no longer the case, and it will lead to the full asymptotic

expansion that we obtain.

We obtain the following theorem for the disk.

Theorem 1.9. The eigenvalues of the problem (9) satisfy the asymptotic expansion

�2j D �2j �1 CO.j�1/ � j
R

S1 � dx
C

1
X

nD1

bnj
�n;

where the coefficients bn depend only on �, � and the values of � in a neighbour-

hood of S1, as well as their derivatives.

We will then specialise the previous theorem to the values of � and � coming

from the conformal mapping between the disk and �. We obtain explicit values

of the coefficients bn in that situation.

1.5. Plan of the paper. In Section 2, we make clear our reduction to the disk

and compute the full symbol of the Dirichlet-to-Neumann map. In Section 3 and
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Section 4, using the method laid out in [19], we transform the symbol of a gen-

eral Dirichlet-to-Neumann map on a circle to extract the asymptotic expansion

of its eigenvalues. In Section 5, we specify our results to the case of the para-

metric Steklov problem in order to show Theorem 1.2. Finally, in Section 6, we

prove Theorem 1.5. There, we use Diophantine approximation to decouple the

sequences obtained in Theorem 1.3 recursively.

1.6. Asymptotic notation. In addition to the asymptotic equivalence introduced

in Definition 1.1, we also make use of Landau’s asymptotic notation.

� For two sequences ¹aj º; ¹bj º, we write aj D O.bj / if there exist a constant

C > 0 and N 2 N such that for all j � N , jaj j � Cbj . We note that if the

sequence ¹bj º is strictly positive, this implies the existence of a (potentially

larger) constant C 0 such that jaj j � C 0bj for all j 2 N.

� For two functions f; gWRd ! R, we say that f D O.g/ if there exist C > 0

and R > 0 such that jf .x/j � Cg.x/ for all jxj � R.

� We write aj D O.j�1/ to indicate that for all N 2 N, aj D O.j�N /.

We can observe that the asymptotic equivalence aj � bj is equivalent to aj �bj D
O.j�1/.
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authors would like to thank him for many useful discussions, and relevant com-
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Alexandre Girouard, Michael Levitin, Leonid Parnovski, and Grigori Rozenblum,

who read the preliminary version of this paper and gave useful suggestions. We

also thank the two anonymous referees who made comments improving the clarity

of exposition.

2. The symbol of the Dirichlet-to-Neumann map on surfaces

This section will be split into two parts. First, we follow Melrose’s factorisation

method, as described in [16]. We will see that the symbol of 1
�

DN�.�I �/ depends

only on �, �, as well as on the restriction of � and the metric g in a neighbourhood

of the boundary †. This will allow us to show that we can reduce the problem at

hand to the situation where� is the unit disk D. In the second part of this section,

we explicitly compute the value of the symbol for the disk.
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We recall the definition of the rolling radius (see [12]) and the construction of

Fermi coordinates. Given x 2 †, the exponential map defines a normal geodesic

curve x WRC ! �,

x.t / D expx.t�/:

The cut point of x is the point cut†.x/ D expx.t0�/, where t0 is the minimal t such

that exp.t�/ does not minimise the distance to †. Smoothness and compactness

of the boundary ensures that such a t0 > 0 exists. The cut locus of † is the set

cut.†/ WD ¹cut†.x/W x 2 †º:

The rolling radius of � is defined as

Roll.�/ WD dist.†; cut.†//I

compactness of † ensures that Roll.�/ > 0. It is called the “rolling radius”

because any open ball of radius r � Roll.�/ can roll along † while always

remaining a subset of �. For some 0 < " < Roll.�/, let ‡ be a collar

"-neighbourhood of the boundary,

‡ WD ¹x0 2 �W dist.x0; †/ < "º:

Since " < Roll.�/, for every x0 2 ‡ , there is a unique x 2 † and t < " such

that x0 D expx.t�/; set x0 D .x; t /. The boundary † is characterised by ¹t D 0º,
and the outward normal derivative is given by @� D �@t . In these coordinates, the

metric has a much simpler form as

g.x0/ D Qg.x0/.dx/2 C .dt /2;

for some positive function Qg. The Laplacian reads

��g D D2
t � i

2
.@t log Qg/Dt C Qg�1D2

x � i

2

.@x Qg/
Qg2

Dx;

where Dx D �i@x and x now denotes an arc length parameter along †.

2.1. Reduction to the disk. We start by observing that Propositions 1.1 and 1.2

of [16] apply to the Schrödinger operator H D �� � �� .

Proposition 2.1. There is a family A.x; t; Dx/ of pseudodifferential operators

depending smoothly on t such that

��g � ��.x/ � .Dt C iE � iA.x; t; Dx//.Dt C iA.x; t; Dx// .mod‰�1/;

where

E WD � i
2
.@t log Qg/:
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Proof. The proof follows that of [16, Proposition 1.1] in computing the symbol

of A recursively. Their construction only relies on ellipticity of H , and the fact

that the only derivatives in t are in �g . �

Remark 2.2. In Subsection 2.2, we make this recursive computation of the symbol

explicit for the disk, as we need to obtain concrete values of the coefficients in that

case. The reader interested in a more detailed proof of Proposition 2.1 can see that

this recursive computation also works for a general�.

Proposition 2.1 admits the same corollary as in [16].

Corollary 2.3. Let r.x; �/ be the symbol of 1
�

DN�.�I �/ and a.x; t; �/ be the

symbol of A. Then,

r.x; �/ D �a.x; 0; �/
�.x/

:

In other words,
1

�
DN�.�I �/ � �1

�
A

ˇ
ˇ
ˇ
†

.mod‰�1/:

In particular, the symbol of 1
�

DN�.�I �/ depends only on �; � and the boundary

values of g; � and of their derivatives.

We denote by �j .�I � I �I�/ the j th eigenvalue of 1
�

DN�.�; �/.

Lemma 2.4. Let�1,�2 be compact Riemannian surfaces with smooth boundary

†1; †2. Suppose there exists an isometry ' between collar neighbourhoods‡1 of

†1 and ‡2 of †2. Let � 2 C1.�2/ and � 2 C1.†2/. Then,

�j .�1I '�� I '��I�/ � �j .�2I � I �I�/

where '� denotes the pullback by '.

Proof. By Corollary 2.3, the operators 1
'��

DN�.�1I '��/ and 1
�

DN�.�2I �/ have

the same symbol, or in other words they are equivalent up to smoothing operators:

1

'��
DN�.�1I '��/ � 1

�
DN�.�2I �/ .mod‰�1/:

In [8, Lemma 2.1], it is shown that whenever two elliptic selfadjoint pseudodiffer-

ential operators are equivalent up to smoothing operators, then their eigenvalues

are asymptotically equivalent. �
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Lemma 2.5. Let� be a compact simply connected surface with smooth boundary

†. Let 'W xD ! � be conformal. Then, the Steklov problem (8) on� is isospectral

to the problem
´

��u D �e2f .'��/u in D;

@�u D �ef .'��/u on S1;

where f W xD ! R is such that '�g D e2f g0.

Proof. It follows directly from the observation, see [13], that the Laplacian and

normal derivatives transform under a conformal mapping 'W .xD; g0/ ! .�I g/ as

�g0
.'�u/ D e2f '�.�gu/

and

@�;g0
.'�u/ D ef '�.@�;gu/

respectively. �

Lemma 2.6. Let .�; g/ be a compact Riemannian surface whose smooth bound-

ary † has ` connected components †1; : : : ; †`. For every 1 � m � `, there exist

a metric gm on the unit disk, a collar neighbourhood ‡m of †m, and a collar

neighbourhood z‡m of S1 such that gmj z‡m
is isometric to gj‡m

.

Proof. Since †m is a closed curve, we can assume without loss of generality that

it is parameterised as f W Œ0; 2�� ! †m. Let 0 < " < min¹Roll.�/; 1=2º and

‡m."/ be an "-collar neighbourhood of †m. Let z‡m."/ � D be defined as

z‡m."/ WD ¹.r; �/ 2 DW r > 1 � "º:

Endow ‡m with Fermi coordinates and define 'mW z‡m."/ ! ‡m."/ by

'.1� t; �/ D .f .�/; t /;

and let Qgm D '�
mg so that Qgm is isometric to g. Let

U WD
°

.r; �/ 2 DW r < 1� "

2

±

and let ¹ ‡ ;  U º be a partition of unity subordinated to .‡m."/; U /. Define the

metric g on D as

gm D  ‡ Qgm C  Ug0;

where g0 is the flat metric. Then, gm is the desired metric with ‡m D ‡m."=2/

and z‡m D z‡m."=2/. �
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'm

�

†m

‡m

D

z‡m

Figure 2. Isometric collar neighbourhoods of †m and S1. In the outer, darker region z‡m

of D, the metric is isometric to the metric on ‡m. In the inner, lighter region, it is

the Euclidean metric. In the intermediate region, it is a convex combination of both the

pullback of a metric in the intermediate region on �, and the Euclidean metric.

This leads us to the main theorem of this subsection, reducing the problem to

the one on the unit disk.

Theorem 2.7. Let .�; g/ be a compact Riemannian surface whose smooth bound-

ary † has ` connected components †1; : : : ; †`, and let �0 be the disjoint union

of ` identical unit disks D1; : : : ;D` with boundary†0 D S1
1 t : : :tS1

`
. There exist

�0W�0 �! C and �0W†0 �! C

such that

�j .�I � I �I�/ � �j .�
0I �0I �0I�/:

Proof. The proof follows that of [8, Theorem 1.4]. For 1 � m � `, let �m

be a topological disk with a Riemannian metric that is isometric to a collar

neighbourhood ‡m of †m, and denote by �] the union of the disks �m. We

abuse notation and denote also by � any smooth function on �] whose value on

‡m coincides with � on�. This is justified since only its value in a neighbourhood

of the boundary affects eigenvalue asymptotics. It follows from Lemma 2.4 that

j�j .�I � I �I�/� �j .�]I � I �I�/j D O.j�1/:

For everym, the Riemann mapping theorem implies the existence of a conformal

diffeomorphism 'mW .Dm; g0/ ! .�m; gm/. Given that '�
mgm D e2fmg0, define
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�0 and �0, for x 2 Dm and S1
m respectively, as

´

�0.x/ WD e2fm�.'m.x//;

�0.x/ WD efm�.'m.x//:

It follows from Lemma 2.5 that 1
�

DN�.�mI �/ is isospectral to 1
�0

DN�.DmI �0/.

The conclusion then follows from the fact that the spectrum of the Dirichlet-

to-Neumann map defined on a disjoint union of domains is the union of their

respective spectra. �

2.2. The symbol of the Dirichlet-to-Neumann map on the disk. We now

compute the full symbol ofƒ WD 1
�

DN�.DI �/ on S1 D @D from the factorisation

obtained in Proposition 2.1. Let us introduce boundary normal coordinates .x; t /

for the collar neighbourhood S1 � Œ0; ı/, for some small but fixed ı. The flat metric

in these coordinates reads

g.x; t/ D .1� t /2.dx/2 C .dt /2;

and the Laplacian reads as

�� D D2
t C i

1 � t Dt C 1

.1 � t /2D
2
x:

We are therefore looking for a factorisation of the form

��g ���.x/ � .Dt C iE.t/� iA.x; t; Dx//.Dt C iA.x; t; Dx// .mod‰�1/;

where E.t/ D .1 � t /�1.

Rearranging, this implies finding A such that

A2.x; t; Dx/�
1

.1 � t /2D
2
xCi ŒDt ; A��E.t/A.x; t; Dx/C��.x/ � 0 .mod‰�1/;

which at the level of symbols is tantamount to finding a.x; t; �/ such that

X

K�0

1

KŠ
.@K

� a/.D
K
x a/ � �2

.1� t /2 C @ta � a

1 � t C �� D 0;

where

a.x; t; �/ �
X

m�1

am.x; t; �/

is the symbol of A and the coefficients am are positively homogeneous of degree

m in �.
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By gathering the terms of degree two, we obtain

a1 D � j�j
1� t

;

while gathering the terms of degree one yields

a0.x; t; �/ D �1
2a1

�

@ta1 � a1

1 � t
�

D 0:

One can observe that neither a1 nor a0 depend on �� . However, by gathering the

terms of order 0, we get

a�1.x; t; �/ D ���
2a1

D �.1 � t /�
2j�j :

For m � �1, am�1 is found recursively by gathering the terms of order m and is

given by

am�1.x; t; �/ D � 1

2a1

� X

j;k
m�j;k�1

Dj Ck�m

1

Š
D



�
.aj /@


x.ak/C @tam � am

1� t
�

: (10)

Note that this is the same recurrence relation as the one appearing in [16] as soon

asm < �1. For the sequel, we will require explicit knowledge of the term of order

�2. From the previous equation we deduce that

a�2.x; t; �/ D .1� t /�

4j�j2 .i�x sgn.�/ � 2� C .1� t /�t /:

As indicated by Corollary 2.3, the symbol of ƒ is given by

r.x; �/ D ��.x/�1a.x; 0; �/

where the sign is chosen so thatƒ is a positive operator. Note that @t is the interior

normal derivative hence @t D �@�. Writing f .x/ WD f .x; 0/ for the restriction of

any function to the boundary, the first few terms of the symbol of ƒ read as

r.x; �/ D j�j
�.x/

� ��.x/

2�.x/j�j C r�2.x; �/CO.j�j�3/;

with

r�2.x; �/ D ��
4�.x/j�j2 .i�x.x/ sgn.�/ � 2�.x/ � @��.x//:
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2.3. Symmetries of the symbol. When � and � are real, we see from these

first expressions, that the real part of the symbol is an even function of �, while

its imaginary part is an odd function of �. This is equivalent to the following

definition.

Definition 2.8. A symbol a.x; �/ is Hermitian if a.x;��/ D a.x; �/ for all

x; � 2 R.

We now show recursively that the symbol of ƒ is Hermitian.

Proposition 2.9. For � 2 R, � 2 C1.DIR/, the symbol rm is Hermitian for all

m � 1.

The proposition follows from (10) and the following lemma whose proof is

straightforward.

Lemma 2.10. Let a and b be two Hermitian symbols corresponding to operators

A and B . Then,

(1) @xa and D�a are Hermitian;

(2) aC b and ab are Hermitian;

(3) the symbol of AB is Hermitian.

Proof. The first two claims are a trivial computation. The third claim follows

from the fact that the symbol of AB is obtained from a and b using the operations

described by the first two claims. �

3. Transformation of the symbol

In this section, we follow and make explicit the strategy laid out in [19], [1,

Section 2], and [7] in the specific case of the parametric Dirichlet-to-Neumann

map.

Specifically, we want to find a sequence PN 2 ‰1 such that

� ƒUN D UNPN .mod‰1�N / for a bounded operator UN ;

� the symbol ofPN depends only on the cotangent variable � up to order 1�N .

Such a procedure (making the symbol dependent solely on �) will be referred to

as a diagonalisation of the symbol. It is motivated by the following proposition

resulting from [19, Theorem 9].



1644 J. Lagacé and S. St-Amant

Proposition 3.1. Let A be an elliptic, self-adjoint pseudodifferential operator of

order 1 and let P be the operator with symbol

p.x; �/ D
N

X

mD0

p1�m.�/;

where p1�m depends only on � and is positively homogeneous of order 1�m.

Suppose that AU � UP 2 ‰�N for some bounded operator U . Then, the

eigenvalues of A are given by the union of two sequences, ¹�C
j º and ¹��

j º that

satisfy

�˙
j D

N
X

mD0

p1�m.˙j /CO.j�N /:

3.1. Diagonalisation of the principal symbol. We start by diagonalising the

principal symbol of ƒ D 1
�

DN�.DI �/. Let

L D 1

2�

2�Z

0

�.x/ dx (11)

and

S.x; �/ D �

L

xZ

0

�.t/ d t:

The function S is a generating function for the canonical transformation .y; �/ D
T .x; �/ given by the relations

� D @S

@x
; y D @S

@�
:

We define the Fourier integral operator ˆ with phase function S as

ˆu.x/ D
Z

R

eiS.x;�/ Ou.�/ d �;

where Ou is the Fourier transform of u. We use ˆ to diagonalise the principal

symbol of ƒ in the following proposition.

Proposition 3.2. For anyN , there is an operatorBN 2 ‰1 such that its principal

symbol depends only on � and such that

ƒˆ �ˆBN 2 ‰1�N :
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Proof. We are looking for the symbol of B in the form

b.x; �/ D b1.�/C
X

m�0

bm.x; �/;

with bj .x; �/ positively homogeneous of order j in �. Let us first study the operator

ƒˆ. It acts on smooth functions as

ƒˆu.x/ D 1

2�

•

r.x; �/ei.x�y/�eiS.y;�/ Ou.�/ d � dy d �

D 1

2�

Z

k.x; �/ eiS.x;�/ Ou.�/ d �;

where

k.x; �/ D
“

r.x; �/ei.x�y/�ei.S.y;�/�S.x;�// dy d �:

We now look for the asymptotic expansion of k as a symbol on S1, up to symbols

of order �1. Note that the expressions here have sense in terms of distributions,

see [7, Section 2.2.2]. By following the method of proof in [7, Theorem 6.5], we

can localise the symbol by finding smooth cut-off functions h1.x; y/ and h2.�; �/

supported in suitable neighbourhoods of x D y and � D � such that if

k0.x; �/ D
“

r.x; �/ei.x�y/�ei.S.y;�/�S.x;�//h1.x; y/h2.�; �/ dy d �;

then Op.k � k0/ 2 ‰�1. By Taylor’s theorem, we can write

S.y; �/� S.x; �/ D @S.x; �/

@x
.y � x/CR.x; y; �/.y � x/2

with

R.x; y; �/ D
1Z

0

.1 � t /@
2S.x C t .y � x/; �/

@x2
d t: (12)

We can rewrite k0 as

k0.x; �/ D
“

r.x; �/ei.x�y/.��R.x;y;�/.y�x/� @S
@x

/h1.x; y/h2.�; �/ dy d �:

Changing variables as Q� D ��R.x; y; �/.y�x/ and Q� D @S.x;�/
@x

D ��
L

, we obtain

that k0 is of the form

k0.x; �/ D
“

K.x; y; Q�; Q�/ei.x�y/. Q��Q�/ d y d Q�



1646 J. Lagacé and S. St-Amant

where

K.x; y; Q�; Q�/ D r.x; Q�CR.x; y; �/.y�x//h1.x; y/h2.�; Q�CR.x; y; �/.y�x//:

From [7, Lemma 2.13], we know that k0.x; �/ is a symbol given by

k0.x; �/ D
X

˛�0

1

˛Š
@˛

Q�D
˛
yK.x; y;

Q�; Q�/
ˇ
ˇ
ˇ

Q�DQ�
yDx

:

By the choice of cut-off functions, when x is close to y and Q� is close to Q�, we

have that h1 and h2 are constant and equal to one. Hence, they don’t intervene in

the symbol’s calculation and

k0.x; �/ D
X

˛�0

1

˛Š
@˛

Q�D
˛
y r.x; Q�CR.x; y; �/.y � x//

ˇ
ˇ
ˇ

Q�DQ�
yDx

:

We now make the following observation: if r.x; Q� C R.x; y; �/.y � x// is a

symbol of order m, then applying @˛
Q�
D˛

y results in a symbol of order m � ˛. In

fact, for ˛ D 1, and denoting by @2 the derivative with respect to the second

argument, we have

@ Q�Dyr.x; Q�CR.x; y; �/.y � x//j
Q�DQ�
yDx

D �i Œ@2
2r.x;

Q�/�R.x; x; �/

D �i
h

@2
2r

�

x;
�.x/�

L

�i��0.x/

2L
:

It is clear from this last equation that it is a symbol of order m � 1. Induction

on ˛ is then straightforward. This yields the asymptotic symbolic expansion

k0.x; �/ D
P

m�1 Qam.x; �/, where

Qam.x; �/ D
X

0�˛�1�m

1

˛Š
@˛

Q�D
˛
y rmC˛.x; Q�CR.x; y; �/.y � x//

ˇ
ˇ
ˇ

Q�D
��.x/

L
yDx

: (13)

We can compute the first few terms of the symbolic expansion, using the fact that

in R n ¹0º the second derivative of a1 in the second variable vanishes identically.

This gives

Qa1.x; �/ D j�j
L

I

Qa0.x; �/ D 0I

Qa�1.x; �/ D � �L�

2�2j�j I

Qa�2.x; �/ D �L2

4�2�3
.�r � i sgn.�/�x C 2�/C i�L2� sgn.�/�0

2�2�4
:
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Let us now compute the symbol of ˆB . We have

ˆBu.x/ D 1

2�

•

eiy.���/eiS.x;�/b.y; �/ Ou.�/ dy d � d �

D 1

2�

Z

f .x; �/eiS.x;�/ Ou.�/ d �;

where

f .x; �/ D
“

b.y; �/ei.S.x;�/�S.x;�//eiy.���/ dy d �:

As above, this integral only converges in the sense of distributions. As in [7], we

can find a smooth cut-off function h.�; �/ supported in a neighbourhood of � D �

such that the symbol

f 0.x; �/ D
“

b.y; �/ei.S.x;�/�S.x;�//eiy.���/h.�; �/ dy d �

satisfies Op.f � f 0/ 2 ‰�1.

Let us observe that

S.x; �/ � S.x; �/ D .� � �/
L

xZ

0

�.x/ dx D .� � �/F.x/

and that F.x/ D @S
@�
.x; �/. After the change of variable Qy D y C x � F.x/, the

equation for f 0 becomes

f 0.x; �/ D
“

b. Qy � x C F.x/; �/h.�; �/ei.x� Qy/.���/ d Qy d �

D
“

Q.x; Qy; �; �/ei.x� Qy/.���/ d Qy d �:

Once again from [7, Lemma 2.13], we have that f 0 is a symbol in S1 and

f 0.x; �/ D
X

˛�0

1

˛Š
@˛

�D
˛
QyQ.x; Qy; �; �/

ˇ
ˇ
ˇ QyDx

�D�

:

Since Q is constant in � close to �, the derivatives in � always vanish. Hence, the

symbol of BN is given by

f 0
N .x; �/ D

X

�N �m�1

bm

�
1

L

xZ

0

�.t/ d t; �

�

:
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To have the terms of the same order of homogeneity cancel out, we need to choose

bm.x; �/ D Qam.s.x/; �/; (14)

where s.x/ is the number s such that

x D 1

L

sZ

0

�.t/ d t:

This concludes the proof. �

3.2. Diagonalisation of the full symbol. Let us denote by P1 the operator with

symbol

p.1/.x; �/ D b1.�/C
X

m��1

bm.x; �/: (15)

The diagonalisation of the full symbol is based on the following lemma inspired

by the methods laid out by Rozenblum [19] and Agranovich [1]. We include it for

completeness.

Lemma 3.3. Let N � 0 and suppose that there exists a bounded operator UN

such thatƒUN �UNPN 2 ‰�1 wherePN is a pseudodifferential operator whose

symbol is given by

p.N /.x; �/ D
N

X

mD0

p
.N /
1�m.�/C p

.N /
�N .x; �/CO.j�j�.N C1//:

Then if

p
.N C1/
�N .�/ D 1

2�

2�Z

0

p
.N /
�N .x; �/ dx (16)

and K is the pseudodifferential operator with symbol

k.x; �/ D 1 � iL sgn �

xZ

0

p
.N /
�N .t; �/ � p.N C1/

�N .�/ d t; (17)

there exists an operator PN C1 with symbol

p.N C1/.x; �/ D
N

X

mD0

p
.N /
1�m.�/C p

.N C1/
�N .�/CO.j�j�.N C1//

satisfying ƒ.UNK/ � .UNK/PN C1 2 ‰�1.
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Proof. Starting off with the pseudodifferential operator PN , we would like to find

a bounded operator K and a pseudodifferential operator PN C1 whose symbol

p.N C1/ satisfies

p.N C1/.x; �/ D
N

X

mD0

p
.N /
1�m.�/C p

.N C1/
�N .�/CO.j�j�.N C1//

such thatPNK�KPN C1 2 ‰�1. We chooseK to have symbol 1Ck�N .x; �/with

k�N positively homogeneous of order �N in �. The symbol of PNK � KPN C1

is then given by

p
.N /
�N .x; �/ � p.N C1/

�N .�/ � i.@�p
.N /
1 /.@xk�N /CO.j�j�N �1/:

The symbol p
.N /
1 comes from the diagonalisation of the principal symbol and is

given by p
.N /
1 .�/ D p

.1/
1 .�/ D b1.�/ D j�j

L
. Hence, we see that the terms of

order �N cancel if the symbol of K is given by (17) and since 0 D k�N .0; �/ D
k�N .2�; �/, we must take p

.N C1/
�N as in (16). In order to get that PNK�KPN C1 2

‰�1 knowing that the symbol of P is given by

p.N /.x; �/ D
N

X

mD0

p
.N /
1�m.�/C

X

m�N C1

p
.N /
1�m.x; �/;

we need to take PN C1 with symbol

p.N C1/.x; �/ D
N

X

mD0

p
.N C1/
1�m .�/C p

.N C1/
�N .�/C

X

m�N C2

p
.N C1/
1�m .x; �/;

which is calculated inductively as

p.N C1/
m D p.N /

m C
1�m�N

X

˛D0

1

˛Š
Œ.@˛

xk�N /.D
˛
� p

.N /
mC˛CN /�.@

˛
xp

.N C1/
mC˛CN /.D

˛
� k�N /� (18)

for m � �N � 1. It follows that ƒ.UNK/ � .UNK/PN C1 is smoothing. �

The previous lemma gives us a family of operatorsPN that diagonaliseƒ down

to any desired order. By applying itN �1 times starting from P1, we get that there

exists PN with symbol

p.N /.x; �/ D j�j
L

C
N �1
X

mD1

1

2�

2�Z

0

p.m/
�m.x; �/ dx CO.j�j�N /

such that ƒUN � UNPN is smoothing for some bounded operator UN . We sum-

marise the properties of the operators PN that were proved along the discussion

above in the following proposition.
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Proposition 3.4. The symbols p.N / of PN possess the following properties.

(1) The first symbol p.1/ D b1.�/C
P

m��1 bm.x; �/, see (15).

(2) For m � 1 � N , p
.N C1/
m D p

.N /
m and @xp

.N /
m D 0. In other words, for

everym � �1 the sequence stabilises and eventually becomes diagonal with

respect to �.

(3) For m � �N � 1, p.N C1/
m is given recursively by equation (18).

(4) When the sequence stabilises, the diagonalised symbol can be explicitly

computed as p
.N C1/
�N .�/ D 1

2�

R 2�

0 p
.N /
�N .x; �/ dx.

One can see that p
.N /
m is a polynomial in � with coefficients that are functions

of x and �. From this point of view, we observe the following.

Lemma 3.5. For each m � �1 and for each N � 1, the function p
.N /
m is a

polynomial in � of degree at most �m whose constant coefficient vanishes.

Proof. We denote by deg.p/ the degree of a function p.x; �/ as a polynomial in �.

We proceed by induction on both N and m.

It is easily seen from (10) and the expressions for a1 and a�1 that the functions

am (and hence rm) are polynomials of order
˙

�m
2

�

� �m whenever m � �1. It

then follows from equations (13) and (14) that deg.p
.1/
m / D deg.bm/ � �m for all

m � �1.
LetN � 1 be arbitrary and suppose that deg.p

.N 0/
m / � �m for all 1 � N 0 � N

and m � �1. From Proposition 3.4, we know that

deg.p
.N C1/
�1 / D deg.p

.1/
�1 / D 1:

Let m0 � �1 and suppose that deg.p
.N C1/
m / � �m for all �1 � m � m0. We

want to estimate the degree of p
.N C1/
m0�1 . Its expression is given by (18) and we can

see that the term of highest degree in � in the sum is obtained when ˛ D 0. Hence,

deg.p
.N C1/
m0�1 / � deg.k�N /C deg.p

.N C1/
m0�1CN / (19)

From the definition of k�N , we have

deg.k�N / D deg.p
.N /
�N / � N (20)

by the induction hypothesis. Since m0 � 1 C N � m0, the induction hypothesis

yields

deg.p
.N C1/
m0�1CN / � �m0 C 1 �N: (21)
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Therefore, by combining (19), (20), and (21), deg.p
.N C1/
m0�1 / � �m0 C 1 and the

claim follows by induction.

Finally, to show that the constant coefficient of p
.N /
m vanishes, it suffices to

show that it is the case for am. Proceeding inductively, since a0 D 0, notice

from (10) that the only term in am�1 that could be constant in � is 1
Š
D



�
.a1/@


x.a1/

with  D 2�m. However, D


�
.a1/ D 0 for  � 2. �

Remark 3.6. That p
.N /
m D 0 whenever � D 0 is not surprising. Indeed,

this corresponds to the classic Dirichlet-to-Neumann operator whose symbol is

precisely j�j.

If one is interested in computing the symbols explicitly in a given example

the calculations quickly become very involved. The following lemma allows us

to reduce the number of computations to obtain the k-th term in the diagonalised

symbol.

Lemma 3.7. For all N � d�m
2

e,

2�Z

0

p.�m/
m dx D

2�Z

0

p.N /
m d x:

Proof. Ifm � 1�2N , then @˛
xp

.N /
mC˛CN D @˛

xp
.N C1/
mC˛CN D 0 for all ˛ > 0. We also

have p
.N /
mCN D p

.N C1/
mCN and hence

p.N C1/
m D p.N /

m C
1�m�N

X

˛D1

1

˛Š
.@˛

xk�N /.D
˛
� p

.N /
mC˛CN /:

Therefore, since p
.N /
mC˛CN doesn’t depend on x, integrating both sides yields

2�Z

0

p.N C1/
m dx D

2�Z

0

p.N /
m C

1�m�N
X

˛D1

1

˛Š
.D˛

� p
.N /
mC˛CN /

2�Z

0

.@˛
xk�N / dx:

The rightmost integral vanishes for all ˛ since k�N is periodic and thus

2�Z

0

p.N C1/
m dx D

2�Z

0

p.N /
m d x:

Finally, if m D �2N , we have

2�Z

0

p
.N C1/
�2N dx D

2�Z

0

p
.N /
�2N d x C

2�Z

0

k�N .p
.N /
�N � p

.N C1/
�N / dx
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and since @xk�N D �iL sgn �.p
.N /
�N � p

.N C1/
�N / the rightmost integral vanishes.

The result then follows since m � �2N is equivalent to N � d�m
2

e. �

The previous lemma simplifies calculations. Indeed, in order to get the diag-

onalised term of order �m, it suffices to apply the diagonalisation lemma dm
2

e
rather than m times. In particular, we get

2�Z

0

p
.2/
�2 dx D

2�Z

0

p
.1/
�2 dx D

2�Z

0

b�2.x; �/ dx D
2�Z

0

Qa�2.s.x/; �/ dx:

Using that s0.x/ D L
�.s.x//

, we get

2�Z

0

p
.2/
�2 d x D 1

L

2�Z

0

�.x/ Qa�2.x; �/ dx

D �L

4j�j2

2�Z

0

�r C 2�

�2
d x

where the terms containing i sgn � vanish from the fact that

2�Z

0

�x

�2
dx D 2

2�Z

0

��0

�3
dx;

this equality being obtained by integrating by parts. Therefore, by doing a similar

calculation for
R 2�

0
b�1.x; �/ dx, we see that the symbol of P2 is given by

p.2/.x; �/ D �

L
� �

4�j�j

2�Z

0

�

�
d x C �L

8�j�j2

2�Z

0

�r C 2�

�2
dx CO.j�j�3/: (22)

4. General eigenvalue asymptotics from the symbol

4.1. Self-adjointness. For � 2 R \ V and � real-valued, the operator ƒ WD
1
�

DN�.DI �/ is self-adjoint and therefore has real spectrum. This follows from

the fact that DN�.DI �/ is self-adjoint and the following lemma applied to P D
DN�.DI �/.
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Lemma 4.1. Let P be a self-adjoint pseudodifferential operator on L2.S1I dx/

and � > 0 be a positive function on S1 and denote M1=� the operator of mul-

tiplication by ��1. For f 2 Diff.S1/, define by Kf the composition operator

Kf u D u ı f . Defining

g.x/ D 1

L

xZ

0

�.t/ d t 2 Diff.S1/;

the operator

Q D K�1
g M1=�PKg

is self-adjoint on L2.S1I dx/.

Proof. The operator Kg is an invertible isometry

L2.S1I dx/ �! L2.S1I �.x/=L dx/:

Indeed, for u; v 2 L2.S1I dx/, we have

.Kgu;Kgv/L2.�.x/=L d x/ D
2�Z

0

u.g.x//v.g.x//g0.x/ dx

D
2�Z

0

u.x/v.x/ dx

D .u; v/L2.d x/:

The operator M1=�P is self adjoint on L2.S1I �.x/=L dx/, hence we have

.u;Qv/L2.d x/ D .u;K�1
g M1=�PKgv/L2.d x/

D .Kgu;M1=�PKgv/L2.�.x/=L d x/

D .M1=�PKgu;Kgv/L2.�.x/=L d x/

D .K�1
g M1=�PKgu; v/L2.d x/

D .Qu; v/L2.d x/;

proving that Q is self adjoint. �

4.2. General eigenvalue asymptotics. We have shown how to diagonalise the

symbol down to any order. We can now deduce the spectral asymptotics of ƒ

from Proposition 3.1. Eigenvalue asymptotics for an elliptic pseudodifferential

operator on a circle are discussed also in [1, Theorem 3.1].
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Theorem 4.2. The eigenvalues of ƒ are asymptotically double and admit a full

asymptotic expansion given by

�2j � �2j �1 � j

L
C

1
X

nD1

1

2�j n

2�Z

0

p.n/
�n .x; 1/ dx

for all N � 0. Truncating the series to its first two terms, this yields

�2j D j

L
� �

4�j

Z

S1

�

�
d x C �L

8�j 2

Z

S1

�r C 2�

�2
dx CO.j�3/: (23)

Proof. The fact that the eigenvalues admit a complete asymptotic expansion fol-

lows from Proposition 3.1 and Lemma 3.3. Moreover, (23) follows from equa-

tion (22) and Proposition 3.1. It remains to show that the eigenvalues are asymp-

totically double. This will follow from Proposition 3.1 if we can show that, for all

N 2 N, there exist a bounded operator UN and a pseudodifferential operator PN

with symbol

p.x; �/ D
N

X

mD0

p1�m.�/CO.j�j�N /

such that p1�m is an even function of � (since then p1�m.j / D p1�m.�j /) and

such that ƒUN � UNPN is smoothing. To do so, it is sufficient to show that a

symbol being Hermitian is an invariant property of the diagonalisation procedure,

see Definition (2.8). The claim will then follow since ƒ is self-adjoint and hence

all its eigenvalues must be real.

We know from Proposition 2.9 that the symbol of ƒ is Hermitian. In order

to diagonalise the principal symbol, we conjugated by the Fourier integral opera-

tor ˆ. The resulting symbol is given by

b.x; �/ �
X

m�1

Qam.s.x/; �/;

where Qam is given by (13). It suffices to show that Qam is Hermitian for all m. This

is a consequence of the fact that

D˛
Q�@

˛
yrmC˛.x; Q�CR.x; y; �/.y � x//

ˇ
ˇ

Q�D ��.x/
L

yDx

(24)

is Hermitian for all ˛ � 0. Indeed, by Leibniz’s formula and (12) we have

@ˇ
y ŒR.x; y; �/.y � x/�jyDx D �

.ˇ C 1/L
�.ˇ/.x/
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for all ˇ � 0. Hermiticity of (24) then follows from Faà di Bruno’s formula

since each derivative in the second argument will come with a power of �, thus

preserving the parity in the real and imaginary parts.

Let N � 0 and suppose that ƒUN � UNPN 2 ‰�1 as in the notation of

Lemma 3.3 is such that the symbol p.N / of PN is Hermitian. From (17), (18),

and Lemma 2.10, we see that the symbol p.N C1/ of PN C1 is also Hermitian. The

fact that the spectrum is asymptotically double then follows from the previous

discussion. �

5. Eigenvalue asymptotics

Let .�; g/ be a simply connected compact Riemannian surface with smooth

boundary †. We are now interested in finding the spectral asymptotic for the

operator DN�.�I �/ corresponding to the problem

´

��gu D ��u in �;

@�u D �u on †I

the parametric Steklov problem on �. By the Riemann mapping theorem, there

exists a conformal diffeomorphism ' which maps .D; g0/ onto� such that '�g D
e2f g0 for some smooth function f WD ! R. Therefore, the parametric Steklov

problem on .�; g/ is isospectral to the problem

´

��u D �e2f '��u in D;

@�u D �ef u on S1:

In the notation of (11), we have

L D 1

2�

2�Z

0

ef dx D
perg .†/

2�
:

We are now in a position to prove our main results about eigenvalue asymp-

totics.

Proof of Theorem 1.2. The theorem follows directly from Theorem 4.2 for the

existence of the complete asymptotic expansion. The fact that sn is a polynomial in

� of degree at most n follows directly from Lemma 3.5. For the explicit values of

s�1 and s�2 when � � 1, we replace in (23) the values of � and � by the conformal
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factor. The second term in (23) is given by

�

4�j

Z

S1

ef dx D �L

2j
:

Finally, the third term is given by �L
8�j 2 .G C 4�/, where

G WD
Z

S1

.e2f /r

e2f
dx D

Z

S1

@� log e2f d x D 2

Z

S1

@�f d x:

By Green’s theorem, we have

G D 2

Z

D

�f dA:

Recall that the Gaussian curvature of .D; '�g/ is given by

K'�g D �e�2f�f:

Hence, since '�Kg D K'�g and '� dAg D e2f dA,

G D �2
Z

D

K'�ge
2f dA D �2

Z

D

'�.Kg dAg/ D �2
Z

�

Kg dAg :

Combining everything and using the Gauss–Bonnet theorem yields

�L

8�j 2
.G C 4�/ D �L

4�j 2

�

2� �
Z

�

Kg dAg

�

D �L

4�j 2

Z

†

kg d s

since � is simply connected, and hence its Euler characteristic is 1. �

Proof of Theorem 1.3. Let .�; g/ now be any Riemannian surface whose smooth

boundary † has ` connected components †1; : : : ; †`. For 1 � m � `, let �m

be a smooth topological disk with a Riemannian metric gm such that there is an

isometry 'mW z‡m ! ‡m, for collar neighbourhoods z‡m of @�m and ‡m of †m.

The existence of .�m; gm/ is guaranteed by Lemma 2.6. Define �mW z‡m ! R by

�m D '�
m� j‡m

. Extend �m to a smooth function on�m, which we still denote�m.

This can be done, say, with an harmonic extension and then smoothing it with a

mollifier, maybe reducing a little bit the size of the collar neighbourhoods. Denote

by �] the disjoint union of the disks �m, g] the metric which restricts to gm on

every �m and �] 2 C1.�/ to be the function which restricts to �m on every�m.
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From Lemma 2.4, we know that

�j .�; �; �/ � �j .�; �]; �]/:

This concludes the proof of statement (A), and also implies statement (B) since

every other metric and function � 0 satisfying the conclusion of statement (A) is

isometric to �] and g] in a collar neighbourhood of �].

Since �] is a union of disks, its spectrum is given by the union of each disk’s

spectrum. Applying Theorem 1.2 to each �m, and using that the parametric

Steklov spectrum of a disjoint union of surfaces is the union of their spectra we

see that the spectrum of� is the union of ` different sequences taking the form of

equation (2). This is statement (C) of Theorem 1.3, which concludes its proof.

�

6. Geometric spectral invariants

In this section we obtain spectral invariants that have a geometric interpretation

in the case where the potential is a constant, � � 1. When the surface� is simply

connected, the search for spectral invariants is easier. From the first two terms

of the eigenvalue asymptotic expansion, we can deduce uniquely the values of

both L and �. Hence, from the third term, we can deduce uniquely the value of
R

†
kg d s and it is a spectral invariant. From the Gauss–Bonnet theorem, we get

the following result.

Corollary 6.1. Let .�; g/ be a simply connected compact Riemannian surface

with smooth boundary †. Then, the total curvature

Z

�

Kg dAg

is a spectral invariant of the constant potential parametric Steklov problem on�.

In particular, if the Gaussian curvature is assumed to be a constant K.�/, the

quantity

K.�/ area.�/

is a spectral invariant of the constant potential parametric Steklov problem on�.

In the multiply connected case, we need to introduce some definitions to talk

about functions between two multisets. To determine the number of boundary

components and the lengths of them, we will use methods from Diophantine
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approximation. This is in the spirit of [8], where they obtained those quantities

as invariants of the Steklov problem with � D 0. There, they had an asymptotic

expansion of the form (5)–(6), where all the coefficients sn were 0. However in

order to obtain the number of boundary components and their lengths as spectral

invariants, they need only that the second term is o.1/, which we do have.

Recovering � as well as the total geodesic curvature of the boundary is

more complicated and requires an algorithmic procedure to recover subsequences

(which can be explicitly constructed) once we know the number of boundary com-

ponents and the length of the largest one. We start by introducing terminology

found in [8, Section 2.3]

Definition 6.2. Let A, B be two multiset of positive real numbers. We say that

F WA ! B is close if it has the property that for every " > 0, there are only finitely

many x 2 A with jF.x/ � xj � ". We say that F is an almost-bijection if for all

but finitely many y 2 B , the pre-image F �1.y/ consists in a single point.

For a finite set of positive real numbersM D ¹˛1; : : : ; ˛`º, we denote byR.M/

the multiset

R.M/ WD ¹0; : : : ; 0º [ ˛1N [ ˛1N [ � � � [ ˛`N [ ˛`N;

where 0 is repeated ` times and the union is understood in the sense of multisets,

i.e., multiplicity is conserved.

Proposition 6.3. Let M D ¹˛1; : : : ; ˛`º be a finite multi-set of positive numbers.

For N 2 N, let

„.N / D ¹¹�.m;N /
j W j 2 NºW 1 � m � `º

be a set of sequences given by �
.m;N /
0 D 0 and such that for j � 1,

�
.m;N /
2j D �

.m;N /
2j �1 CO.j�N �1/ D j˛m C

N
X

nD1

s.m/
n j�n CO.j�N �1/: (25)

Then, M and the quantities s
.m/
n for 1 � n � N are uniquely determined by the

sequence S.„.N // defined as the reordering of the union of the sequences �.m;N /

in increasing order.

Proof. Let us first describe heuristically how the proof goes. In the first step, we

simply show that Lemmas 2.6 and 2.8 of [8] apply to this situation. This will allow

us to recoverM from S.„.N //, and we assume from then on thatM , and therefore

R.M/, are already known to be spectral invariants.
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In the second step, we show that for any ˛m 2 M which is not an integer

multiple of another strictly smaller element of M , we can identify a subsequence

along which S.„.N //j D �
.m;N /

k.j /
where kWN ! N is a function that can be

computed explicitly. For this, we use Dirichlet’s simultaneous approximation

theorem.

In the third step, we obtain the coefficients of those sequences ˛m that we

decoupled in the previous step. Obviously, if ˛m appears only once in M this is

trivial, the difficulty comes when ˛m has multiplicity.

In the fourth step, we proceed inductively and show that if ˛m is an integer

multiple of some other ˛n 2 M , but we already know the coefficients of the

relevant sequences for ˛n, then we can apply the same procedures as in steps 2

and 3 to recover the coefficients of �.m;N / for any N .

Step 1. We obtain M from S.„.N //. Combining Lemmas 2.6 and 2.8 of [8], as

soon as A is a multiset such that there exists a close almost-bijection

F WR.M/ �! A;

then we can recoverM from A. Let us describe how this is done.

The close almost-bijection gives us

˛1 D lim sup
j !1

Aj C1 � Aj ;

this is the content of [8, Lemma 2.6]. We then write A.1/ D A, and R1 D R.M/.

Assuming that for 2 � m � `C 1 we have found ˛m�1, we write

Rm D Rm�1 n .˛m�1N [ ˛m�1N/:

Assuming that there is a close almost-bijection Fm�1WRm�1 ! A.m�1/, there is

K 2 N such that for all k � N , there are at least two elements ofA.m�1/ at distance

less than ˛1=10, say, from ˛m�1k. Construct A.m/ by removing from A.m�1/ the

two closest such elements (in case of ties choose the largest).

Lemma 2.8 of [8] states that the existence of a close almost-bijection

Fm�1WRm�1 �! A.m�1/

implies that there is a close almost-bijection

FmWRm �! A.m/:

Applying recursively [8, Lemma 2.6] gives us

˛m D lim sup
j !1

A
.m/
j C1 � A.m/

j ;
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which is the necessary ingredient for this recursion to continue. This is done until

A.`C1/ and R`C1 are finite, at which pointM is exhausted and we have recovered

M from A.

Now, it is not hard to see that the map F WR.M/ ! S.„.N // that mapsR.M/j

to S.„.N //j is a close almost-bijection. Indeed, it follows from the definition of

the sequences �.m;N / that

S.„.N //j D R.M/j CO.j�1/

which implies that F is a close almost-bijection. Our previous analysis tells us

that we can recoverM from S.„.N //, for any N � 1.

Step 2. Suppose without loss of generality that the smallest element of M is 1.

Define on positive real numbers the strict partial order x � y if there is an integer

n � 2 such that y D nx, and denote by x � y the non-strict version of this partial

order, i.e., if n D 1 is allowed. For any multiset U of positive real numbers, we

say that x 2 U is minimal in U if for all y 2 U , either x � y, or x and y are

incomparable. Let I � ¹1; : : : ; `º be defined as

I D ¹1 � m � `W ˛m is minimal in M º:

We claim that there exist ı > 0 and subsets Em � N of infinite cardinality for

each m 2 I such that for all j 2 Em,

Œj˛m � ı; j˛m C ı�\R.M/ D ¹j˛m; : : : ; j˛mº
„ ƒ‚ …

2�.m/ times

; (26)

where �.m/ is the multiplicity of ˛m in M .

Split M into M1 [ M2, where M1 � Q and M2 � R n Q. Let Q be the

smallest common integer multiple of elements in M1. Dirichlet’s simultaneous

approximation theorem states that there is an infinite subset E � N such that for

all q 2 E and ˛m 2 M2 there exists pq;m 2 N such that
ˇ
ˇ
ˇ
ˇ

Q

˛m

� pq;m

q

ˇ
ˇ
ˇ
ˇ
<

1

q1C1=`

or, equivalently,

jQq � pq;m˛mj < ˛mq
�1=`:

This means that for all q 2 E, there is an integer multiple of ˛m within q�1=` of

qQ. Note that for ˛m 2 M1, the integer multiple is actually exactly qQ. In that

case we put pq;m D Qq˛�1
m . Set

ı D 1

2
min¹j˛m � n˛k jWm 2 I; ˛k ¤ ˛m; n 2 Nº;
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and observe that ı > 0 from the assumption that ˛m is minimal inM for allm 2 I .

Assume that ˛` is the largest element of M and for m 2 I , set

Em WD
°

pq;m C 1W q 2 E; q�1=` <
ı

2˛`

±

: (27)

We claim that for all j 2 Em, (26) holds. Indeed, if ˛k ¤ ˛m and n 2 N, we have

jj˛m � n˛k j D j.pq;m C 1/˛m � .pq;k C n0/˛kj
� j˛m � n0˛k j � jpq;m˛m � pq;k˛k j
� 2ı � .˛m C ˛k/q

�1=`

> ı:

It follows that no integer multiple of ˛k ¤ ˛m is within distance ı of j˛m, when

j 2 Em. On the other hand, by definition of R.M/, and assuming without loss

of generality that ı < 1, j˛m is the only integer multiple of ˛m in the interval

Œj˛m � ı; j˛m C ı�, and this happens with multiplicity 2�.m/.

Step 3. For m 2 I , we recover the quantities s
.k/
n from S.„.N // for any n � N

and for all k such that ˛k D ˛m.

Let j 2 Em and observe that for any N 2 N, the indices in the sequence

S.„.N // for the elements in the interval Œj˛m � ı; j˛m C ı� can be uniquely

determined from R.M/, which is determined by S.„.N // as seen in the first step

of this proof. It follows from (25), that for all k such that ˛m D ˛k and j 2 Em

large enough, we have

¹�.k;N /
p Wp 2 Nº \ Œj˛m � ı; j˛m C ı� D ¹�.k;N /

2j �1 ; �
.k;N /
2j º:

For any N � 1, consider the set

X
.m;N /
1 D ¹.x � j˛m/j W j 2 Em; x 2 S.„.N // \ Œj˛m � ı; j˛m C ı�º:

From the definition of Em, we have

X
.m;N /
1 D

[

kW˛kD˛m

¹.�.k;N /
2j �1 � j˛m/j; .�

.k;N /
2j � j˛m/j ºj 2Em

:

Consider the limit points of X
.m;N /
1 . We claim that those points are exactly the

values of s
.k/
1 for which ˛k D ˛m. In fact, from the previous equation, X

.m;N /
1 is

a union of sequences and the claim follows from the fact that

lim
j !1
j 2Em

.�
.k;N /
2j �1 � j˛m/j D lim

j !1
j 2Em

.�
.k;N /
2j � j˛m/j D s

.k/
1 :
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Moreover, we can know the number of k0 such that s
.k0/
1 D s

.k/
1 , which we denote

by mult.s
.k/
1 /. Indeed, by setting

" D 1

2
min¹js.k/

1 � s.k0/
1 jW s.k/

1 ¤ s
.k0/
1 ; ˛k D ˛mº;

we have that
mult.s

.k/
1

/

�.m/
is given by

lim
J !1

j¹.x � j˛m/j 2 X .m;N /
1 \ .s.k/

1 � "; s.k/
1 C "/W j 2 Em; j � J ºj

2j¹j 2 EmW j � J ºj :

Note that from the construction, we cannot directly know which k is associated to

each s
.k/
1 , but without loss of generality we can label them in any way we choose

since we know their multiplicity. For k with ˛k D ˛m, we construct the sequences

�
.k;1/
j D j˛m C s

.k/
1 j�1

taking into account the multiplicity of s
.k/
1 . We let mult.�

.k;1/
j / be the number

of such sequences identical to �
.k;1/
j . In this case, mult.�

.k;1/
j / D mult.s

.k/
1 /.

Moreover, �
.k;1/
j is determined by S.„.N // for any N � 1.

Suppose now that we know s
.k/
1 ; : : : ; s

.k/
T from S.„.N // for all N � T and k

for which ˛k D ˛m, and consider the sequences

�
.k;T /
j D j˛m C

T
X

nD1

s.k/
n j�n:

As previously, for N � T C 1, consider the set

X
.k;N /
T C1 D ¹.x � �.k;T /

j /j T C1W j 2 Em; x 2 S.„.N // \ Œj˛m � ı; j˛m C ı�º

which we can rewrite as

X
.k;N /
T C1 D

[

k0W˛k0 D˛m

¹.�.k0;N /
2j �1 � �.k;T /

j /j T C1; .�
.k0;N /
2j � �.k;T /

j /j T C1ºj 2Em
:

We claim that the limit points of X
.k;N /
T C1 are precisely the coefficients s

.k0/
T C1 such

that �
.k0;T /
j D �

.k;T /
j for all j 2 N. This follows from the fact that

lim
j !1
j 2Em

.�
.k0;N /
2j �1 � �.k;T /

j /j T C1 D lim
j !1
j 2Em

.�
.k0;N /
2j � �.k;T /

j /j T C1

D
´

s
.k0/
T C1 if �

.k0;T /
j D �

.k;T /
j ;

˙1 otherwise.
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We can also deduce the multiplicity of each s
.k/
T C1 in a similar fashion as before. It

follows that we can construct the sequences

�
.k;T C1/
j D j˛m C

T C1
X

nD1

s.k/
n j�n

and we know the multiplicity of each such sequence. By induction, we can then

deduce any coefficient s
.k/
n from S.„.N // as long as N � n.

Step 4. We now turn our attention to m 62 I , and assume that we have already

proved the proposition for all k such that ˛k � ˛m. Defining this time

ı D 1

2
min¹j˛m � n˛k jW ˛k 6� ˛m; n 2 Nº

and Em as in (27), it follows from the same construction as in Step 2 that

Œj˛m � ı; j˛m C ı�\R.M/ D ¹j˛m; : : : ; j˛mº
„ ƒ‚ …

� times

;

where � D 2
P

˛k�˛m
�.k/. We observe that once again, the indices in the

sequence S.„.N // of those elements are uniquely determined by R.M/ for any

N � 1. For every k such that ˛k � ˛m, write r.k/ to be the integer such that

˛m D r.k/˛k. Defining X
.m;N /
1 as in step 3, its limit points are now given by the

values of
s

.k/
1

r.k/
for which ˛k � ˛m. From the induction hypothesis, we know those

values whenever r.k/ > 1, so we can disregard them. What is left are the values

of s
.k/
1 for which ˛k D ˛m. Proceeding in a similar manner as in step 3, but with

�
.k;T C1/
j D j˛m C

T C1
X

nD1

s.k/
n .r.k/j /�n

and disregarding the values we already know, we are then able to recover recur-

sively the values of s
.k/
n from S.„.N // for any n � N for each k with ˛k D ˛m.

The set M is finite, hence our inductive procedure necessarily terminates, finish-

ing the proof. �

Theorem 1.5 follows directly from Proposition 6.3.

Proof of Theorem 1.5. Let N 2 N and for 1 � m � `, let �.m;N / and „.N / be

as defined in the statement of Theorem 1.3. Since �j � S.„.1//j , there exists a

constant CN such that for all j � 0,

j�j � S.„.N //j j � CN j
�N �1: (28)



1664 J. Lagacé and S. St-Amant

We define a new set of sequences Q�.m;N / by

Q�.m;N /
j D �

.m;N /
j C ��.m;j / � �

.m;N /
j (29)

where � W ¹1; : : : ; `º � N0 ! N0 is a bijective map such that

S.„.N //�.m;j / D �
.m;N /
j :

By (28), we have
Q�.m;N /
j D �

.m;N /
j CON .j

�N �1/:

Therefore, the sequences Q�.m;N /
j satisfy the hypotheses of Proposition 6.3 with

M D
®

2�
per.†1/

; : : : ; 2�
per.†`/

¯

. Letting z„.N / D ¹Q�.1;N /; : : : ; Q�.`;N /º, it follows that

S. z„.N // determines M and the coefficients s
.m/
n for 1 � m � ` and n � N . By

taking N arbitrarily large, we can recover any coefficient s
.m/
n . On the other hand,

by (29), every Q�.m;N /
j is simply an eigenvalue �j , and since � is a bijection,

S. z„.N //j D �j

for all j � 0. It follows that the spectrum of DN� is given by S. z„.N // for any

N 2 N and therefore determines the number of connected components of the

boundary and their respective perimeters (from M ), as well as all the coefficients

s
.m/
n .

In particular, from (3) we have

s
.m/
�1 .�I�/ D �� per.†m/

4�
;

allowing us to recover �, and

s
.m/
�2 .�I�/ D � per.†m/

8�

Z

†m

kg d s;

allowing us to recover the total geodesic curvature on each boundary component.

�

We can now prove Theorem 1.6 as well.

Proof of Theorem 1.6. Since the total geodesic curvature on each boundary com-

ponent is a spectral invariant, the total integral

Z

†

kg d s D
X̀

mD1

Z

†m

kg d s
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is a spectral invariant. Applying the Gauss–Bonnet theorem, we get

Z

†

kg d s D 2�.2� 2 � `/ �
Z

�

Kg dAg

where  is the genus of �. Since the number of boundary components ` is a

spectral invariant, we can deduce that the quantity

4� C
Z

�

Kg dAg

is also a spectral invariant of the constant potential parametric Steklov problem.

�

Remark 6.4. It is impossible to completely decouple the genus and the average

of the Gaussian curvature as spectral invariants from the eigenvalue asymptotic

expansion since the addition of a handle far from the boundary changes the genus

of � but leaves the symbol of the Dirichlet-to-Neumann operator unchanged.

However, a priori information on �, such as being a domain of a specific space

form of constant Gaussian curvature, can yield additional information, as in

Corollaries 1.7 and 1.8.
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