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The density of states and local eigenvalue statistics

for random band matrices of fixed width

Benjamin Brodie and Peter D. Hislop

Abstract. We prove that the local eigenvalue statistics for d D 1 random band matrices with

fixed bandwidth and, for example, Gaussian entries, is given by a Poisson point process and we

identify the intensity of the process. The proof relies on an extension of the localization bounds

of Schenker (2009) and the Wegner and Minami estimates. These two estimates are proved

using averaging over the diagonal disorder. The new component is a proof of the uniform con-

vergence and the smoothness of the density of states function. The limit function, known to be

the semicircle law with a band-width dependent error (Bogachev, Molchanov, and Pastur, 1991;

Disertori and Lager 2017; Disertori, Pinson, and Spencer, 2022; and Molchanov, Pastur, and

Khorunzhiı̆, 1992) is identified as the intensity of the limiting Poisson point process. The proof

of these results for the density of states relies on a new result that simplifies and extends some

of the ideas used by Dolai, Krishna, and Mallick (2020). These authors proved regularity prop-

erties of the density of states for random Schrödinger operators (lattice and continuum) in the

localization regime. The proof presented here applies to the random Schrödinger operators on a

class of infinite graphs treated by Dolai, Krishna, and Mallick (2020) and extends their results

to probability measures with unbounded support. The method also applies to fixed bandwidth

RBM for d D 2; 3 provided certain localization bounds are known.

1. Statement of the problem and results

Random band matrices (RBM) of size 2N C 1 and width 2L C 1, for integers N

and L with 0 6 L � N , provide an interesting model that exhibits a localization–

delocalization transition when the width 2L C 1 increases as the size N increases. If

L � N ˛, then for 0 6 ˛ < 1
2

, the model is expected to be in the localized regime,

whereas for 1
2

< ˛ 6 1, the model is expected to be delocalized. RBM of constant

band width 2L C 1, that is, with ˛ D 0, are in the localization phase. The eigen-

vectors are localized and the spectrum of the infinite-size (N D 1) matrix is pure

point almost surely as follows from the localization bound in Theorem 2.4 and res-

ults in [4, Chapter 5] (we will not use this spectral fact in this paper). In many ways,
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the constant width model has a large N limit that resembles a random Schrödinger

operator with Anderson-type potential on the line Z. In this paper, we complete this

analogy by proving that the local eigenvalue statistics at any fixed energy E0 is given

by a Poisson point process with intensity measure n1
L .E0/ ds. The function n1

L is

the infinite N density of states that is known to be given by the semicircle law up to

O.L�1/ corrections [5] (see Remark 3.1). In addition, we prove smoothness of the

limiting density of states function n1
L .E/ matching the regularity of the probability

distribution.

Let H N
L be a .2N C 1/ � .2N C 1/ real, symmetric random band matrix with

band width 2L C 1 and 0 6 L � N . We define H N
L through its matrix elements:

hei ; H N
L ej i D 1p

2L C 1

´
vij if ji � j j 6 L;

0 if ji � j j > L;
� N 6 i; j 6 N: (1.1)

The real random variables vij D vj i within the band are independent and identic-

ally distributed up to symmetry. Additional technical assumptions on the probability

measure are given in Assumption 1 in Section 1.1. These include the most common

case of a Gaussian distribution.

There are several results about RBM with power-law width L D bN ˛c, for 0 6

˛ 6 1. On the delocalization side, for 1
2

< ˛ 6 1, in a series of three papers, Bourgade,

Yin, Yang, and Yau [7, 8, 24] proved that if 3
4

< ˛ 6 1, the eigenvectors of H N
L are

extended with good probability, the limiting DOS is given by the semi-circle law, and

that the k-point eigenvalue correlation functions for H N
L converge to those for the

Gaussian orthogonal ensemble (GOE). Much less is known on the localization side

0 6 ˛ < 1
2

. Schenker [23] proved that for Gaussian random variables and 0 6 ˛ <
1
8

, finite N localization bounds hold for small moments of matrix elements of the

resolvent in real energy intervals. A similar bound holds for more general random

variables but the range of the exponent is not specified. For the case of Gaussian

random variables, the range of ˛ was extended in [22] to 0 6 ˛ < 1
7

.1

Localization bounds, together with Wegner and Minami estimates, are among the

main ingredients in the proof of the N D 1 characterization of local eigenvalue stat-

istics as a Poisson point process. These three ingredients, localization bounds, the

Wegner and Minami estimates, necessary for a proof of the Poisson nature of the local

eigenvalue statistics for RBM (1.1), have been known for some time now: localization

bounds [2,23] (although only in bounded energy intervals), the Wegner estimate [22],

and the Minami estimate [22]. What was missing in the proof of Poisson statistics was

control over the density of states. In this paper, we prove smoothness of the density

1Note added in proof. This bound has been recently extended in the Gaussian case to

0 6 ˛ < 1
4

in two papers [10, 11].
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of states (depending on the smoothness of the probability measure) and uniform con-

vergence of the local density of states for the endpoint case ˛ D 0 and for absolutely

continuous probability measures with some regularity and that may have noncompact

support. This corresponds to random band matrices with fixed bandwidth. Our meth-

ods also require that we extend the localization bounds of Schenker [23] to uniform

bounds for all energies. We provide a simple proof of the Wegner and Minami estim-

ates depending only on the diagonal randomness. This is sufficient for fixed bandwidth

RBM but the constant in the bounds depends on the bandwidth 2L C 1. Controlling

this constant is one of the advances of [22]. As a result, we also complete the proof of

Poisson eigenvalue statistics for fixed bandwidth RBM.

1.1. The main results for fixed-width RBM

We summarize the main results of this paper. We begin with Assumption 1 on the

random variables.

Assumption 1. The real random variables vij in (1.1) are independent, identically

distributed (iid) up to symmetry vij D vj i . The common probability measure is abso-

lutely continuous with respect to Lebesgue measure with a density � 2 L1.R/ having

support I� � R that may be bounded or unbounded. There is an integer k > 2 so that

the probability density � > 0 satisfies

1. regularity: � 2 C k
1.R/, the set of C k-functions with �.m/.x/ ! 0 as jxj ! 1,

for 0 6 m 6 k;

2. integrability: the derivatives �.m/ 2 L1.R/, for m D 0; 1; : : : ; k;

3. finite moments: hxim�.x/ 2 L1.R/, for m D 0; 1; : : : ; k C 1;

4. the Fourier transform O� satisfies the bound h�im O�.�/ 2 L1.R/, for m D 0;

1; : : : ; k.

All of the results of the paper hold under Assumption 1. Certain results hold under

weaker conditions, for example, � 2 C 1 suffices for the existence of the DOSf. Condi-

tions (2)–(4) are needed in the proof of the uniform convergence of the local integrated

density of states (3.1). Assumption 1 allows probability densities � with unbounded

supports. The main case of interest is the Gaussian distribution for which

�.x/ D 1p
2�

e� 1
2

x2

; (1.2)

and that satisfies these conditions with k D 1.

Let ¹EN
L .j /ºN

j D�N denote the set of the 2N C 1 eigenvalues of H N
L . To study the

local eigenvalue statistics for H N
L around E0 2 R, we define the re-scaled eigenvalues

zEN
L .j / WD .2N C 1/.EN

L .j / � E0/: (1.3)
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The eigenvalue point process �!
N;L for H N

L centered at E0 is a random point measure

supported on the re-scaled eigenvalues:

�!
N;L.s/ ds WD

NX

j D�N

ı. zEN

L .j / � s/ ds: (1.4)

The density of states function n1
L .E/ is defined for RBM in Section 3. From

the local eigenvalue counting function we form the local integrated density of states

(`IDS), the expectation of the normalized eigenvalue counting function:

N N
L .E/ DW 1

2N C 1
E¹#¹j j EN

L .j / 6 Eºº: (1.5)

The IDS is the limit of the `IDS as N ! 1:

N 1
L .E/ DW lim

N !1

1

2N C 1
E¹#¹j j EN

L .j / 6 Eºº: (1.6)

We will prove that this function is differentiable (provided the density � is also) and

the derivative of the `IDS is the local density of states function (`DOSf):

nN
L .E/ DW d

dE
N N

L .E/: (1.7)

We will prove that this converges uniformly to a function n1
L .E/ that is the DOSf

for H 1
L .

Theorem 1.1. Let H N
L be a random band matrix with fixed-width 2L C 1 as in (1.1).

The random variables vij , for �N 6 i < j 6 N satisfy Assumption 1. The density

of states function n1
L .E/ 2 C k�1.R/. For any E 2 R, the local eigenvalue statistics,

defined as the point process obtained from the weak limit of (1.4), is a Poisson point

process with intensity measure n1
L .E/ ds.

1.2. Applications to random Schrödinger operators on infinite graphs

A theorem similar to Theorem 1.1 applies to the local eigenvalue statistics and the

DOSf for discrete random Schrödinger operators on a wide variety of infinite graphs

G, including the lattice Z
d , as described in [16] for energies in the complete loc-

alization regime †CL. The family of graphs G are infinite graphs with a metric dG

and with the property that for any k0 2 G, if ƒL WD ¹k 2 G j dG.k0; k/ 6 Lº, then

jƒLj D O.L˛/, for some ˛ > 0.

The regularity part of the following theorem was proven in [16, Theorem 3.4] for

compactly-supported probability measures with an additional technical assumption

that the kth-derivative of the probability density is Hölder continuous due to a con-

straint in [16, Theorem 2.2]. The proof of the Poisson statistics for lattices Z
d was
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given in [19]. The techniques developed in Sections 4 and 5 applied to RSO yield the

following theorem removing the technical constraint on the probability density and

the necessity that the probability density have compact support. We also remark that

the random perturbations need not be rank one but may be of uniform finite rank as

treated in [16] and [9, Chapters 6 and 7] on the Wegner N -orbital model. We sum-

marize this in the following theorem stated for the rank one case.

Theorem 1.2. Let H L
! be the restriction of a random Schrödinger operator H! on

`2.G/ to the finite set ƒL � G for which the random variables ¹!j j j 2 Z
d º satisfy

Assumption 1. The local integrated density of states NL.E/ converges uniformly to

the IDS N.E/ for E 2 †CL. The density of states function n.E/ 2 C k�1.R/. For any

E 2 †CL, the local eigenvalue statistics, defined as the point process obtained from

the weak limit of (1.4), is a Poisson point process with intensity measure n.E/ ds.

1.3. Applications to fixed-width RBM in dimensions d D 2; 3

As discussed above, for RBM in d D 1, the critical bandwidth is conjectured to be

N
1
2 : RBM with bandwidths growing like N ˛ for 1

2
< ˛ 6 1 are expected to be delo-

calized, whereas those with 0 6 ˛ < 1
2

are expected to be localized. Consequently,

fixed bandwidth RBM should (and do) exhibit localization at all energies. A similar

result should hold for RBM in d D 2 as the conjectured critical bandwidth is .logN /
1
2 .

However, for d D 3, the conjectured critical bandwidth is O.1/ (see, for example, [6]).

The techniques developed in this paper apply to higher-dimensional fixed bandwidth

RBM at energies in the localization regime if it is nonempty. For d D 2, the con-

jectured critical bandwidth implies that localization holds for fixed bandwidth RBM.

Provided a localization estimate of the type described in Theorem 2.2 holds for these

energies, the methods of this paper prove that the limiting density of states is smooth

(the degree of regularity depending on the regularity of the density of the probabil-

ity measure) and that local eigenvalue statistics are Poisson point processes with the

intensity given by the associated density of states. It is not clear if there is any local-

ization regime for RBM in d D 3, but if there is, and similar localization bounds hold

for energies in that region, then the methods of this paper provide the same results.

The DOS for fixed bandwidth RBM with Gaussian distributions in d D 3 was

studied by Disertori, Pinson, and Spencer [15] and for d D 2 by Disertori and Lager

[14]. These authors proved that the limiting DOS at all energies in the bulk .�2:2/

is given by the semicircle distribution up to terms O.L�2/. The method does not

rely upon localization and is based on the supersymmetric representation of the finite

region Green’s function.
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1.4. RBM with width increasing as N ˛, for 0 < ˛ < 1
2

In recent work [18], the second author and M. Krishna obtained results on the distri-

bution of the random variables �!
N;LŒI �, for local processes centered at E 2 .�2; 2/

and for intervals I � R, in the large N limit, for RBM with width L increasing as

L D N ˛, for 0 < ˛ < 1
2

. For the case of real Gaussian entries, the family of random

variables ¹�!
N;LŒI � j N 2 Nº has nontrivial limit points that are Poisson distributed

for 0 < ˛ < 1
7

, and for ˛ in the full range 0 < ˛ < 1
2

provided the localization

bounds [23] hold in that range. Related results for RBM with more general entries

are also obtained.

1.5. Contents of the paper

The basic bounds for finite N matrices are proven in Section 2 based on a spectral

averaging theorem using only the diagonal randomness and the Schur complement

formula. Spectral averaging is used to derive a Wegner and Minami estimate. The

localization bound of Schenker [23] is extended to complex energies using a high-

energy Aizenman–Molchanov bound for RBM and subharmonicity. In Section 3,

basic results on the density of states (DOS) for N finite and infinite are derived.

The smoothness of the DOS is proven following the ideas of Dolai, Krishna, and

Mallick [16]. The Schur complement formula plays an essential role in our simplifica-

tion of some of the arguments of [16, Theorem 2.2] and in our extension to probability

measures with non-compact support. Section 4 and 5 present the main technical res-

ults: the reduction of the difference of the expectation of random variables related to

H N
L and H M

L to finite moments of resolvents and, the bounding of these by localiz-

ation bounds. The convergence of the DOS functions and identification of the limit

is given in Section 6. Finally, the proof of the local eigenvalue statistics as a Pois-

son point process is given in Section 7. The paper concludes with two appendices. In

Appendix A, we present some basic identities used in the fractional moment bounds;

and in Appendix B, we present the proof of the high-energy localization bound for

RBM by a modified Aizenman–Molchanov argument. A note on notation: the value

of various constants may change from line to line. Important dependencies are indic-

ated by subscripts such as CL;s , etc.

2. Fundamentals: spectral averaging and local bounds

In this section, we treat general real symmetric N � N matrices H N
! and present

the basic bounds on these random matrices H N
! depending only on the diagonal ran-

domness. As mentioned in the introduction, the Wegner and Minami bounds obtained

in the manner suffice for fixed bandwidth RBM. For the case when the bandwidth
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increases with N , the constants in these estimates also grow. The results of [22, The-

orem 3] for Gaussian probability measures show that these constants may be chosen

independent of L and N . We begin with a version of rank-one and rank-two spectral

averaging based on the Schur complement formula. We then present the Wegner and

Minami estimates. These are derived using only the diagonal disorder. We also men-

tion more refined estimates of Peled, Schenker, Shamis, and Sodin [22]. Finally, we

derive an extension of Schenker’s localization bound for random band matrices valid

for complex energies.

2.1. Spectral averaging

We need the following a priori bound on the expectation of the Green’s functions of

matrices with iid random variables along the diagonal.

Proposition 2.1 (spectral averaging). Let H N
! be a self-adjoint N � N -matrix such

that its diagonal entries ŒH N
! �jj WD !j are iid random variables with a common

bounded probability density function � vanishing at infinity. Let ¹ej j j D 1; : : : ; N º
be the standard orthonormal basis of CN .

i. For any 0 < s < 1, there exists a finite constant C�;s > 0, independent of N

and indices j; k 2 ¹1; : : : ; N º, so that for any z 2 C, we have

E¹jhej ; .H N
! � z/�1ekijsº 6 C�;s : (2.1)

ii. There exists a finite constant C� > 0, independent of N and j 2 ¹1; : : : ; N º,

so that for any z 2 CnR,

E¹j Imhej ; .H N
! � z/�1ej ijº 6 C�: (2.2)

We begin with a lemma that is key to obtaining (2.1). Some of the methods are

from the proof of [23, Section 5, Theorem 7].

Lemma 2.1. Let V D
�

v1 0
0 v2

�
be a real diagonal random matrix with v1 and v2

independent random variables with common density �, and let A be a self-adjoint

2 � 2 matrix independent of V . Then, for all t > 0

P¹k.V C A/�1k > tº <
4�k�k1

t
: (2.3)

Proof. For any self-adjoint operator H , we have

kH �1k > t () �.H/ \
�
�1

t
;

1

t

�
¤ ;; (2.4)

so that

kH �2k > t2 () �.H 2/ \
�
0;

1

t2

�
¤ ;: (2.5)
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This, in turn, is equivalent to the fact that H 2 C 1
t2 has an eigenvalue in . 1

t2 ; 2
t2 /. So,

for a random self-adjoint matrix H , we have

P¹kH �1k > tº D P

°
�

�
H 2 C 1

t2

�
\

� 1

t2
;

2

t2

�
¤ ;

±

6 P

°
k.H 2 C t�2/�1k >

t2

2

±

6 P

°
k.H 2 C t�2/�1k2 >

t2

2

±

6
2

t2
E

°
Tr

h�
H 2 C 1

t2

��1i±
: (2.6)

The final simplification comes from the fact that

.H 2 C t�2/�1 D �t Im.H C i t�1/�1; (2.7)

so substituting the right side of (2.7) into the last line of (2.6), we obtain

P¹kH �1k > tº D �2

t

2X

iD1

E
®
hei ; Im.H C i t�1/�1ei i

¯
: (2.8)

To evaluate the expectation on the right of (2.8), we use the Schur complement for-

mula of Lemma A.4 for the rank-one projection P D Pi , the projection onto ei .

Letting Q WD 1 � Pi , we define �i WD hei ; HQ.QHQ C i t�1Q/�1QHei i, for i D
1; 2. The scalar �i is independent of the random variable vi . We then have

hei ; Im.H C i t�1/�1ei i
D Im.vi C i t�1 C �i /

�1

D �.t�1 C Im �i/Œ.vi C Re �i /
2 C .t�1 C Im �i/

2��1: (2.9)

We now integrate the right side of (2.9) with respect to vi and obtain the upper bound

�k�k1. Returning to (2.6), we obtain

P¹k.V C A/�1k > tº 6
4�k�k1

t
; (2.10)

proving the lemma.

Given this technical lemma, we can prove Proposition 2.1.

Proof. (1) We first prove (2.1) on the diagonal j D k. Let H N

.!?
j

;0/
be the matrix H N

!

with the jj entry set to 0. Using the second resolvent identity, we have the rank one

perturbation formula

hej ; .H N
! � z/�1ej i D .!j C hej ; .H N

.!?
j

;0/
� z/�1ej i�1/�1: (2.11)
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Thus, we have

E¹jhej ; .H N
! � z/�1ej ijsº

D E!?
j

² Z

R

d!j �.!j /j.!j C hej ; .H.!?
j

;0/ � z/�1ej i�1/�1js
³

: (2.12)

Since s 2 .0; 1/ and � > 0 is a probability density, it follows that for any a 2 C,

Z

R

d!j �.!j /j!j C aj�s
6 C�;s < 1; (2.13)

independent of a. Taking a D hej ; .H.!?
j

;0/ � z/�1ej i�1, it follows that the expecta-

tion in (2.12) is uniformly bounded in z 2 C.

(2) For the off-diagonal terms j ¤ k in (2.1), we let Pjk be the orthogonal pro-

jection onto the span of ej and ek . We begin with energies � 2 R. Then, we have

jhej ; .H N
! � �/�1ekij 6 kPjk.H N

! � �/�1Pjkk; (2.14)

where the right-hand side is the operator norm of the 2 � 2 matrix. From the Schur

complement formula, Lemma A.4, we can write the 2 � 2 as Pjk.H N
! � �/�1Pjk as

Pjk.H N
! � �/�1Pjk D .Vjk C A.�//�1; (2.15)

where the diagonal potential Vjk is

Vjk D
�

!j 0

0 !k

�
(2.16)

and A.�/ is a 2 � 2 independent of Vjk that is self-adjoint for � 2 R, which we now

assume. Using the layer cake representation of the expectation, we have

E¹k.Vjk � A.�//�1ksº D
1Z

0

P¹k.Vjk � A.�//�1ks > tº dt: (2.17)

We now apply Lemma 2.1 to the integrand on the right in (2.17). For t > 1, the integral

is finite since the probability behaves like t� 1
s and s 2 .0; 1/. For t 2 Œ0; 1�, we use the

fact that the probability is bounded by one. Bounds (2.17) and (2.14) establish (2.1)

for � 2 R, with constant independent of �.

(3) To extend the bound (2.1) from � 2 R (proven in part (2) above) to z 2 C, we

follow an idea in [3, Theorem B.1]. For z 2 C
C, the function

fjk.z/ WD E¹jhej ; .H N
! � z/�1ekijsº (2.18)
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is subharmonic with boundary-values on R that exist almost everywhere. Further-

more, by part (2) of the proof, the function fjk.�/ is uniformly bounded for � 2 R.

Thus, by the Poisson representation of a subharmonic function on C
C, we have

fjk.z/ 6
1

�

Z

R

fjk.�/
y

.x � �/2 C y2
d� 6 C�;s : (2.19)

This proves the bound for all z 2 C
C. Using the Poisson representation for C

� estab-

lishes the result for z 2 C.

(4) We now turn to the a priori estimate (2.2). Let z D E C i", for " > 0. Using

the Schur complement formula in Lemma A.4 with P D Pj , the rank one projection

onto ej , we obtain

E¹Imhej ; .H N
! � E � i"/�1ej iº D E¹Im.!j � E � i" C a.z//�1º; (2.20)

where a.z/ is independent of !j . Writing zE D E C Re a and Q" D " C Im a. we obtain

from (2.20),

E¹Im.!j � E � i" C a/�1º D E

° Q"
.!j � Qa/2 C Q"2

±
: (2.21)

The result now follows by integration of (2.21) with respect to !j . This bound is

uniform in E and independent of " > 0. Replacing the imaginary part by the absolute

value in the left side of (2.20), we obtain the corresponding bound for " < 0.

2.2. Wegner and Minami estimates

Localization and LES require two eigenvalue estimates: a Wegner estimate and a

Minami estimate. These are easily obtained by averaging over the diagonal terms

only. Since the random variables vij are scaled with the bandwidth like L� 1
2 , the

upper bound in the Wegner estimate scales as L
1
2 . As mentioned above, the more

refined calculation of [22] results in an upper bound independent of the bandwidth for

Gaussian random variables. This is anticipated to be an important improvement for

the cases for which the bandwidth grows with N .

We now return to the fixed-width RBM H N
L as in (1.1). We begin with the Schur

complement formula in Section A.2 with P D Pj , the rank-one projection onto the

subspace of C
2N C1 generated by ej , for j 2 ¹�N; : : : ;N º, and we write Q WD 1 � Pj

for the orthogonal projection. We refer to the proof of Lemma 2.1, near (2.9), for a

similar calculation and the definition of �j . Using this formula, we obtain the spectral
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averaging bound

Imhej ; .H N
L � E � i"/�1ej i 6

Z
�.vjj / Im.vjj � E � i" C �j .E C i"//�1 dvjj

6 L
1
2 �k�k1; (2.22)

uniformly in E and in " > 0. This estimate and the method of Combes, Germinet,

and Klein [12] leads to the following bounds. For a self-adjoint operator A, we write

PI .A/ for the spectral projection associated with A and the interval I � R.

Proposition 2.2 (Wegner and Minami estimates). For any .2N C 1/ � .2N C 1/ real

symmetric matrix H N
L with band width 2L C 1 and with diagonal elements ¹vjj º iid

with density �, we have

P¹Tr PI .H N
L / > 1º 6 E¹Tr PI .H N

L /º 6 �k�k1L
1
2 .2N C 1/jI j: (2.23)

and

P¹Tr PI .H N
L / > 2º 6 E¹Tr PI .H N

L /.Tr PI .H N
L / � 1/º

6 .�k�k1L
1
2 .2N C 1/jI j/2: (2.24)

Although not needed in the present work, we mention the following eigenvalue

correlation estimate that is a version of Peled, Schenker, Shamis, and Sodin [22, The-

orem 3] for the case of RBM H N
L , generalizing the Minami estimate, mentioned

above.

Theorem 2.1 ([22, Theorem 3]). Let H N
L be a symmetric random band matrix with

diagonal random variables iid with an absolutely continuous probability measure

with density �. Then,

E

°m�1Y

`D0

.tr PI .H N
L / � `/

±
6 .CL1=2.2N C 1/jI j/m; (2.25)

where the constant C depends on �. In the case when � is Gaussian and the diagonal

terms vjj are random variables with variance one, there is no factor of L
1
2 in (2.25),

that is, the upper bound is independent of the bandwidth.

The Wegner estimate corresponds to m D 1 and the Minami estimate to m D 2

in (2.25).

2.3. Localization bounds

Schenker proves localization estimates on the s-moment of the matrix elements of

the resolvent at real energies in any interval Œ�r; r� � R with constants depending on

r > 0.
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Theorem 2.2 ([23]). Given r >0 and s 2 .0;1/, there are constants �r;s >0, Cr;s <1,

and ˛r;s > 0 such that

E¹jhej ; .H N
L � E/�1ekijsº 6 Cr;sLs=2e�˛r;sL��r;s jj �kj (2.26)

for all E 2 Œ�r; r�, and all i; j D �N; : : : ; N .

We need this type of estimate for all z 2 C
C. We will prove it by matching the

Schenker estimate (2.26) with the following high-energy estimate.

Theorem 2.3 (localization at extreme energies). For any s 2 .0; 1/ and for some fixed

value R > 0, there exist constants CR;s > 0 and ˛R;s > 0 such that for each z 2 C

with jzj > R,

E¹jhej ; .H N
L � z/�1ekijsº 6 CR;se�˛R;s jj �kj: (2.27)

The proof follows the iteration procedure of Aizenman and Molchanov [1] and

is carried out in Appendix B. Combining Theorem 2.2 and Theorem 2.3, we prove

exponential decay of the s-moment of the matrix elements of the resolvent along the

real axis and, by a subharmonicity argument, in C.

Theorem 2.4 (localization at all energies). For any s 2 .0; 1/, and for all z 2 C, there

exist finite constants CL;s > 0 and ˛L;s > 0, depending on L and s (but uniform in

z 2 C), such that

E¹jhej ; .H N
L � z/�1ekijsº 6 CL;se�˛L;s jj �kj: (2.28)

Proof. We first obtain uniform bounds on R. For any s 2 .0; 1/, there exists R > 0

as in Theorem 2.3 so that the fractional moment bound (2.28) holds for jEj > R. We

then choose r > R > 0 (depending on s 2 .0; 1/) as in Theorem 2.2. We set CL;s WD
max¹CR;s ; Cr;sº and ˛L;s WD min¹˛R;s; ˛r;sº > 0. It follows from Theorem 2.2 and

Theorem 2.3, that for these constants, uniformly in E 2 R, we have

E¹jhej ; .H N
L � E/�1ekijsº 6 CL;se�˛L;s jj �kj: (2.29)

We now extend (2.29) to C
C using subharmonicity. We mention that similar argu-

ments are given in [3] and in [21]. We note that the function

fjk.z/ WD E¹jhej ; .H N
L � z/�1ekijsº > 0; (2.30)

is subharmonic in the upper half-plane with boundary values that exist everywhere

on R by the spectral averaging estimate (2.1). Thus, setting z D x C iy with y > 0

and using the Poisson kernel representation for harmonic functions in the upper half-

plane, we have

fjk.z/ 6
1

�

Z

R

fjk.E/
y

.x � E/2 C y2
:E: (2.31)
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Using the localization bound which is now uniform in E 2 R, we obtain from equa-

tions (2.29)–(2.31)

fjk.z/ 6
1

�
CL;se�˛L;s jj �kj

Z

R

y

.x � E/2 C y2
D CL;se

�˛L;s jj �kj: (2.32)

The estimate also holds for y < 0 using the Poisson kernel for the lower half-plane.

3. Density of states

In this section, we define and review some properties of the local integrated density of

states (`IDS), and the corresponding local DOS measure (`DOSm), and their N ! 1
counterparts. As in from Section 1.1, we let ¹EN

L .j /ºN
j D�N denote the set of eigen-

values of the random matrix H N
L . The local integrated density of states (`IDS) is the

expectation of the normalized eigenvalue counting function:

N N
L .E/ DW 1

2N C 1
E¹#¹j j EN

L .j / 6 Eºº: (3.1)

This is the distribution function of a point measure on R called the local DOS measure

(`DOSm) denoted by �N
L :

N N
L .E/ WD

EZ

�1

d�N
L .s/:

The integrated density of states (IDS) is the limit of the `IDS as N ! 1:

N 1
L .E/ DW lim

N !1

1

2N C 1
:E¹#¹j j EN

L .j / 6 Eºº: (3.2)

and is the distribution function of the density of states measure (DOSm) �L. When it

exists, the derivative of the `IDS is the local density of states function (`DOSf):

nN
L .E/ DW d

dE
N N

L .E/: (3.3)

Similarly, the derivative of the IDS is the density of states function (DOSf):

n1
L .E/ DW d

dE
N 1

L .E/: (3.4)

Under Assumption 1 on the random variables, the DOSm and IDS exist. In Sec-

tion 6 we will prove that for k > 2 in Assumption 1, the DOSf exists and is C k .
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3.1. Smoothness of the local IDS

In this section, we prove that because of the expectation in (3.1) the `IDS is as smooth

as the probability density �. We present this short proof, using some ideas from [16],

as the technique will be in the proof of Theorem 6.2.

Proposition 3.1. Let H N
L be an iid random band matrix with probability density

function � satisfying Assumption 1 with support in I�. For example, we make take �

to be Gaussian. Then the local integrated density of states N N
L .E/, defined in (3.1),

is in C k.R/.

Proof. As in Section 2.2, we let P.�1;E�.H
N
L / be the spectral projection for H N

L and

the interval .�1; E�: By a simple change of the spectral parameter, we may write the

`IDS as

N N
L .E/ D 1

2N C 1
E¹tr P.�1;E�.H

N
L /º

D 1

2N C 1
E¹tr P.�1;0�.H

N
L � EIN /º; (3.5)

where IN is the identity matrix. We define new diagonal random variables by Qvi i WD
vi i � E, for i D �N; : : : ; N . These new random variables have a density �. Qvi i C �/.

In terms of these new random variables, the mth derivative, for 1 6 m 6 k, of the

`IDS may be written as

�dmN N
L

dEm

�
.E/ D 1

2N C 1

dm

dEm

� NY

iD�N

Z

I��E

d Qvi i �. Qvi i C E/

�

�
Y

i<j W
ji�j j6L

Z

IM

dvij �.vij / tr P.�1;0�.H
N
L /: (3.6)

The integral over the diagonal random variables Qvi i is the convolution of a Schwartz

function with the trace averaged over the off-diagonal random variables vij , i ¤ j .

As this is an L1 function of ¹ Qvi i ; : D �N; : : : ; N º, we can bring the derivative onto

the product of the probability densities of the diagonal random variables �. Qvi i C E/.

The boundary terms vanish as � 2 C k
1.R/.

Unfortunately, the above proof of existence does not give us uniform estimates on

the derivatives in either the dimension N or band width L. We do have the following

corollary of the Wegner Estimate (Theorem 2 with m D 1).
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Corollary 3.1. Let H N
L be as in Proposition 3.1. Then the local density of states func-

tion nN
L .E/ 2 C k�1.R/ if � 2 C k.R/. Furthermore, the `DOS is uniformly bounded

in N .

Proof. Smoothness in E follows from Proposition 3.1. As for the uniform bound

in‘N , we note that for any energy E and integer N ,

nN
L .E/ D lim

h!0

1

h
ŒN N

L .E C h/ � N N
L .E/�

D
� 1

2N C 1

�
lim
h!0

1

h
E¹PŒE;ECh�.H

N
L /º

6 2�k�k1L
1
2 ; (3.7)

where the Wegner estimate, Proposition 2.2, was used to obtain the last inequality.

If the random variables are Gaussian, it was proved in [22] that the factor of L1=2

in (3.7) may be replaced by one, see Theorem 2.1.

We will use the following representation for the density of states function:

Proposition 3.2. For all E 2 R, the `DOS function has the representation

nN
L .E/ D 1

2N C 1

1

�

NX

j D�N

lim
"!0

E¹Imhej ; .H N
L � E � i"/�1ej iº: (3.8)

Proof. From Stone’s formula for spectral projectors, the `IDS may be expressed as

N N
L .E C h/ � N N

L .E/

D 1

�

1

2N C 1

NX

j D�N

lim
"!0

EChZ

E

E¹Imhej ; .H N
L � � � i"/�1ej iº d�:

By the dominated convergence theorem, we can bring the " limit inside of the � integ-

ral so that

nN
L .E/ D lim

h!0

1

h
ŒN N

L .E C h/ � N N
L .E/�

D lim
h!0

1

�

1

2N C 1

X

j

1

h

EChZ

E

lim
"!0

E¹Imhej ; .H N
L � � � i"/�1ej iº:�: (3.9)

The representation then follows by the Lebesgue differentiation theorem that can be

applied because of the regularity of the `DOSf stated in Proposition 3.1.
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3.2. Infinite-volume density of states

Since the band width L is fixed as N increases, the matrices H N
L have a natural

limiting operator H 1
L on `2.Z/, which is defined by its matrix elements in the same

way as H N
L . This real symmetric operator H 1

L has matrix elements given by

hei ; H 1
L ej i D 1p

2L C 1

´
vij if ji � j j 6 L;

0 if ji � j j > L;
(3.10)

with hei ; H 1
L ej i D hej ; H 1

L ei i, for �1 6 i; j 6 1: In this case, the local matrix

H N
L D �Œ�N;N �H

1
L �Œ�N;N � is the restriction of H 1

L to a box with simple boundary

conditions.

The infinite volume density of states function n1
L .E/ is defined as follows.

Since the infinite-volume operator H 1
L is ergodic under translation in Z, the Birk-

hoff ergodic theorem gives

lim
N !1

1

2N C 1

NX

j D�N

E¹Imhej ; .H 1
L � z/�1ej iº D E¹Imhe0; .H 1

L � z/�1e0iº: (3.11)

So, for almost every energy E, we define the DOSf as

n1
L .E/ WD lim

"!0

1

�
E¹Imhe0; .H 1

L � E � i"/�1e0iº: (3.12)

In Section 6.1, we will prove the uniform convergence of the `DOSf to the DOSf

defined in (3.12).

Remark 3.1. The structure of the IDS N 1
L .E/ was studied by Bogachev, Molchanov,

and Pastur [5] for d D 1 RBM. These authors characterized the IDS for different

growth rates of the bandwidth bN : 1) bN ! 1 as N ! 1, and 2) bN D b0 > 1,

a constant. They proved the following theorem that applies to fixed bandwidth RBM

[5, Section 6].

Theorem 3.2 ([5, Theorem 5]). For a real symmetric fixed bandwidth RBM H N
L

under Assumption 1 and the additional condition that the density � be even, with

E¹vij º D 0, the moments of the `DOSm �N
L , defined by

�
.p/
N;L WD

Z
Epd�N

L .E/; (3.13)

converge as N ! 1 to the moments of a measure �L. The odd moments vanish and

the even moments satisfy

�
2p
L WD

Z
E2p d�L.E/ D �

2p
SCL C O.L�1/:
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where �SCL is the measure associated with the semicircle law (SCL):

d�SCL.E/ D 1

2�
.4 � E2/

1
2

C dE:

Consequently, the DOSm �L converges to �SCL as L ! 1 in the sense of moment

convergence as L ! 1. Furthermore, if the support of the random variables is non-

compact, then the support of �L is unbounded.

The theorem states that the DOSm �L converges to �SCL as L ! 1 in the sense of

moment convergence so the tails of the support of the measure �L vanish in this limit.

For a Gaussian probability density �, this theorem indicates that the support of the

DOSm �L is the real line and resembles the profile of the semicircle law near Œ�2; 2�

with long tails outside of this set that vanish as L ! 1.

4. A fractional moment bound for fixed-width random band matrices

As above, we let H N
L denote a .2N C 1/ � .2N C 1/ real symmetric matrix (an

extension to hermitian matrices follows the same arguments) as described in (1.1).

We label the rows and columns .i; j /, with �N 6 i; j 6 N , and the upper left entry

has indices .�N; �N /. By the band width of H N
L , we mean that there are .2L C 1/

non-trivial entries in any row or column of H N
L . We always consider 0 6 L � N . For

example, in the i -th-row, the column index j for nontrivial entries lies in the range

max¹�N; i � Lº 6 j 6 min¹i C L; N º; (4.1)

and similarly for columns, and ŒH N
L �ij D 0 if ji � j j > L. As in Section 2, for many

arguments, it is sufficient to assume that only the diagonal matrix elements ŒH N
L �i i D

vi i are random variables as in Assumption 1. The off-diagonal entries of H N
L need

not be random so that fixed-width real symmetric matrices with diagonal randomness

are included in the class of matrices for which our results hold. These models include

the Anderson model on the d -dimensional lattice and its higher-rank generalizations

(see [16]).

For N > M � L > 0, we need to compare .2N C 1/ � .2N C 1/ and .2M C 1/ �
.2M C 1/ real symmetric matrices. We write C

2N C1 for the .2N C 1/-dimensional

vector space with standard orthonormal basis ej for �N 6 j 6 N . For N > M , we

naturally embed C
2M C1 into C

2N C1 using this basis ej for �M 6 j 6 M . Similarly,

we embed .2M C 1/ � .2M C 1/ matrices into .2N C 1/ � .2N C 1/ matrices using

this labeling of the basis vectors. In this way, the zeroth row and zeroth column are

preserved for N > M � L > 0. Finally, we denote by A�1 the inverse of the matrix

A on its range and, if considered embedded in a large space, all other matrix elements

are set equal to zero.
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In the following theorem, the probability density � may have noncompact support,

removing the restriction in [16]. The following theorem generalizes and simplifies

[16, Theorem 2.2].

Theorem 4.1. Suppose that the probability density � satisfies Assumption 1. For any

0 < s < 1, integers N > M � L > 0, " > 0, and E 2 R, there exists a finite constant

Cs;� > 0, so that for �M C L 6 j 6 M � L,

jE¹hej ; .H N
L � E � i"/�1ej i � hej ; .H M

L � E � i"/�1ej iºj
6 Cs;�E¹jh‰j ; Œ. zH N

L .j / � E � i"/�1 � . zH M
L .j / � E � i"/�1�‰j ijsº; (4.2)

where zH N
L .j / and zH M

L .j / are .2N C 1/ � .2N C 1/, respectively, .2M C 1/ �
.2M C 1/ matrices, constructed from H N

L and H M
L , respectively, by setting all the

entries in the j -th-row and j -th-column equal to zero. The random vector ‰j 2
R2N C1 has non-zero entries occurring only for indices between j � L and j C L

and with the j -th-entry equal to zero.

Proof. (1) First we use the Schur complement formula presented in Lemma A.4

with P D jej ihej j, the rank-one projection onto the vector ej , in order to obtain an

expression for P.H N
L � z/�1P , where z D E C i", in which the random variable vjj

is explicit. We have

P.H N
L � z/�1P D ŒP.H N

L � z/P � PH N
L Q.Q.H N

L � z/Q/�1QH N
L P ��1: (4.3)

To analyze this formula, we note that

P.H N
L /P D ŒH N

L �jj P DW vjj .N /P; (4.4)

and that the matrix QH N
L P is the matrix whose j -th column is the j -th column

of H N
L with the jj -th-entry set equal to zero. That is, the only nonzero entries of

QH N
L P are in the j -th column with indices i satisfying j � L 6 i 6 j C L and

i ¤ j . In particular, this matrix QH N
L P is independent of vjj .N /. This matrix has

the form

QH N
L P D

X

iDj �L;:::;j CL
i¤j

ŒH N
L �ij ei ˝ ej ; (4.5)

where ˝ is the outer product of vectors. We can interpret this matrix as a column

vector which we denote by

z‰j .N / WD QH N
L Pej ;

that is also independent of vjj .N /. The operator QH N
L Q occurring in the Schur com-

plement formula (4.3) will be denoted by zH N
L .j /. This .2N C 1/ � .2N C 1/ matrix
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is obtained from H N
L by setting the entries in the j -th-row and the j -th-column equal

to zero. Since P D Pj is the rank-one projection onto ej , we may write (4.3) as

hej ; .H N
L � E � i"/�1ej i D Œvjj � E � i" � ‰T

j . zH N
L .j / � E � i"/�1‰j ��1: (4.6)

where ‰T
j is the transpose of the column vector ‰j .

(2) We now consider integers 0 6 L � M < N , and the two matrices H N
L

and H M
L coming from the same sample of random variables. We then have

vjj .M/ D vjj .N / WD vjj . Furthermore, we can identify z‰j .M/ 2 C
M with a vec-

tor z‰j .N / 2 C
N by setting the extra entries equal to zero. With this identification,

we have z‰j .M/ D z‰j .N /. We denote this .2N C 1/ � 1 column vector by ‰j and

note that it has 2L nonzero entries with indices between j � L and j C L. Further-

more, since the width of the matrices is a constant, the matrix zH N
L .j / differs from

zH M
L .j / (recall N > M ) only in the entries .i; j / for which ji j > M or jj j > M (see

equations (5.3)–(5.4)). We write zRN;L;j .z/ for the resolvent . zH N
L .j / � z/�1. Letting

z D E C i" and recalling jj j 6 M � L, we derive a representation for the difference

E¹hej ; RN;L.z/ej i � hej ; RM;L.z/ej iº: (4.7)

The denominator on the right side of (4.6) has a negative imaginary part for " > 0:

�".1 C ‰T
j Œ. zH N

L .j / � E/2 C "2��1‰j / < 0: (4.8)

Consequently, we may apply Lemma A.1 to the right side of (4.6) to obtain the integral

representation:

Œvjj � z � ‰T
j

zRN;L.z/‰j ��1 D
1Z

0

e�i�.vjj �z�‰T
j

zRN;L;j .z/‰j /:�: (4.9)

Substituting this representation into (4.7) and taking the expectation, we find the fol-

lowing representation of (4.7):

E

² 1Z

0

e�i�.vjj �E�i"/.ei�.‰T
j

zRN;L;j .z/‰j / � ei�.‰T
j

zRM;L;j .z/‰j //

³
d�: (4.10)

The second factor containing the difference of the two exponentials of the matrix

elements of the resolvents is independent of vjj . Since the probability measure is a

product measure, we use Fubini’s Theorem to bring the expectation with respect to

vjj inside the � integral, to get

Ev?
jj

² 1Z

0

C.�/e�i�.E�i"/.ei�.‰T
j

zRN;L;j .z/‰j / � ei�.‰T
j

zRM;L;j .z/‰j // d�

³
; (4.11)
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where

C.�/ D Evjj
¹e�i�vjj º D

Z

R

e�i�vjj �.vjj /:vjj D
p

2� O�.�/; (4.12)

is the characteristic function of �. Under Assumption 1, the Fourier transform O� has

the bound

j O�.�/j 6
C

1 C j�j2 ; (4.13)

for some finite constant C > 0.

(3) Due to the decay of the characteristic function of � in (4.13), the expectation

of the difference of the matrix elements in (4.7) may be bounded as

jE¹hej ; RN;L.z/ej i � hej ; RM;L.z/ej iºj

6 Ev?
jj

² 1Z

0

C

1 C j�j2 j.ei�.‰T
j

zRN;L;j .z/‰j / � e
i�.‰T

j
zRM;L;j .z/‰j /

/j d�

³
: (4.14)

Now, applying Lemma A.3 to the integrand in (4.14), we have an upper bound of

21�sC

� 1Z

0

�s

1 C j�j2 d�

�
Ev?

jj
¹j‰T

j
zRN;L.z/‰j � ‰T

j
zRM;L.z/‰j jsº: (4.15)

Since the �-integral is convergent and the expectation is independent of vjj , we obtain

the desired bound

Cs;�E¹j‰T
j

zRN;L.z/‰j � ‰T
j

zRM;L.z/‰j jsº; (4.16)

for a finite constant Cs > 0 depending on s and the constant in (4.13).

Remark 4.2. Theorem 4.1 is a simplification of [16, Theorem 2.2] developed for

random Schrödinger operators with single-site probability measures having compact

support. The theorem of [16] applies to fixed bandwidth random band matrices for

which the probability density � has compact support. In this setting, the theorem can

be stated as follows:

Theorem 4.3 ([16, Theorem 2.2]). Let H N
L be a symmetric random band matrix

with a fixed bandwidth, and the common probability density compactly supported and

smooth with support in .0; R/ for some R. Then for any z 2 C
C,

jE¹he0; ..H N
L � z/�1 � .H M

L � z/�1/e0iºj

6 C E!?
0

²Z
d!0�Œ�1� 5R

2
;� R

2
�.!0/jhe0; ..H N

L � z/�1 � .H M
L � z/�1/e0ijs

³
:

One of the main advances of Theorem 4.1 is the removal of the compact support

condition on the probability measure.
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5. A localization bound for fixed-width random band matrices

In this section, we prove that the expectation in (4.16) decays exponentially with

respect to M (for N > M/ provided the matrix elements of the resolvents of reduced

random matrices zH N
L .j / and zH M

L .j / satisfy an exponential fractional moment bound.

These bounds on the resolvents of the reduced random matrices are proved in Pro-

position 5.1 provided the original random matrices H N
L and H M

L satisfy a frac-

tional moment bound. For fixed-width random band matrices, these fractional moment

bounds follow from the extension of Schenker’s result, Theorem 2.2, presented in

Theorem 2.4.

5.1. A localization bound for the difference of fixed-width RBM

In this section, we prove an exponentially-decaying upper bound on the right side

of (4.2), assuming a localization bound on reduced RBM proved in Section (5.2). As

in Section 4, we write zRN;L;j .z/ D . zH N
L .j / � z/�1, where zH N

L .j / is obtained from

H L
N by setting the j -th -row and j -th -column equal to zero.

Theorem 5.1. Suppose N > M � L > 0. As in the proof of Theorem 4.1, we let

P D jej ihej j and Q D 1 � P acting on C2N C1 with the understanding that C2M C1

is embedded in C
2N C1 as described in Section 4. By the same embedding, the vec-

tor ‰j D QH M
L Pej can be identified with QH N

L Pej . We also write zH N
L .j / D

QH N
L .j /Q and zH M

L .j / D QH M
L .j /Q as in Theorem 4.1. Finally, suppose 0 < s <

1=9. Then, for any " > 0, there exist finite constants CL;s;� > 0 and L;s > 0, depend-

ing on s, the band width L, and the single-site density �, such that for jj j 6 M � L,

E¹jh‰j ; zRN;L;j .z/‰j i � h‰j ; zRM;L;j .z/‰j ijsº 6 CL;s;�e�L;s;�.M �jj j/: (5.1)

Proof. Applying the second resolvent identity to the left side of (5.1), we must estim-

ate

E¹jh‰j ; zRN;L;j .z/. zH N
L .j / � zH M

L .j // zRM;L;j .z/‰j ijsº: (5.2)

We recall that Œ zH M
L .j /�km D Œ zH N

L .j /�km D vkm, for �M 6 k;m 6 M , jk � mj 6 L,

so that Œ zH N
L .j / � zH M

L .j /�km D 0, for all �M 6 k; m 6 M . All matrix elements

Œ zH M
L .j / � zH N

L .j /�km are zero except for a subset of indices .k; m/ in either of

the following two cap regions: For indices near .�N; �N /, the cap region C
�
N;M

is described by

C
�
N;M WD ¹.k; m/ j �N 6 k 6 �M � 1and k 6 m 6 k C Lº

[ ¹.k; m/ j m 6 k 6 m C L and � N 6 m 6 �M � 1º; (5.3)
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and, for near indices .N; N /, the cap region C
C
N;M is

C
C
N;M WD ¹.k; m/ j M C 1 6 k 6 N and k � L 6 m 6 kº

[ ¹.k; m/ j m � L 6 k 6 mand M C 1 6 m 6 N º: (5.4)

We also recall that the vector ‰j is defined by

‰j D
X

iDj �L;:::;j CL
i¤j

ŒH N
L �ij ei : (5.5)

Let �j WD ¹.u;v;k;`/º denote the set of indices ¹.u;v;k;`/º satisfying the conditions:

• .k; `/ 2 C�
N;M [ C

C
N;M

• �L C j 6 u; v 6 L C j , u; v ¤ j .

Then, substituting this into (5.2), we obtain

h‰j ; zRN;L;j .z/. zH M
L .j / � zH N

L .j // zRM;L;j .z/‰j i
D

X

.u;v;k;`/2�j

vuj vjvvk`hev; zRN;L;j .z/ekihe`; zRM;L;j .z/eui: (5.6)

In order to take the s-th-power of (5.6), we use the basic inequality

ˇ̌
ˇ

NX

iD1

ai

ˇ̌
ˇ
s

6

NX

iD1

jai js; (5.7)

for 0 < s < 1. Then, the expectation of the s-th-power of the left side of (5.6) satisfies

the inequality

E¹jh‰j ; zRN;L;j .z/. zH M
L .j / � zH N

L .j // zRM;L;j .z/‰j ijsº
6

X

.u;v;k;`/2�j

E¹jvuj vjvvk`hev; zRN;L;j .z/ekihe`; zRM;L;j .z/euijsº: (5.8)

Using a generalized Holder inequality, we bound each term in the sum by

.E¹jvuj vjvvk`j3sº/1=3
E¹jhev; zRN;L;j .z/ekij3sº1=3

E¹jhe`; zRM;L;j .z/euij3sº1=3:

(5.9)

The first term is bounded by a constant under the conditions on the moments of

the random variables in Assumption 1. Exponential bounds on the second and third

expectations involving the resolvents of zH N
L .j / and zH M

L .j / are given in Propos-

ition 5.1, proved Section 5.2. In Proposition 5.1, the parameter s must be resrticted

to 0 < s < 1
3

, see (5.16). Consequently, expression (5.9) limits s to the range 0 < s < 1
9

.
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Although j�j j D O.max..N � M/L;L2//, we note that only O.L2/ terms contribute

to the sum on the right in (5.8) because, in addition to the constraint of being in �j ,

the index ` must satisfy jj`j � M j 6 L, and the index k must satisfy jk � `j 6 L.

Consequently, we must have jjkj � M j 6 2L. Hence, there are only O.L2/ nonzero

terms in the sum on the right in (5.8). As a result, we obtain the bound

E¹jh‰j ; zRN;L;j .z/‰j i � h‰j ; zRM;L;j .z/‰j ijsº 6 CL;s;�e�L;s .M �jj j/; (5.10)

proving (5.1).

5.2. A localization bound for reduced RBM

We prove that the resolvents of the reduced random band matrices zH N
L .j / have frac-

tional moments that decay exponentially if the original random band matrices exhibit

the same behavior. This will follow from Theorem 2.4 which is valid for fixed band-

width random matrices. Recall that zH N
L .j / is not an random band matrix itself since

the elements of the j -th-row and j -th-column are equal to zero.

Proposition 5.1. For j 2 ¹�N; : : : ; N º, let zH N
L .j / be the matrix obtained from H N

L

by setting the j-th-row and the j-th-column equal to 0. Suppose the indices .i; k/

satisfy ji � j j 6 L and jjkj � N j 6 L and that i ¤ j . Then, there exist finite, positive,

constants CL;s;� and L;s such that for 0 < s < 1
3

,

E¹jhei ; zRN;L;j .E C i"/ekijsº 6 CL;s;�e�L;s.N �jj j/ (5.11)

Proof. (1) We compare the resolvent zRN;L;j .z/ for zH N
L .j / with the resolvent

RN;L.z/ for the original band matrix H N
L , with z D E C i". The second resolvent

formula yields

E¹jhei ; zRN;L:j .z/ekijsº
6 E¹jhei ; RN;L.z/ekijsº C E¹jhei ; Œ zRN;L;j .z/ � RN;L.z/�ekijsº: (5.12)

The first term on the right in (5.12) decays exponentially like ji � kj by Theorem 2.4.

(2) The second term on the right in (5.12) may be written as

E¹jhei ; Œ zRN;L;j .z/.H N
L � zH N

L .j //RN;L.z/�ekijsº: (5.13)

The difference .H N
L � zH N

L .j // is the matrix consisting only of the j -th-row and

j -th-column of H N
L , for j 2 ¹�N; : : : ; N º. We define an index set Tj by

Tj WD
²

.m; n/

ˇ̌
ˇ̌ m D j and max.�N; j � L/ 6 n 6 min.N; j C L/ or

n D j and max.�N; j � L/ 6 m 6 min.N; j C L/

³
: (5.14)



B. Brodie and P. D. Hislop 440

Then, the matrix elements of difference .H N
L � zH N

L .j // are

ŒH N
L � zH N

L .j /�mn D
´

vmn if .m; n/ 2 Tj ;

0 otherwise.

Using this and the basic inequality (5.7), we obtain an upper bound for (5.13):

X

.m;n/2Tj

E¹jhei ; zRN;L;j .z/emijs jvmnjsjhen; RN;L.z/ekijsº: (5.15)

With another use of the generalized Holder inequality, we have the bound

X

.m;n/2Tj

.E¹jhei ; zRN;L;j .z/emij3sº/1=3.Ejvmnj3s/1=3.E¹jhen; RN;L.z/ekij3sº/1=3:

(5.16)

We restrict s so that 0 < s < 1
3

. We bound the first term in the product by a constant

using the a priori bound from Proposition 2.1 when m is not equal to j . For these

cases, we note that the proof of Proposition 2.1 requires averaging with respect to the

diagonal elements only. When m D j , we note that the vector ej is in the kernel of
zH N

L .j / so that zRN;L;j .z/ej D �z�1ej , valid as Im z ¤ 0. Substituting this equation

into the first matrix element of (5.16), and using the fact that i ¤ j , we find that the

term is zero due to orthogonality. The second term in the product is bounded by the

first moment of the random variables and hence is bounded by Assumption 1. The

third term decays exponentially by Theorem 2.4.

(3) As a consequence, we obtain the bound

E¹jhei ; zRN;L;j .z/ekijsº 6 E¹jhei ; RN;L.z/ekijsº
C

X

.m;n/2Tj

CL;s;�E¹jhen; RN;L.z/ekij3sº1=3

6 zCL;s;�e�˛L;s ji�kj C
X

.m;n/2Tj

CL;s;�e�˛L;s jn�kj

6 CL;s;�

� X

.m;n/2Tj

e�˛L;s min.jn�kj;ji�kj/
�
: (5.17)

Recalling the definition of Tj in (5.14), we have,

jn � j j 6 L; jjkj � N j 6 L; (5.18)

and so, as jj j 6 N , we obtain

0 < N � jj j 6 jN � jkjj C jjkj � nj C jn � jj jj
6 3L C jn � kj: (5.19)
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A similar bound holds for ji � kj as ji � j j 6 L. Since jTj j D O.L/, there exist finite

constants L;s > 0 and CL;s;� > 0, so that

E¹jhei ; zRN;L:j .z/ekijsº 6 CL;s;�e�L;s.N �jj j/; (5.20)

completing the proof.

6. Convergence and smoothness of density of states function

In this section, we prove the uniform convergence of the local density of states func-

tions nN
L .E/ to n1

L .E/. We also prove that the integrated density of states N 1
L .E/

is differentiable as many times as the probability density �. Throughout this section,

we use the representations of the local density of states functions nN
L given in (3.8) of

Proposition 3.2:

nN
L .E/ D lim

"!0C

1

2N C 1

1

�

NX

j D�N

E¹Imhej ; .H N
L � E � i"/�1ej iº; (6.1)

We also recall that the infinite-volume DOSf, n1
L .E/, has the following representation

following from the Birkhoff ergodic theorem:

n1
L .E/ D lim

"!0C

1

�
E¹Imhe0; .H 1

L � E � i"/�1e0iº

D lim
"!0C

1

2N C 1

1

�

NX

j D�N

E¹Imhej ; .H 1
L � E � i"/�1ej iº: (6.2)

6.1. Uniform convergence of the local density of states function

The main result of this section is the following theorem that is essential for the iden-

tification of the intensity measure of the Poisson point process in Section 7.

Theorem 6.1. Let H N
L be a real, symmetric random band matrix with fixed band-

width 2L C 1 with entries satisfying Assumption 1. Then the local density of states

function nN
L converges uniformly on R to the density of states function n1

L .

Proof. (1) For z D E C i" 2 C
C, we estimate the difference

nN
L .E/ � n1

L .E/ D 1

2N C 1

1

�

NX

j D�N

lim
"!0C

E¹ImŒhej ; RN;L.z/ej i
� hej ; R1;L.z/ej i�º: (6.3)
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It follows from Theorems 4.1 and 5.1, that

E¹jhej ; .H N
L � z/�1ej i � hej ; .H 1

L � z/�1ej ijº 6 CL;s;�e�˛L;s.N �jj j/: (6.4)

In addition, by Proposition 2.1 (2), we have the uniform bound

jE¹Imhej ; .H N
L � z/�1ej i � Imhej ; .H 1

L � z/�1ej iºj 6 C: (6.5)

The constants in both (6.4) and (6.5) are independent of N and z.

(2) We take 0 < ˛ < 1 and divide the j sum in (6.3) into two terms: jj j 6 N � N ˛,

and N � N ˛ < jj j 6 N . For the first regime, it follows from (6.4) that

X

jj j6N �N ˛

E¹jhej ; RN;L.z/ej i � hej ; R1;L.z/ej ijº 6 C1.N � N ˛/e�˛L;sN ˛

(6.6)

To control the second regime, we use the uniform bounds (6.5) and obtain

X

N �N ˛<jj j6N

E¹jhej ; RN;L.z/ej i � hej ; R1;L.z/ej ijº 6 C2N ˛: (6.7)

Both constants C1 and C2 are uniform in z and N . Returning to (6.3), we have the

upper bound

1

2N C 1

1

�

NX

j D�N

E¹jhej ; RN;L.z/ej i � hej ; R1;L.z/ej ijº

6 C1

.N � N ˛/

2N C 1
e�˛L;sN ˛ C C2

N ˛

2N C 1
; (6.8)

that vanishes as N ! 1. Because of the uniformity of the convergence in (6.8), we

can interchange the " and N limits in the following and apply the uniform bound (6.7)

to obtain

lim
N !1

jnN
L .E/ � n1

L .E/j

D lim
"!0C

lim
N !1

1

2N C 1

1

�

ˇ̌
ˇ

NX

j D�N

E¹Imhej ; RN;L.z/ej i � Imhej ; R1;L.z/ej iº
ˇ̌
ˇ

D 0;

(6.9)

proving the result.
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6.2. Smoothness of the DOSf

The estimates of Section 2 and 5 allow us to prove that the integrated density of

states N 1
L .E/ is smooth in the case of Gaussian random variables for which the

probability density � is given by (1.2). In general, for a probability density � satisfying

Assumption 1 with � 2 C k.R/, we will prove that the IDS N 1
L 2 C k.R/. Inspiration

and some of the techniques for the following proofs come from [16]. As a first step,

we state the following lemma which appears in [16, Lemma A.1].

Lemma 6.1. Consider a positive function f 2 L1.R; dx/ and an interval J � R.

For z 2 CC, the Borel transform of f is defined by

F.z/ WD
Z

1

x � z
f .x/ dx; for z 2 C

C:

If, for some m 2 N,

sup
z2CC; Re.z/2J

ˇ̌
ˇ dm

dzm
Im.F.z//

ˇ̌
ˇ < 1; (6.10)

then, we have

ess sup
x2J

ˇ̌
ˇ dm

dxm
f .x/

ˇ̌
ˇ < 1: (6.11)

We will apply this lemma with f D n1
L , the infinite-volume density of states func-

tion. This smoothness will follow from bounds on the derivatives of Borel transform

of the density of states measure that will be uniform in C. We recall that from (6.2)

and the ergodicity of the infinite-volume operator H 1
L , we have the representation

n1
L .E/ D lim

"!0C

1

�
E¹Imhe0; .H 1

L � E � i"/�1e0iº: (6.12)

To simplify the presentation, we prove n1
L 2 C

1.R/ provided � satisfies Assump-

tion 1. Higher-order derivatives are treated as in [9] and [16], and we summarize this

in Corollary 6.1.

Theorem 6.2. Let H 1
L be a fixed-width random band matrix on `2.Z/ with entries

satisfying Assumption 1. Then the corresponding density of states function n1
L 2

C
1.R/.

Proof. (1) By Lemma 6.1, we must prove that

sup
z2CC

ˇ̌
ˇ d

dz
E¹Imhe0; .H 1

L � z/�1e0iº
ˇ̌
ˇ < 1: (6.13)

From Theorem 6.1, we have that

E¹he0; .H N
L � z/�1e0iº ! E¹he0; .H 1

L � z/�1e0iº (6.14)
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as N ! 1 uniformly for z 2 C
C. Furthermore, since the Green’s functions are ana-

lytic for z 2 CC, this implies that the derivatives also converge uniformly on compact

subsets of the upper half-plane. We can therefore write the infinite-volume Green’s

function at fixed z 2 C
C as the following telescoping series:

E¹Imhe0; R1;L.z/e0iº

D
1X

M DN

ŒE¹Imhe0; RM C1;L.z/e0i � E¹Imhe0; RM;L.z/e0iº�

C E¹Imhe0; RN;L.z/e0iº: (6.15)

From Proposition 3.1,

ess sup
z2CC

d

dz
E¹Imhe0; RN;L.z/e0iº (6.16)

is finite. Thus, it remains to bound

d

dz
E¹Im Œhe0; RM C1;L.z/e0i � he0; RM;L.z/e0i�º; (6.17)

and prove that it is summable.

(2) For z D E C i" 2 C
C, the Cauchy–Riemann equations show that the expres-

sion d
dz

he0; RM;L.z/e0i can be written in terms of derivative with respect to E of the

real and imaginary parts of the Green’s function. Thus, it suffices to obtain estimates

for
d

dE
E ¹he0; RM C1;L.E C i"/e0i � he0; RM;L.E C i"/e0iº : (6.18)

We denote by Eoff the expectation with respect to the off-diagonal elements of H M
L

and factor out the expectation with respect to the diagonal terms in (6.18). We write

the expectation in (6.18) as

E¹he0; RM C1;L.z/e0i � he0; RM;L.z/e0iº

D Eoff

² Z

I�

M C1Y

iD�M �1

dvi i �.vi i /Œhe0; RM C1;L.z/e0i � he0; RM;L.z/e0i�
³

; (6.19)

where � is the probability density function with support I� � R satisfying Assump-

tion 1. Proceeding as in the proof of Proposition 3.1, we make a change of the diagonal

variables by vi i ! vi i � E and obtain

d

dE
E¹he0; RM C1;L.z/e0i � he0; RM;L.z/e0iº

D
M C1X

iD�M �1

Z

I��E

�0.vi i C E/
Y

j ¤i

�.vjj C E/Eoff¹he0; RM C1;L.i"/e0i
� he0; RM C1;L.i"/e0iº: (6.20)



Local eigenvalues statistics for random band matrices 445

Undoing this change of variables, we arrive at

d

dE
E¹he0; RM C1;L.z/e0i � he0; RM;L.z/e0iº

D
M C1X

iD�M �1

Evi i
?

² Z

I�

�0.vi i/Œhe0; RM C1;L.z/e0i � he0; RM;L.z/e0i�
³

; (6.21)

where Evi i
? is the expectation of all random variables except for vi i . We now proceed

as in the proof of Theorem 4.1. In particular, in analogy to (4.7)–(4.10), we have
Z

I

�0.vi i/Œhe0; RM C1;L;j .z/e0i � he0; RM;L;j .z/e0i�

D
Z

I

dvi i �
0.vi i /

1Z

0

e�i�.v00�z/.ei�.‰T
0

zRM C1;L;0.z/‰0/

� ei�.‰T
0

zRM;L;0.z/‰0//:�: (6.22)

(3) We treat the cases i D 0 and i ¤ 0 separately. If i D 0, we obtain the Fourier

transform of �0 from the �-integral in (6.22). Returning to the expectation, we obtain

Ev00
?

² 1Z

0

b�0.�/ei�z.ei�.‰T
0

zRM C1;L;0.z/‰0/ � ei�.‰T
0

zRM;L;0.z/‰0//:�

³
: (6.23)

Applying Lemma A.3, we obtain the upper bound

Ev00
?

² 1Z

0

jb�0.�/j21�s�sj‰T
0

zRM C1;L;0.z/‰0 � ‰T
0

zRM;L;0.z/‰0js d�

³
: (6.24)

By Assumption 1, h�im O�.�/ 2 L1.R/, for 0 6 m 6 k C 1. Thus, for some finite

constant C� > 0, uniform on CC, the expression in (6.23) above is bounded by

C�Ev00
?¹j‰T

0
zRM C1;L;0.z/‰0 � ‰T

0
zRM;L;0.z/‰0jsº: (6.25)

We can now directly apply Theorem 5.1 (with N D M C 1) and obtain the bound
ˇ̌
ˇ̌Ev00

?

Z

I�

dv00�0.v00/¹he0; RM C1;L.z/e0i � he0; RM;L.z/e0iº
ˇ̌
ˇ̌

6 CL;s;�e�˛L;sM : (6.26)

(4) If i ¤ 0 in (6.22), we first integrate (6.22) over v00. Using Lemma A.3 and

the decay of O� in Assumption 1, we bound (6.22) by

E.v00;vi i /?

² Z

I�

dvi i j�0.vi i /jj‰T
0

zRM C1;L;0.z/‰0 � ‰T
0

zRM;L;0.z/‰0js
³

: (6.27)
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We now let

C 0
� D

Z

R

j�0.x/j:x > 0; (6.28)

which is finite by Assumption 1, and define a probability density

Q� D 1

C 0
�

j�0j: (6.29)

We let zE denote the expectation given by

zE¹Xº WD E.v00;vi i /?

² Z

I�

dvi i z�.vi i /¹Xº
³

; (6.30)

for a random variable X depending on all vij . Consequently, we can bound the expect-

ation in (6.27) by

C 0
�

zE¹j‰T
0

zRM C1;L;0.z/‰0 � ‰T
0

zRM;L;0.z/‰0jsº: (6.31)

The analysis in the proof of Theorem 5.1 does not require identically distributed diag-

onal random variables. Consequently, we obtain

E.v00;vi i /?

Z

I�

dvi i j�0.vi i/j¹j‰T
0

zRM C1;L;0.z/‰0 � ‰T
0

zRM;L;0.z/‰0jsº

6 CL;s;�e�˛L;sM ; (6.32)

for some finite positive constants uniform in C
C.

(5) Therefore, combining the bounds (6.26) and (6.32), we obtain the bound

ˇ̌
ˇ d

dE
E¹he0; zRM C1;L;0.z/e0iº � d

dE
E¹he0; zRM;L;0.z/e0iº

ˇ̌
ˇ

6

M C1X

iD�M �1

CL;s;�e�˛L;sM

6 CL;s;�.2M C 1/e�˛L;sM : (6.33)

From the telescoping series expansion (6.15) for E¹Imhe0; .H 1
L � z/�1e0iº, we obtain

the bound

ˇ̌
ˇ d

dz
E¹Imhe0; .H 1

L � z/�1e0iº � d

dz
E¹Imhe0; .H N

L � z/�1e0iº
ˇ̌
ˇ

6

1X

M DN

C.1 C 2M/e�˛L;sM < 1: (6.34)
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Since this bound holds uniformly for z 2 C
C, we have smoothness of the density of

states function by Lemma 6.1.

As in [16], we can extend the methods above to prove the existence of a k-th-order

derivative of the IDS when the probability density � satisfies Assumption 1 with

index k, and, in particular, when � is a Gaussian density as in (1.2). The details of

the proof of the following corollary are given in [9] and follow the ideas presented

here and in [16].

Corollary 6.1. Let H 1
L be a fixed-width random band matrix on `2.Z/ with ran-

dom entries distributed with a probability density satisfying Assumption 1. Then the

integrated density of states N 1
L 2 C

k.R/.

7. Local eigenvalue statistics for fixed-width RBM

We recall that ¹EN
L .j /ºN

j D�N is the set of the 2N C 1 eigenvalues of H N
L . To study

the local eigenvalue statistics (LES) for H N
L around E0 2 R, we define the re-scaled

eigenvalues
zEN

L .j / WD .2N C 1/.EN
L .j / � E0/: (7.1)

The local eigenvalue point process for H N
L centered at E0 is a random point measure

on R supported on the re-scaled eigenvalues:

�!
N;L.s/ ds WD

NX

j D�N

ı. zEN
L .j / � s/ ds: (7.2)

Theorem 7.1. Let H N
L be a random band matrix with fixed bandwidth L with mat-

rix elements satisfying Assumption 1 and let ¹EN
L .j /ºN

j D�N be the set of eigenval-

ues of H N
L . The re-scaled eigenvalue point process �!

N;L, defined in (7.2) converges

weakly to a Poisson point process with intensity measure given by n1
L .E0/ds, the

density of states function at E0 times Lebesgue measure. That is, for any bounded

interval A � R, the intensity of the limiting point process is

lim
N !1

E¹�!
N;L.A/º D n1

L .E0/jAj;

where n1
L .E/ D limN !1 nN

L .E/ is the uniform limit of the local density of states

functions at E.

Given the local eigenvalues bounds of Section 2 and the localization bounds of

Section 5, the proof of local eigenvalue statistics follows the same strategy as that

of Minami [19] for the Anderson tight-binding model. In the first step, we use the
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Wegner and Minami estimates, and the localization bounds to prove that the process

�!
N;L has the same weak limit points as a process �!

N;L constructed from an associated

array of independent point processes as in (7.3). The second step consists of prov-

ing that the limit point of the process �!
N;L is unique and is a Poisson point process

with the intensity measure n1
L .E0/ds. The uniqueness relies critically on the Minami

estimate. The identification of the intensity of the Poisson point process as n1
L .E0/ ds

requires control over the density of states as proven in Theorem 6.1. We will sketch

the proof of the first step as it is now rather standard. The second step, the study of

the intensity measure of the limiting process is, however, different for random band

matrices and relies on Theorem 6.1. This is presented in Proposition 7.1.

7.1. Reduction to the point process �!
N;L

We construct a point process �!
N;L from an array of independent point processes and

prove that it has the same limit points as �!
N;L. To begin, we divide the set of indices

Œ�N; N � into sub-intervals of length n where n � N ˛ for some 0 < ˛ < 1. We will

label the subset of indices Np for p D 1; : : : ; N 1�˛. When N is large enough so that

N � n � L, this produces N 1�˛ sub-matrices H
N;p
L with band width L, and indices

ranging over Np � Np . The sub-matrices are independent of each other, and thus the

eigenvalue statistics of each sub-matrix are independent of the statistics of any other

sub-matrix. We first want to show that in the limit as N ! 1, the eigenvalue point

process of H N
L is approximated exactly by the sum of the point processes for H

N;p
L .

Lemma 7.1. Let ¹EN;p
L .j /ºj 2Np

denote the eigenvalues of H
N;p
L and define the res-

caled eigenvalues by zEN;p
L .j / WD .2N C 1/.E

N;p
L .j / � E0/, for a fixed E0 2 R.

We define the local eigenvalue point process for H
N;p
L by

�
!Ip
N;L.s/:s D

X

j 2Np

ı. zEN;p
L .j / � s/:s;

and let �!
N;L be the sum of these independent point processes:

�!
N;L.s/ ds WD

bN �N ˛cX

pD1

�
!Ip
N;L.s/ ds: (7.3)

Then for any bounded interval A � R,

lim
N !1

jE¹�!
N;L.A/º � E¹�!

N;L.A/ºj D 0: (7.4)

Note that the scaling for the sub-matrix point processes is the same as the scaling

of the point process for the full matrix. The details of the proof of Lemma 7.1 for

fixed-width RBM is given in [9], following the ideas in [19].
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7.2. Analysis of the point process �!
N;L

We recall the criteria in [13, Chapter 11] for the limit point of an array of independent

point processes to be a Poisson point process with intensity measure �E0
. For each

bounded interval A 2 R,

1. the array is uniformly asymptotically negligible:

lim
N !1

sup
p

P¹�!Ip
N;L.A/ > 1º D 0I (7.5)

2. the limit point is unique:

lim
N !1

X

p

P¹�!Ip
N;L.A/ > 2º D 0I (7.6)

3. the intensity measure is identified via the convergence:

lim
N !1

X

p

P¹�!Ip
N;L.A/ > 1º D �E0

.A/: (7.7)

In addition, we identify the intensity measure as d�E0
.s/ D n1

L .E0/ ds.

It is straight-forward to show that the Wegner estimate (2.23) establishes (1). Sim-

ilarly, the Minami estimate (2.24) implies (2).

7.3. Identification of the intensity of the limiting process

Before moving to the proof of (3), we note the following consequence of the Minami

estimate (2.24) which appeared [19, (2.53)–(2.54)].

Lemma 7.2. Let XN be a sequence of random variables taking values in N. Further

suppose E¹XN .XN � 1/º ! 0 as N ! 1. Then

lim
N !1

jE¹XN º � P¹XN > 1ºj D 0: (7.8)

This result is used in the proof of the following proposition establishing the Pois-

son nature of the limiting point process of �!
N;L.

Proposition 7.1. With the above definitions, the point process �!
N;L converges weakly

to a Poisson point process with intensity measure n1
L .E0/dx, where n1

L .E0/ is the

uniform limit of the density of states functions evaluated at E0.

Proof. It remains to compute the limit in (7.7) and identify the limiting measure.

Suppose A � R is abounded interval. By Lemma 7.2, we can replace P¹�!Ip
N;L.A/ > 1º

with E¹�!Ip
N;L.A/º in the N ! 1 limit. Further, from Lemma 7.1 we can replace
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E¹�!
N;L.A/º with E¹�!

N;L.A/º in the N ! 1 limit. Then for 'z.u/ D 1
u�z

, with

Im z > 0,

E¹�!
N;L.'z/º D E

° NX

j D�N

ı.2N C1/.EN
L

.j /�E0/.'z/
±

D E¹tr 'z..2N C 1/
�
H N

L � E0//
¯

D
NX

j D�N

E¹Imhej ; Œ.2N C 1/.H N
L � E0/ � z��1ej iº: (7.9)

Letting z.N / WD z
2N C1

, we obtain from (7.9)

E¹�!
N;L.'z/º D

Z

R

Im
� 1

x � E0 � z.N /

�
d�N

L .x/; (7.10)

where �N
L is the density of states measure for H N

L . Using the fact that the `DOSm has

a density nN
L , after a change of variables, we obtain from (7.10)

E¹�!
N;L.'z/º D

Z
1

u2 C 1
nN

L .E0 C u Im z.N / C Re z.N //:u: (7.11)

We now compute limN !1 E ¹�!
N;L.'z/º. The `DOSf nN

L is pointwise uniformly

bounded in N by the density of states representation (3.8) and the spectral averaging

estimate Proposition 2.1. Thus, there exists a constant C such that

1

u2 C 1
nN

L .E0 C u Im z.N / C Re z.N // 6
C

u2 C 1
2 L1.R/: (7.12)

We can therefore apply the dominated convergence theorem to bring the limit inside

the integral in (7.11), so it remains to compute limN !1 nN
L .E0 C u Im z.N / C

Re z.N //. The uniform convergence of the density of states functions nN
L to n1

L ,

proven in Theorem 6.1, and the continuity of n1
L , following from Theorem 6.2, imply

that

lim
N !1

jnN
L .E0 C u Im z.N / C Re z.N // � n1

L .E0/j

6 lim
N !1

.jnN
L .E0 C u Im z.N / C Re z.N // � n1

L .E0 C u Im z.N / C Re z.N //j

C jn1
L .E0 C u Im z.N / C Re z.N // � n1

L .E/j/ D 0: (7.13)

Thus, evaluating the limit N ! 1 of (7.11), we have

lim
N !1

E
®
�!

N;L.'z/
¯

D
Z

1

u2 C 1
n1

L .E0/:u D �n1
L .E0/ D k'zk1n1

L .E0/; (7.14)
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since � D k'zk1. Since the convergence is uniform for z 2 C
C, the convergence

holds holds for characteristic functions of bounded intervals by a density argument.

This establishes condition (3) and identifies the intensity of the Poisson point process

as stated after condition (3).

A. Basic identities

We make use of the following standard results of functional analysis.

A.1. Resolvent and semi-group identities

Lemma A.1. Let A be a self-adjoint N � N -matrix, E 2 R, and " > 0. Then

.A � E � i"/�1 D i

1Z

0

e�i�.A�E�i"/:�:

Proof. The result follows from direct integration after diagonalization.

Lemma A.2. Let A and B be two N � N -matrices. For any t > 0, we have

ei tA � ei tB D i

tZ

0

ei.t�s/A.A � B/eisB :s:

Proof. We write

ei tA � ei tB D ei tA.1 � e�i tAei tB/

and apply the fundamental theorem of calculus.

We say that a N � N -matrix A has positive imaginary part if Im A > 0.

Lemma A.3. Let A and B be two normal N � N -matrices with positive imaginary

parts. Then for each 0 6 s 6 1 and for any t > 0, we have

kei tA � ei tBk 6 21�sjt jskA � Bks :

Proof. Since A and B are normal and their imaginary parts are positive, we have

kei tAk; kei tBk 6 1, for t > 0. Then, Lemma A.2 results in the bound

kei tA � ei tBk 6 jt jkA � Bk:

Furthermore, by the triangle inequality, we have

kei tA � ei tBk 6 2:
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Combining these two estimates for any 0 6 s 6 1, we get

kei tA � ei tBk D kei tA � ei tBk1�skei tA � ei tBks
6 21�sjt jskA � Bks:

Remark A.1. If A and B generate contractive semigroups, so that kei tAk;kei tB k 6 1,

then Lemma A.3 holds. This version is used in [16].

A.2. The Schur complement formula

Let M W C
N ! C

N be a linear transformation and suppose P is an orthogonal projec-

tion on C
N with Q WD 1 � P . Relative to P and Q, we write M as a square matrix

in block form as

M D
�

A B

C D

�
D

�
PMP PMQ

QMP QMQ

�
:

Lemma A.4. Suppose M is invertible, and D D QMQ is invertible on its range

QC
N . We then have

PM �1P D .PMP � PMQ.QMQ/�1QMP /�1 D .A � BD�1C /�1:

Proof. We first note that under the hypotheses, M admits the following factorization:

M D
�

A B

C D

�
D

�
I BD�1

0 I

��
A � BD�1C 0

0 D

��
I 0

D�1C I

�
:

The first and third factors are invertible since D is assumed to be invertible. Since M

is assumed to be invertible, so is the second factor. We then have

M �1 D
�

I 0

D�1C I

��1�
A � BD�1C 0

0 D

��1�
I BD�1

0 I

��1

D
�

I 0

�D�1C I

��
.A � BD�1C /�1 0

0 D�1

��1�
I �BD�1

0 I

��1

D
�

.A � BD�1C /�1 �.A � BD�1C /�1BD�1

�D�1C.A � BD�1C /�1 D�1C.A � BD�1C /�1BD�1 C D�1

�
:

The matrix A � BD�1C is called the Schur complement of D in M and is invert-

ible if M and D are invertible.

B. Localization for RBM at high energies

The localization bounds of Schenker, Theorem 2.2, hold on a finite, but arbitrary,

real energy interval. In order to extend these to all energies, we use the Aizenman–

Molchanov method [1] to prove Theorem 2.3. This leads to the uniform exponential

decay estimate of Theorem 2.4.
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B.1. Proof of Theorem 2.3

(1) We first note that we have the following a priori bound which is stated in Propos-

ition 2.1 (i):

E¹jhej ; .H N
L � z/�1e`ijsº 6 C�;s

for some constant uniform in j;`, the size N , and the energy z. To derive the fractional

moment bound, we begin with the identity

hej ; .H N
L � z/.H N

L � z/�1e`i D ıj`:

Thus, for j ¤ `, we have

X

m::j �mj6L

.vjm � zıjm/hem; .H N
L � z/�1e`i D 0:

where vjm D ŒH N
L �jm. Rearranging the sum and extracting the jj -th-term gives

.vjj � z/hej ; .H N
L � z/�1e`i D �

X

m::m�j j6L
m¤j

vjmhem; .H N
L � z/�1e`i:

By means of the identity (5.7), the expectation of the s-th-power of this equation

results in the inequality

E¹jvjj � zjsjhej ; .H N
L � z/�1e`ijsº 6

X

m::m�j j6L
m¤j

E¹jvjmjsjhem; .H N
L � z/�1e`ijsº: (B.1)

(2) By the Schur complement formula, the left side of (B.1) may be written in the

form

jvjj � zjs jhej ; .H N
L � z/�1e`ijs D jvjj � zjs

ˇ̌
ˇ A

B.vjj � z/ C C

ˇ̌
ˇ
s

; (B.2)

where A, B , and C are independent of vjj . Thus, Lemma B.1, the lower decoupling

estimate, provides a lower bound on the expectation of (B.2) of the form

C.jzj/s
E¹jhej ; .H N

L � z/�1e`ijsº; (B.3)

where C.jzj/ scales like jzj for large jzj. As for the right side of (B.1), we can also

use the Schur complement formula with P D Pm to write

hem; .H N
L � z/�1e`i D Avjm C B

C vjm
2 C Dvjm C E

(B.4)
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for j ¤ m, where A, B , C , D, and E are all independent of vjm. Thus, we can use

Lemma B.2, the upper decoupling bound, on each term in the sum on the right side

of (B.1) to obtain the bound

E¹jvjj 0 jsjhem; .H N
L � z/�1e`ijsº D E

°
jvjmjs

ˇ̌
ˇ Avjm C B

C vjm
2 C Dvjm C E

ˇ̌
ˇ
s±

6 C E

°ˇ̌
ˇ Avjm C B

C vjm
2 C Dvjm C E

ˇ̌
ˇ
s±

D C E¹jhem; .H N
L � z/�1e`ijsº: (B.5)

(3) Rewriting (B.1) with using (B.3) and (B.5), the new lower and upper bounds,

gives

E¹jhej ; .H N
L � z/�1e`ijsº 6

C

C.jzj/s

X

m::m�j j6L
m¤j

E¹jhem; .H N
L � z/�1e`ijsº: (B.6)

This estimate can now be iterated jj � `j=L times until at least one of the indices

in the sum overlaps with `. At the end of the iteration process, we use the a priori

bound (2.1) to bound each expectation by an absolute constant. Thus, we have

E¹jhej ; .H N
L � z/�1e`ijsº 6

� 2LC

C.jzj/s

� jj �`j
L

: (B.7)

We now take R such that C.R/s > 2LC and note that for each z with jzj > R, we

have exponential decay. �

B.2. Decoupling lemmas

To derive a fractional moment bound for random band matrices which have both

diagonal and off-diagonal randomness, we need both upper and lower decoupling

estimates. The following lemma is contained in [1, Lemma 3.1], see also [17] for a

similar result.

Lemma B.1 (lower decoupling). Let � be the density of a Lipschitz continuous prob-

ability measure and 0 < s < 1. Then there is a C > 0 such that

Z jv � �js
jv � ˇjs �.v/:v > C�.j�j/s

Z
1

jv � ˇjs �.v/:v: (B.8)

If
R

jvj �.v/:v < 1 for some  > s, then C�.R/s is an increasing function of R > 0

and

lim
R!1

C�.R/

R
D 1: (B.9)
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In [1], the authors require less strict conditions on the probability density �. They

require � to be locally uniformly � -Hölder continuous, and obtain constants that

depend on � . If � is Lipschitz, we can take � D 1.

The general upper decoupling estimate appears in [1, Theorem III.2]. We use the

following version tailored to our application.

Lemma B.2 (upper decoupling). Let � be the density of a Lipschitz continuous prob-

ability measure on R with a finite  -moment condition
R

juj :rho.u/:u < 1, for

some  > 0, and let 0 < s < 1. Then, for any polynomials p of degree n and q of

degree k satisfying s.n C k/ 6  and sk < 1, there exists a finite C > 0, depending

on .; s; n; k/ and �, so that
Z

R

juj�s.nCk/ Q�.u/:u 6 C

Z

R

juj�.u/:u; (B.10)

where Q� is the probability density

Q�.u/ WD
� Z jp.v/js

jq.v/js �.v/ dv

��1 jp.u/js
jq.u/js �.u/:

In the application of the upper decoupling estimate in (B.10), we have n D 1

and k D 2 and we want  � s.n C k/ D s so that  D 4s and s < 1
k

D 1
2

. This

requires that the probability density have a finite  -moment for some 0 <  < 2. For

Gaussian random variables, we may take  to be any positive real number. Under

these conditions, the upper decoupling bound (B.10) becomes
Z

R

jujs jp.u/js
jq.u/js �.u/:u 6 C

Z

R

jp.u/js
jq.u/js �.u/:u; (B.11)

which is required in order to obtain the upper bound in (B.5).
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