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A sharp isoperimetric inequality

for the second eigenvalue of the Robin plate

L. Mercredi Chasman and Jeffrey J. Langford

Abstract. Among all C1 bounded domains with equal volume, we show that the second

eigenvalue of the Robin plate is uniquely maximized by an open ball, so long as the Robin

parameter lies within a particular range of negative values. Our methodology combines recent

techniques introduced by Freitas and Laugesen to study the second eigenvalue of the Robin

membrane problem and techniques employed by Chasman to study the free plate problem. In

particular, we choose eigenfunctions of the ball as trial functions in the Rayleigh quotient for a

general domain; such eigenfunctions are comprised of ultraspherical Bessel and modified Bessel

functions. Much of our work hinges on developing an understanding of delicate properties of

these special functions, which may be of independent interest.

1. Introduction

Our work is motivated by the Robin membrane problem, which recently has attracted

considerable attention. To set the stage, let � � R
d be a C1 bounded domain with

d � 2. The Robin eigenvalue problem for the Laplacian is then

´

��u D �u in �;

˛uC @u
@n

D 0 on @�;
(1)

where ˛ is a real parameter. The eigenvalues of problem (1) are known to satisfy

�1.�I˛/ < �2.�I˛/ � �3.�I˛/ � � � � ! C1:

The parameter ˛ allows for interpolation among several membrane problems with dif-

ferent boundary conditions. By considering ˛ D 0, one recovers the free membrane

(Neumann) problem; sending ˛ ! 1 recovers the fixed membrane (Dirichlet) prob-

lem; taking � D 0 and treating �˛ as an eigenvalue recovers the Steklov problem.

Articles on eigenvalue estimates and related questions for the Robin problem (1) fill
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many journal pages; we refer the interested reader to the wonderful survey (and refer-

ences therein) by Bucur, Freitas, and Kennedy [27, Chapter 4]. As motivation for our

work, we recall a specific result due to Freitas and Laugesen [25]:

Theorem A. With � � R
d (d � 2) a C1 bounded domain, let �� � R

d denote an

open ball with the same volume as �. Then

�2.�I˛/ � �2.�
�I˛/; ˛ 2

h

�d C 1

d
R�1; 0

i

;

where R is the radius of��. Equality holds if and only if � is a ball.

The main result of our paper is a plate-analogue of Theorem A. The Robin plate

eigenvalue problem with tension/compression � and Robin parameter ˛ 2 R is

8

ˆ

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

ˆ

:

�2u � ��u D ƒu in �;

Mu WD @2u

@n2
D 0 on @�;

V u WD �
@u

@n
� @�u

@n
� div@�ŒP@�..D

2u/n/�C ˛u D 0 on @�.

(2)

HereP@� denotes the projection onto the tangent space of @�, and div@� is the surface

divergence. We note that, when ˛D 0, we recover the free plate problem; whenƒD 0

and we view �˛ as an eigenvalue, we recover the biharmonic Steklov problem (see

also Remark 1 for a more general Robin plate problem that has a connection to the

clamped plate problem).

The spectrum for problem (2) consists of real eigenvalues satisfying (see Propos-

ition 1)

ƒ1.�I �; ˛/ � ƒ2.�I �; ˛/ � ƒ3.�I �; ˛/ � � � � ! C1: (3)

The main result of this paper is an isoperimetric inequality for ƒ2:

Theorem 1. Let � and �� be as in Theorem A. Then, for all � > 0, we have

ƒ2.�I �; ˛/ � ƒ2.�
�I �; ˛/; ˛ 2

h

� �

R
; 0

i

;

whereR is the radius of��. Moreover, when ��=R < ˛ < 0, equality holds precisely

when � is a ball.

In [25], Freitas and Laugesen show that Theorem A interpolates between isoperi-

metric inequalities for the free membrane and Steklov eigenvalue problems. Likewise,

Theorem 1 gives isoperimetric inequalities for the biharmonic free plate and Steklov

eigenvalue problems; to state our corollaries, we require some additional notation.
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The free plate eigenvalue problem is obtained by taking ˛ D 0 in problem (2):

8

ˆ

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

ˆ

:

�2u � ��u D !u in �;

@2u

@n2
D 0 on @�;

�
@u

@n
� @�u

@n
� div@�ŒP@�..D

2u/n/� D 0 on @�.

(4)

The spectrum of this problem (see [16]) satisfies

0 D !1.�/ � !2.�/ � !3.�/ � � � � ! C1;

and it is well known that the second eigenvalue satisfies !2.�/ > 0 so long as � > 0.

Similarly, the biharmonic Steklov problem is obtained from (2) by setting ƒ D 0 and

˛ D �� :
8

ˆ

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

ˆ

:

�2u � ��u D 0 in �;

@2u

@n2
D 0 on @�;

�
@u

@n
� @�u

@n
� div@�ŒP@�..D

2u/n/� D �u on @�.

(5)

The spectrum of this problem is also well understood (see [14]):

0 D �1.�/ < �2.�/ � �3.�/ � � � � ! C1:

The main corollary of our paper recovers classical isoperimetric inequalities for the

lowest nonzero eigenvalues of the free plate and Steklov eigenvalue problems (see [14,

16]):

Corollary 1. Let � and �� be as in Theorem 1. If � > 0, then the lowest nonzero

eigenvalue of the free plate problem (4) satisfies

!2.�/ � !2.�
�/;

and the first nonzero Steklov eigenvalue of problem (5) satisfies

�2.�/ � �2.�
�/:

To place our work in the existing literature, we focus our attention on isoperimet-

ric inequalities for plate problems and related membrane results. Generally speaking,

isoperimetric inequalities for plates are harder to establish than their membrane coun-

terparts (and appear much later in the literature). For example, in the late 1800’s Lord

Rayleigh [33] conjectured that the fundamental frequencies of a fixed membrane and

a clamped plate are minimized by disks (and more generally by balls in higher dimen-

sions). The conjecture for membranes was proven (independently) in the 1920’s by
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Faber and Krahn [21,28]. By contrast, significant progress towards Rayleigh’s conjec-

ture for the clamped plate didn’t begin until the 1980’s with the work of Talenti [36].

Building on Talenti’s work, Nadirashvili [30] later proved Rayleigh’s conjecture for

the clamped plate in dimension d D 2, and Ashbaugh and Benguria [3], also building

on Talenti’s work, established the conjecture independently in dimensions d D 2 and

d D 3. The conjecture still remains open for higher dimensions, although work of

Ashbaugh and Laugesen [4] indicates that the conjecture is “asymptotically true in

high dimensions.”

Likewise, in the 1950’s Szegő [35] and Weinberger [38] proved that the second

frequency (i.e., the first nonzero frequency) of a free membrane is maximized by a

ball, and it was not until fairly recently that the analogous plate result was established

by Chasman [16]; see also [12, 17, 18]. For the Steklov Laplacian, the first isoperi-

metric inequality dates to Weinstock [39] in dimension d D 2 (using a perimeter

constraint), with later work in all dimensions (under volume constraint) by Brock [7].

The analogous isoperimetric inequality for the biharmonic operator was established

by Buoso and Provenzano [14]; see also [9, 10, 12].

The first isoperimetric inequality for the Robin Laplacian came in the 1980’s with

the work of Bossel [6]. For ˛ > 0, Bossel showed that, in dimension d D 2, the first

Robin eigenvalue is minimized by a disk, and Daners [19] later extended this result

to all dimensions. See also the related work [11]. For ˛ < 0, Bareket [5] conjec-

tured that balls maximize the first Robin eigenvalue. For such ˛, Ferone, Nitsch, and

Trombetti [22] showed that balls are local maximizers of the first eigenvalue. In [23],

Freitas and Krejčiřík disproved Bareket’s conjecture in general, but showed that disks

maximize the first eigenvalue when the dimension d D 2 and ˛ is sufficiently close

to zero. In [2], Antunes, Freitas, and Krejčiřík proved Baraket’s conjecture when

d D 2 under perimeter (rather than volume) constraint. Also under perimeter con-

straint, Bucur, Ferone, Nitsch, and Trombetti [8] proved Bareket’s conjecture in all

dimensions among convex domains. For the second Robin eigenvalue, Laugesen and

Freitas [25] proved that balls maximize the second eigenvalue for a range of negative

˛ values (see Theorem A above); see also [24]. For the Robin plate, however, no iso-

perimetric inequalities appear in the literature. Indeed, we are only aware of one other

paper [13] that discusses Robin plates. In this extensive work, Buoso and Kennedy

study a more general Robin problem than (2) (i.e., one with more parameters), with

an eye towards understanding the asymptotic behavior of eigenvalues as the paramet-

ers become large. The authors also establish variational formulae for the eigenvalues

and show that balls are critical domains. Such criticality results, however, do not imply

global upper bounds like those discussed in Theorem 1. Thus, our paper represents a

new avenue of research within the study of plates.

The remainder of the paper is structured as follows. In Section 2, we establish

basic properties of the spectrum of the Robin plate problem. In Section 3, we collect
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a number of facts about Bessel functions integral to our discussion of eigenvalues

and eigenfunctions of the unit ball in Sections 4 and 5. In Section 6, we construct

our trial functions and establish a center of mass result. In Section 7, we establish

several technical inequalities needed to prove monotonicity of the Rayleigh quotient

in Section 8. Also in Section 8, we deduce isoperimetric inequalities for the free plate

and biharmonic Steklov problems from Theorem 1.

2. Coercivity, natural boundary conditions, and the spectrum of the

Robin plate problem

Our approach to the Robin plate problem is modeled after Chasman’s approach to

the free plate problem [16]. Thus, we begin with an appropriate Rayleigh quotient

and bilinear form. We derive the boundary conditions by closely examining the weak

eigenvalue equation and integrating by parts.

The Robin plate Rayleigh quotient is

QŒ�I˛;u�DQŒu� WD

Z

�

.jD2uj2 C � jDuj2/ dx C ˛

Z

@�

u2 dS

Z

�

u2 dx

; u 2H 2.�/: (6)

For the time being, we let � and ˛ be general real parameters; later, we restrict

the range of values that � and ˛ assume. The bilinear form associated to the Rayleigh

quotient is

a.u; �/ D
Z

�

�

X

i;j

uxi xj
�xi xj

C �Du �D�
�

dx C ˛

Z

@�

u� dS; u; � 2 H 2.�/:

We denote the bilinear form for the free plate by

afree;� .u; �/ D
Z

�

�

X

i;j

uxi xj
�xi xj

C �Du �D�
�

dx; u; � 2 H 2.�/:

This notation allows us to express the Robin plate form as the sum of the free plate

form and a surface integral term.

Our immediate task is to show that the eigenvalues of the Robin plate problem (2)

behave as in (3). We accomplish this task by showing that the associated form is both

continuous and coercive.
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Proposition 1. Let�� R
d be a C1 bounded domain. There exist positive constants

K1; K2, and K3 such that

K1kuk2
H 2.�/

� a.u; u/CK2kuk2
L2.�/

� K3kuk2
H 2.�/

:

Thus, the eigenvalues of the operator associated to a.�; �/ have finite multiplicity and

satisfy

ƒ1.�I �; ˛/ � ƒ2.�I �; ˛/ � ƒ3.�I �; ˛/ � � � � ! C1: (7)

Weak eigenfunctions, moreover, form an orthonormal basis of L2.�/, are smooth on

x�, and satisfy the eigenvalue problem (2) in the classical sense.

Proof. To show that a.�; �/ is coercive for all �; ˛ 2 R, we rely on the coercivity the

free plate form. First note that for u 2 H 2.�/,

a.u; u/ � kD2uk2
L2.�/

C �kDuk2
L2.�/

� j˛j � kuk2
L2.@�/

:

By the trace theorem, there exists C > 0 such that

kT uk2
L2.@�/

� Ckuk2
H 1.�/

: (8)

Combining the two inequalities immediately above, we see

a.u; u/CK2kuk2
L2.�/

� kD2uk2
L2.�/

C .� � j˛jC/kDuk2
L2.�/

C .K2 � j˛jC/kuk2
L2.�/

D afree;��j˛jC .u; u/C .K2 � j˛jC/kuk2
L2.�/

: (9)

By the coercivity of the free plate form afree;��j˛jC .�; �/, there exist positive constants

C1 and C2 (see [15, Proposition 1]) where

C1kuk2
H 2.�/

� afree;��j˛jC .u; u/C C2kuk2
L2.�/

:

ChoosingK2 large enough so thatK2 � j˛jC � C2, inequality (9) and the inequality

immediately above together imply

a.u; u/CK2kuk2
L2.�/

� C1kuk2
H 2.�/

:

The coercivity of the form a.�; �/ follows by takingK1 D C1. The continuity of a.�; �/
follows from the trace inequality (8):

a.u; u/CK2kuk2
L2.�/

� K3kuk2
H 2.�/

;

where K3 D max¹1; � C j˛jC;K2 C j˛jC º.

Since H 2.�/ compactly embeds in L2.�/, well-known results (e.g., [34, Corol-

lary 7.D]) imply that a.�; �/ has a set of complete real-valued weak eigenfunctions and
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eigenvalues of finite multiplicity as in (7). Claimed regularity of the eigenfunctions

likewise follows from standard results, see [31, p. 668] and of [37, Propositions 4.3],

for example.

Having established that eigenfunctions belong to C1.x�/, we next show that

(weak) eigenfunctions associated to a.�; �/ solve (2) in the classical sense. For an

eigenfunction u, the weak eigenvalue equation yields

a.u; �/ D ƒ

Z

�

u� dx; for all � 2 C1.x�/: (10)

This equation can be rewritten using the free plate’s form afree;� .�; �/ as

afree;�.u; �/C ˛

Z

@�

u� dS D ƒ

Z

�

u� dx:

From the proof of [16, Proposition 5], we can write

afree;� .u; �/�ƒ

Z

�

u� dx D
Z

�

.�2u � ��u �ƒu/� dx C
Z

@�

@2u

@n2

@�

@n
dS

C
Z

@�

�

�
@u

@n
� @�u

@n
� div@�ŒP@�..D

2u/n/�
�

� dS:

Thus, (10) can be rewritten as

0 D a.u; �/�ƒ

Z

�

u� dx

D
Z

�

.�2u � ��u �ƒu/� dx C
Z

@�

@2u

@n2

@�

@n
dS

C
Z

@�

�

�
@u

@n
� @�u

@n
� div@�ŒP@�..D

2u/n/�C ˛u
�

� dS: (11)

Taking � 2 C1
c .�/, (11) gives that �2u � ��u � ƒu D 0 pointwise in �. On the

other hand, any smooth function � 2 C1.@�/ admits an extension to C1.x�/ satis-

fying @�
@n

D 0 along @�. Thus, (11) implies that � @u
@n

� @�u
@n

� div@�ŒP@�..D
2u/n/�C

˛u D 0 and @2u
@n2 D 0 pointwise on @�.

The final tool of this section is a result which says that the eigenvalues of prob-

lem (2) change continuously as we vary ˛. This result, and its proof, are inspired

by [26, Proposition 16].
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Proposition 2. Let � � R
d denote a bounded C1 domain. Then for � > 0, the

eigenvaluesƒk.�I�;˛/ of problem (2) are continuous with respect to the Robin para-

meter ˛.

Proof. We recall the min-max characterization for the eigenvalueƒk.�I �; ˛/:

ƒk.�I �; ˛/ D min
E2Ek

max
u2E

QŒ�I˛; u�;

where Ek denotes the collection of all k-dimensional subspaces ofH 2.�/ and where

QŒ�I˛; u� denotes the Rayleigh quotient

QŒ�I˛; u� D

Z

�

.jD2uj2 C � jDuj2/ dx C ˛

Z

@�

u2 dS

Z

�

u2 dx

:

Note that if �1;˛; : : : ; �k;˛ denote an orthonormal set of eigenfunctions corresponding

to the eigenvaluesƒ1.�I �; ˛/; : : : ;ƒk.�I �; ˛/ andE˛ D span¹�1;˛; : : : ; �k;˛º, then

by homogeneity of the Rayleigh quotient

max
u2E˛

QŒ�I˛; u� D max
c1;:::;ck

c2
1

C���Cc2
k

D1

k
X

j D1

c2
j ƒj .�I �; ˛/;

from which we see that max
u2E˛

QŒ�I˛; u� D ƒk.�I �; ˛/.
Next, fix a value ˛ and choose a sequence ˛n ! ˛. Observe that

max
u2E˛

QŒ�I˛n; u� � ƒk.�I �; ˛/C max
c1;:::;ck

c2
1

C���Cc2
k

D1

.˛n � ˛/

Z

@�

�

k
X

j D1

cj�j;˛

�2

dS;

and so we deduce from the min-max formula that

lim sup
n!1

ƒk.�I �; ˛n/ � lim sup
n!1

max
u2E˛

QŒ�I˛n; u� � ƒk.�I �; ˛/: (12)

The eigenvalues ƒj .�I �; ˛n/ for j D 1; : : : ; k are bounded since ƒ.�I �; ˛/
is monotone as a function of ˛ (courtesy of min-max), and so the coercivity of our

form (see Proposition 1) implies that the functions �j;˛n
are bounded in H 2.�/. By

Banach–Alaoglu, we can pass to a subsequence ˛nm
so that �j;˛nm

! �j weakly in

H 2.�/. By passing to another subsequence, we can assume by Rellich–Kondrachov
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that �j;˛nm
! �j inL2.�/ and that pointwise a.e. convergence holds. By [20, p. 134],

the inequality
Z

@�

f 2 dS � C

Z

�

.jDf jf C f 2/ dx; f 2 H 1.�/;

implies that �j;˛nm
! �j in L2.@�/. ByL2.�/ convergence, the �j are orthonormal:

Z

�

�i�j dx D lim
m!1

Z

�

�i;˛nm
�j;˛nm

dx D ıi;j :

We conclude that ¹�1; : : : ; �kº is k-dimensional. Set E D span¹�1; : : : ; �kº.

Let u 2 span¹�1; : : : ; �kº and write u D c1�1 C � � � C ck�k . Define

u˛nm
D c1�1;˛nm

C � � � C ck�k;˛nm
:

Our work above gives that u˛nm
! u in both L2.�/ and L2.@�/, and weakly in

H 2.�/. By weak convergence,
Z

�

u2
xi xj

dx D lim inf
m!1

Z

�

uxi xj
.u˛nm

/xi xj
dx

�
�Z

�

u2
xi xj

dx

�1=2

lim inf
m!1

�Z

�

.u˛nm
/2xi xj

dx

�1=2

which implies
Z

�

jD2uj2 dx � lim inf
m!1

Z

�

jD2u˛nm
j2 dx: (13)

A similar argument shows that
Z

�

jDuj2 dx � lim inf
m!1

Z

�

jDu˛nm
j2 dx: (14)

By L2-convergence,

lim
m!1

Z

�

u2
˛nm

dx D
Z

�

u2 dx and lim
m!1

Z

@�

u2
˛nm

dS D
Z

@�

u2 dS: (15)

Combining (13), (14), and (15), and using that � > 0, we conclude

QŒ�I˛; u� � lim inf
m!1

QŒ�I˛nm
; u˛nm

�

� lim inf
m!1

max
u2E˛nm

QŒ�I˛nm
; u� D lim inf

m!1
ƒk.�I˛nm

/:
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Using E as a trial set in the min-max formula for ƒk.�I �; ˛/, the above string of

inequalities implies

ƒk.�I �; ˛/ � max
u2E

QŒ�I˛; u� � lim inf
m!1

ƒk.�I �; ˛nm
/:

We claim that the above string of inequalities implies that

ƒk.�I �; ˛/ � lim inf
n!1

ƒk.�I �; ˛n/:

If this were not the case, and instead lim infn!1 ƒk.�I �; ˛n/ < ƒk.�I �; ˛/, we

could extract a subsequence ˛0
n where

lim
n!1

ƒk.�I �; ˛0
n/ < ƒk.�I �; ˛/: (16)

Applying our work above (with ˛0
n in place of ˛n), we deduce

ƒk.�I �; ˛/ � lim inf
m!1

ƒk.�I �; ˛0
nm
/

for some subsequence ˛0
nm

, which violates (16). We conclude

ƒk.�I �; ˛/ � lim inf
n!1

ƒk.�I �; ˛n/: (17)

Combining inequalities (12) and (17) gives the result.

Remark 1. We note that one may generalize the Robin plate problem (2). Indeed, for

constants ˛; ˇ, consider the bilinear form

a.u; �/ D
Z

�

�

X

i;j

uxi xj
�xi xj

C �Du �D�
�

dx C
Z

@�

.ˇDu �D� C ˛u�/ dS;

u; � 2 H 2.�/; with associated Rayleigh quotient

QŒ�I˛; ˇ; u� D QŒu� WD

Z

�

�

jD2uj2 C � jDuj2
�

dx C
Z

@�

.ˇjDuj2 C ˛u2/ dS

Z

�

u2 dx

;

u 2 H 2.�/: When ˇ � 0, the form a.�; �/ is coercive and continuous as in Proposi-

tion 1, and weak eigenfunctions are classical solutions to the PDE problem
8

ˆ

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

ˆ

:

�2u � ��u D ƒu in �;

@2u

@n2
C ˇ

@u

@n
D 0 on @�;

�
@u

@n
� @�u

@n
� div@�ŒP@�..D

2u/n/�� ˇ�@�uC ˛u D 0 on @�.



A sharp isoperimetric inequality for the second eigenvalue of the Robin plate 627

Sending ˛ ! 1, then ˇ ! 1 in this more general setting recovers clamped bound-

ary conditions u D @u
@n

D 0 on @�. It would be interesting to know what version of

Theorem 1 exists for this generalized problem, but this is not something we pursue

here; we plan to study this problem in a subsequent paper.

3. Bessel functions

The radial parts of unit ball eigenfunctions of (2) are comprised of linear combinations

of ultraspherical Bessel and modified Bessel functions. We collect the definitions and

some key properties of these functions here. Ultraspherical Bessel functions can be

expressed in terms of ordinary Bessel functions, and so many of their properties (such

as recurrence relations) can be derived from the corresponding properties of the usual

Bessel functions. See [1, 32] for more on Bessel functions.

3.1. First kind

The ultraspherical Bessel equation

z2w00 C .d � 1/zw0 C .z2 � `.`C d � 2//w D 0

is solved by j`.z/D z�sJsC`.z/, where s D .d � 2/=2, and J� is the Bessel function

of the first kind. In series form, we can thus write

j`.z/ D
1

X

kD0

.�1/k21�d=2�2k�`

kŠ�.k C d=2C `/
z2kC` DW

1
X

kD0

.�1/kcd;`.k/z
2kC`:

The modified ultraspherical Bessel equation

z2w00 C .d � 1/zw0 � .z2 C `.`C d � 2//w D 0

is solved by i`.z/ D z�sIsC`.z/, where I� is the modified Bessel function of the

first kind. The series expansion for i` is the same as j`.z/ with the alternating term

removed. The ultraspherical Bessel functions j`; i` satisfy standard recurrence rela-

tions (see [1, p. 361 and p. 376] for the analogous properties of J� and I�):

d � 2C 2`

z
j`.z/ D j`�1.z/C j`C1.z/; (18)

j 0
`.z/ D `

z
j`.z/ � j`C1.z/ (19)

D j`�1.z/ � `C d � 2
z

j`.z/; (20)
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d � 2C 2`

z
i`.z/ D i`�1.z/ � i`C1.z/; (21)

i 0`.z/ D `

z
i`.z/C i`C1.z/ (22)

D i`�1.z/ � `C d � 2
z

i`.z/: (23)

Since the ultraspherical Bessels j1.z/ and i1.z/ are of particular interest, we intro-

duce coefficients ck where

j1.z/ D
1

X

kD0

.�1/kckz
2kC1; i1.z/ D

1
X

kD0

ckz
2kC1:

Roots of Bessel functions and their derivatives are important in the study of eigen-

values of disks and balls. Let p`;k denote the k-th positive zero of j 0
`
.z/. The follow-

ing lemma by Lorch and Szegő provides useful bounds on these zeros.

Lemma 1 (Lorch and Szegő [29]). For d � 2; l � 1, we have

`.d C 2`/.d C 2`C 2/

d C 4l C 2
< .p`;1/

2 < l.d C 2`/:

For d � 2, we therefore have

d < .p1;1/
2 < d C 2:

We also collect specific properties of low-order Bessel j functions. Most of these

results were previously established in [17].

Lemma 2 (properties of Bessel j functions). We have the following properties.

1. j 00
1 .z/ < 0 on .0; p1;1�.

2. j1.z/; j2.z/; j3.z/ > 0 and j
.4/
1 .z/ > 0 on .0; p1;1�.

3. j 0
1.z/ > 0 on .0; p1;1/.

4. For ` > 0, zj 0
`
.z/=j`.z/ is positive and strictly decreasing on .0; p`;1/.

5. Let dk be the series coefficients of i 001 .z/, that is,

dk D .2k C 1/21�2k�d=2

.k � 1/Š�.k C 1C d=2/
:

Then we have

�d1z C d2z
3 � j 00

1 .z/ when z 2 Œ0;
p

3.d C 2/=.d C 5/�;

d1z C 6

5
d2z

3 � i 001 .z/ when z 2 Œ0;
p
3�:

6. For all a 2 .0;p1;1�, b > 0, and r 2 .0; 1�, we have a=b > j1.ar/=i1.br/, with

equality in the limit as r ! 0C.
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Proof. Properties (1), the second half of (2), (3), and (5) are proved in [17]; see Lem-

mas 8, 9, 6, and 10, respectively.

To prove the first half of property (2), recall that j�;k denotes the k-th positive

zero of J� . Since JsC1 is positive on .0; jsC1;1/ and vanishes at the endpoints, the

same is true of j1. It follows that 0 < p1;1 < jsC1;1, and so j1 > 0 on .0; p1;1�. By

standard properties of zeros of Bessel functions, jsC1;1 < jsC2;1, and so we deduce

that j2 > 0 and j3 > 0 on .0; p1;1� as well.

To prove property (4), we first note that zj 0
`
.z/=j`.z/ vanishes at z D p`;1. Recall-

ing that s D .d � 2/=2 and using the definition of the ultraspherical Bessel functions,

we rewrite

zj 0
`
.z/

j`.z/
D z

d

dz
log.j`.z//

D z
d

dz
.�s log.z/C log.JsC`.z///

D �s C z
d

dz
log.JsC`.z//

D �s C
zJ 0

sC`
.z/

JsC`.z/
:

Since jsC`;1 denotes the first positive root of JsC`, it is also the first positive root

of j`, and so p`;1 < j`Cs;1. By [25, Lemma 11], the function zJ 0
�.z/=J�.z/ strictly

decreases from � to �1 on .0; j�;1/. Thus, zj 0
`
.z/=j`.z/ strictly decreases from ` to

�1 on .0; jsC`;1/, and hence strictly decreases from ` to 0 on .0; p`;1�, as desired.

We finally establish property (6). The quotient j1.ar/=i1.br/ is strictly decreas-

ing in r for r 2 .0; 1�, since by relations (19) and (22)

d

dr

j1.ar/

i1.br/
D ai1.br/j

0
1.ar/ � bj1.ar/i

0
1.br/

i1.br/2

D i1.br/.j1.ar/� arj2.ar//� j1.ar/.i1.br/C bri2.br//

ri1.br/2

D �ai1.br/j2.ar/C bj1.ar/i2.br/

i1.br/2
;

which is negative for r 2 .0; 1�, a 2 .0;p1;1�. Using the series expansions, we see that

as r ! 0C,
j1.ar/

i1.br/
D c0ar C O.r3/

c0br C O.r3/
D c0aC O.r2/

c0b C O.r2/
! a

b
:

3.2. Second kind

Bessel and modified Bessel functions of the second kind are singular at the origin.

We develop their theory here only for the sake of completeness; such functions do not



L. M. Chasman and J. J. Langford 630

appear in the unit ball eigenfunctions of (2). We deviate from standard notation, using

N� instead of the standard Y� for the Bessel function of the second kind, to avoid

confusion with spherical harmonics.

For the Bessel equation, we choose Weber functions as follows (see [1, p. 358]):

N�.z/ D J�.z/ cos.��/� J��.z/

sin.��/
for noninteger indexes �. (24)

The ultraspherical Bessel equation is then solved by n`.z/ D z�sNsC`.z/.

For the modified Bessel equation, the second standard solution K�.z/ is defined

by (see [1, p. 375])

K�.z/ D �

2

I��.z/ � I�.z/

sin.��/
for noninteger indexes �. (25)

The ultraspherical modified Bessel equation is then solved by k`.z/ D z�sKsC`.z/.

Recall s D .d � 2/=2; this is an integer for even dimensions and a noninteger for odd

dimensions.

For integer indexes, we have the following series solutions (see [1, p. 360 and

p. 375]):

Nn.z/ D � 1
�

n�1
X

kD0

.n� k � 1/Š
kŠ22k�n

z2k�n C 2

�
ln.z=2/Jn.z/

� 1

�

1
X

kD0

 .k C 1/C  .nC k C 1/

kŠ.nC k/Š22kCn
.�1/kz2kCn; (26)

Kn.z/ D
n�1
X

kD0

.n� k � 1/Š
kŠ22k�nC1

.�1/kz2k�n C .�1/nC1 ln.z=2/In.z/

C .�1/n
1

X

kD0

 .k C 1/C  .nC k C 1/

kŠ.nC k/Š22kCnC1
z2kCn; (27)

where  denotes the digamma function.

4. Eigenfunctions of the unit ball

Throughout this section, we consider problem (2) with � > 0 when � equals the unit

ball B � R
d :

8

ˆ

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

ˆ

:

�2u � ��u D ƒu in B;

Mu D @2u

@n2
D 0 on @B;

V u D �
@u

@n
� @�u

@n
� div@�ŒP@�..D

2u/n/�C ˛u D 0 on @B.

(28)
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The boundary conditions in (28) become especially simple in this setting. Using

spherical coordinates, @u=@nD ur and�D @2
r C ..d � 1/=r/@r C .1=r2/�S , where

�S is the angular part of the Laplacian (the spherical Laplacian). In this case,�@B D
�S . We thus have (see [16, Proposition 6])

MuD urr D 0 when r D 1,

V uD �ur � .�u/r ��S

�

ur � u

r

�

C ˛u D 0 when r D 1.

The proof of [17, Proposition 1] shows that we can choose an eigenbasis of functions

u which satisfy the eigenvalue equation of (28) with the form

u.r; O�/ D R.r/Y`. O�/; r 2 Œ0; 1/; O� 2 @B; (29)

with Y` an `-th-order spherical harmonic. If we define F` D `.`C d � 2/, the bound-

ary conditionsMu D 0 and V u D 0 reduce to the radial boundary conditions

MradRD R00 D 0 when r D 1, (30)

VradRD �R0 �
�

R00 C d � 1
r

R0 � F`

r2
R

�0

C F`.R
0 � R/C ˛R D 0 when r D 1. (31)

4.1. Positive eigenvalues

Our treatment here is identical to that of the free plate. Assume that u is an eigenfunc-

tion of (28) with corresponding eigenvalueƒ > 0. We factor the eigenvalue equation

as

.�C a2/.�� b2/u D 0; � D b2 � a2; ƒ D a2b2:

There are nonnegative integers `1; `2 and constants A;B;C;D where

u D
�

Aj`1
.ar/C Cn`1

.ar/
�

Y`1
. O�/C

�

Bi`2
.br/CDk`2

.br/
�

Y`2
. O�/;

r 2 Œ0; 1/, O� 2 @B. From (29), we may assume the indices `1 D `2 D ` are equal.

By Proposition 1, eigenfunctions of (28) are smooth on xB. Since the radial part R of

u must be smooth on Œ0;1/, vanish at the origin when ` D 1, and have a vanishing

derivative at the origin when ` D 0, a case by case analysis using (24), (25), (26),

and (27) shows thatR must be a linear combination of ultraspherical Bessel and mod-

ified Bessel functions of the first kind alone. That is

u D Aj`.ar/Y`. O�/C Bi`.br/Y`. O�/:
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Since u is an eigenfunction, it cannot be the case thatA andB simultaneously vanish.

The following determinant therefore vanishes:

W`.a/ D det

�

Mradj`.ar/ Mradi`.br/

Vradj`.ar/ Vradi`.br/

�
ˇ

ˇ

ˇ

ˇ

rD1

D Mradj`.ar/Vradi`.br/�Mradi`.br/Vradj`.ar/jrD1

D a2j 00
` .a/.�a2bi 0`.b/C F`.bi

0
`.b/ � i`.b//C ˛i`.b//

� b2i 00` .b/.b
2aj 0

`.a/C F`.aj
0
`.a/� j`.a//C j̨`.a// D 0: (32)

Conversely, if W`.a/ D 0 for a > 0 and b2 D � C a2, then, by definition, there

exist constantsA;B not both zero such that uD .Aj`.ar/C Bi`.br//Y`. O�/ satisfies

the boundary conditions in (28). Moreover, since�.j`.ar/Y`. O�//D �a2j`.ar/Y`. O�/
and�.i`.br/Y`. O�//D b2i`.br/Y`. O�/, u satisfies the eigenvalue equation in (28) with

eigenvalueƒ D a2b2. We conclude that the eigenvalues of (28) are precisely determ-

ined by positive solutions to the equationW`.a/ D 0 and are increasing in a.

4.2. Zero eigenvalues

By inspecting the Rayleigh quotient, our assumption that � > 0means that zero eigen-

values only occur when ˛ � 0. The eigenvalue equation now factors as

�.�� b2/u D 0; � D b2:

Our solutions now take the form

u D .Ar` C Cr�.`Cd�2//Y`. O�/C .Bi`.br/CDk`.br//Y`. O�/;

r 2 Œ0; 1/ and O� 2 @B, except when d D 2 and l D 0, where the singular solution

r�.`Cd�2/ is replaced by ln.r/. As in the positive eigenvalue case, the radial part R

of u is smooth on Œ0;1/, vanishes at the origin when ` D 1, and has a vanishing

derivative at the origin when ` D 0. Again, a case by case analysis shows that R must

be a linear combination of r` and an ultraspherical modified Bessel function of the

first kind. Thus,

u D .Ar` C Bi`.br//Y`. O�/: (33)

4.3. Negative eigenvalues

From the Rayleigh quotient, the assumption � > 0 means that negative eigenvalues

only occur when ˛ < 0. In the negative eigenvalue regime, the factorization of the

eigenfunction equation depends on the relationship between � andƒ.
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When ƒ ¤ ��2=4, we factor the eigenvalue equation as

.�� a2/.�� b2/u D 0; a ¤ b; � D a2 C b2; ƒ D �a2b2:

Here, the radial part of u is a linear combinations of i`.ar/, i`.br/, k`.ar/, and

k`.br/. But arguing as in the positive and zero eigenvalue case, we dismiss the Bessel

k`’s, and so

u D .Ai`.ar/C Bi`.br//Y`. O�/; r 2 Œ0; 1/; O� 2 @B: (34)

If ƒ D ��2=4, the factorization has a repeated factor:

.�� b2/2u D 0; � D 2a2; ƒ D �b4:

However, this “isolated” case can be ignored, since the following lemma says that

there is at most one ˛ value where ƒ D ��2=4.

Lemma 3. For ˛ � 0 and � > 0, the first eigenvalueƒ1.BI �;˛/ is strictly increasing

in ˛.

Proof. Say ˛1 < ˛2 � 0. As observed in the proof of Proposition 2, ƒ1.BI �; ˛1/ �
ƒ1.BI �; ˛2/. Suppose that ƒ1.BI �; ˛1/ D ƒ1.BI �; ˛2/ with u˛2

an eigenfunction

for ƒ1.BI �; ˛2/. Then the Rayleigh quotient (6) satisfies

ƒ1.BI �; ˛2/ D ƒ1.BI �; ˛1/ � QŒBI˛1; u˛2
� � QŒBI˛2; u˛2

� D ƒ1.BI �; ˛2/;

and so QŒBI ˛1; u˛2
� D ƒ1.BI �; ˛1/. That is, u˛2

solves problem (28) for ˛ D ˛1.

Writing R˛2
for the radial part of u˛2

(we later show that, in fact, u˛2
is radial, but

that is not needed here), it follows that R˛2
satisfies the equations

�R0
˛2

�
�

R00
˛2

C d � 1

r
R0

˛2
� d � 1

r2
R˛2

�0

C .d � 1/.R0
˛2

� R˛2
/C ˛1R˛2

D 0 when r D 1;

�R0
˛2

�
�

R00
˛2

C d � 1

r
R0

˛2
� d � 1

r2
R˛2

�0

C .d � 1/.R0
˛2

� R˛2
/C ˛2R˛2

D 0 when r D 1.

Taking the difference of these equations shows that .˛1 � ˛2/R˛2
.1/ D 0, and so

R˛2
.1/ D 0. That is, u˛2

is an eigenfunction for problem (28) for ˛ D 0. And since

ƒ1.BI �;˛2/�ƒ1.BI �; 0/D 0, we deduce thatƒ1.BI �;˛2/D 0 and u˛2
is constant.

But thenR˛2
.1/D 0 implies u˛2

vanishes everywhere, so cannot be an eigenfunction.

We concludeƒ1.BI �; ˛1/ < ƒ1.BI �; ˛2/ as desired.
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5. Identifying low eigenvalues of the unit ball

Throughout this section, we continue to focus on problem (28) with an eye towards

identifying the form of eigenfunctions for low eigenvalues. Throughout, we continue

to assume � > 0. We begin with the following preliminary lemma.

Lemma 4. For all ˛ 2 R, the lowest eigenvalueƒ1.BI �; ˛/ of problem (28) corres-

ponds to either ` D 0 or ` D 1.

Proof. We examine the Rayleigh quotient with (nonzero) trial functions of the form

u D R.r/Y`. O�/ for fixed R.r/ to identify the modes that correspond to the lowest

eigenvalue. Our spherical harmonics Y` are normalized so that
Z

@B

Y 2
` dS D 1 and

Z

@B

jrSY`j2 dS D `.`C d � 2/ D F`:

The Rayleigh quotient for u is then

QŒu� D

Z

B

.jD2uj2 C � jDuj2/ dx C ˛

Z

@B

u2 dS

Z

B

u2 dx

: (35)

Note that the second term in the numerator of (35) equals ˛R.1/2, while the denom-

inator equals
R 1

0 R.r/
2rd�1 dr . Both of these terms are independent of F`. The proof

of [17, Theorem 3] shows that
Z

B

.jD2uj2 C � jDuj2/ dx

D
1

Z

0

�2F`

r4

�

rR0 � 3

2
R

�2

C F`.F` � d � 1=2/
r4

R2 C �
F`

r2
R2

�

rd�1 dr

C
1

Z

0

�

.R00/2 C d � 1

r2
.R0/2 C �.R0/2

�

rd�1 dr: (36)

Since � > 0, (36) is strictly increasing in F` when 2F` � d C 1=2, and hence

strictly increasing in ` for `� 2. However,F`.F` � d � 1=2/ equals �3.d � 1/=2 < 0
when ` D 1, and equals 2d.d � 1=2/ > 0 when ` D 2. Thus, (36) strictly increases

in ` for ` � 1. We deduce that the Rayleigh quotient (35) strictly increases in ` when

` � 1. Since

ƒ1.BI �; ˛/ D inf¹QŒu�W u D R.r/Y`. O�/; R 2 C1Œ0; 1�; ` � 0º;
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we see that the lowest eigenvalue for the unit ball always corresponds to ` D 0 or

` D 1, giving either a purely radial mode or one with simple angular dependence.

Lemma 5. For ˛ 2 Œ��; 0/, all eigenfunctions for ƒ1.BI �; ˛/ correspond to ` D 0.

Proof. The result follows from Lemma 4, after we show that no eigenfunction corres-

ponds to ` D 1. So, suppose ƒ1.BI �; ˛/ has an eigenfunction with ` D 1. Then the

eigenspace forƒ1.BI�;˛/ has dimension at least 2. Thus,ƒ1.BI�;˛/Dƒ2.BI�;˛/ <
0 by Lemma 3 sinceƒ1.BI �; 0/ D 0. By Proposition 2, there exists ˛0 2 .˛; 0/ where

ƒ2.BI �; ˛0/ D 0. Then all eigenfunctions for ƒ1.BI �; ˛0/ must correspond to ` D 0,

since otherwiseƒ1.BI�;˛0/Dƒ2.BI�;˛0/would be negative. The proof of Lemma 4

shows that for nonzero R 2 C1Œ0; 1� fixed, the Rayleigh quotient QŒBI ˛0; RY`� is

strictly increasing in ` when ` � 1. Since eigenfunctions for ƒ1.BI �; ˛0/ correspond

to ` D 0, such eigenfunctions are orthogonal to all functions of the form RY` for

` � 1. From the variational formula, it follows that eigenfunctions for ƒ2.BI �; ˛0/

correspond to either ` D 0 or ` D 1.

When ` D 0, (33) shows that an eigenfunction for ƒ2.BI �; ˛0/ D 0 is a linear

combination of 1 and i0.
p
�r/. The radial boundary conditions (30) and (31) become

Mrad1jrD1 D 0;

Mradi0.
p
�r/jrD1 D � i 000 .

p
�/;

Vrad1jrD1 D ˛0;

Vradi0.
p
�r/jrD1 D ˛0i0.

p
�/:

Since the linear combination of 1 and i0.
p
�r/ is nontrivial, it must be that

Mrad1Vradi0.
p
�r/ �Mradi0.

p
�r/Vrad1

ˇ

ˇ

ˇ

ˇ

rD1

D ��˛0i 000 .
p
�/ D 0:

Since i 000 .z/ is never zero, this is only possible when ˛0 D 0.

Next say `D 1. In this case, the radial part of an eigenfunction forƒ2.BI�;˛0/D 0

is a linear combination of r and i1.
p
�r/. The radial boundary conditions applied to

each function yields

Mradr jrD1 D 0;

Mradi1.
p
�r/jrD1 D � i 001 .

p
�/;

Vradr jrD1 D ˛0 C �;

Vradi1.
p
�r/jrD1 D .d � 1/.

p
�i 01.

p
�/ � i1.

p
�//C ˛0i1.

p
�/:
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Again, since the linear combination of r and i1.
p
�r/ is nontrivial, we must have

MradrVradi1.
p
�r/ �Mradi1.

p
�r/Vradr jrD1 D �.˛0 C �/� i 000 .

p
�/ D 0:

This last equation only holds when ˛0 D �� . We deduceƒ2.BI�;˛0/must be nonzero,

and this contradiction shows that all eigenfunctions for ƒ1.BI �; ˛/ correspond to

` D 0.

We now turn our attention to the structure of eigenfunctions for ƒ2.BI �; ˛/.

Lemma 6. For ˛ 2 .��; 0/, the second eigenvalue ƒ2.BI �; ˛/ of problem (28) is

nonzero and corresponds to either ` D 0 or ` D 1.

Proof. Lemma 5 gives that eigenfunctions for ƒ1.BI �; ˛/ correspond to ` D 0. The

argument in the proof of Lemma 5, with ƒ2.BI �; ˛/ in place of ƒ2.BI �; ˛0/, shows

that eigenfunctions correspond to ` D 0 or ` D 1, and that if ƒ2.BI �; ˛/ D 0, then

˛ D 0 or ˛ D �� . We concludeƒ2.BI �; ˛/ is nonzero.

We next refine the previous lemma.

Lemma 7. For ˛ 2 .��; 0/, the second eigenvalue ƒ2.BI �; ˛/ of problem (28) is

positive and corresponds to ` D 1.

Proof. From Lemma 6,ƒ2.BI �; ˛/ is nonzero. By Proposition 2, ƒ2.BI �; ˛/ is con-

tinuous in ˛, and since ƒ2.BI �; 0/ > 0, it must be the case that ƒ2.BI �; ˛/ > 0 for

˛ 2 .��; 0/.
The work in Section 4.1 shows that eigenfunctions for ƒ2.BI �; ˛/ take the form

u D R.r/Y`. O�/, where

R.r/ D Aj`.ar/C Bi`.br/:

The positive constants a and b are determined by the equations � D b2 � a2 and

ƒ D a2b2.

We examine the radial boundary operators applied to the ultraspherical Bessel

functions:

Mradj`.ar/
ˇ

ˇ

rD1
D a2j 00

` .a/;

Mradi`.br/
ˇ

ˇ

rD1
D b2i 00` .b/;

Vradj`.ar/
ˇ

ˇ

rD1
D b2aj 0

`.a/C F`.aj
0
`.a/� j`.a//C j̨`.a/;

Vradi`.br/
ˇ

ˇ

rD1
D �a2bi 0`.b/C F`.bi

0
`.b/� i`.b//C ˛i`.b/:

Recall that p1;1 denotes the first positive zero of j 0
1.z/. In light of Lemma 6, we show

thatW1.a/, defined in (32), has a zero in .0; p1;1/, but W0.a/ is positive on .0; p1;1�.
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When ` D 0, we have F0 D 0. Using the recurrence relations (19) and (22),

Mradj0.ar/jrD1 D a2j 00
0 .a/ D �a2j 0

1.a/; (37)

Mradi0.br/jrD1 D b2i 000 .b/ D b2i 01.b/; (38)

Vradj0.ar/jrD1 D b2aj 0
0.a/C j̨0.a/ D �b2aj1.a/C j̨0.a/; (39)

Vradi0.br/jrD1 D �a2bi 00.b/C ˛i0.b/ D �a2bi1.b/C ˛i0.b/: (40)

Recall from Lemma 2 that j1 is positive, j 0
1 is nonnegative, and j 00

1 is negative on

.0;p1;1�. By (20), j0.z/D j 0
1.z/C ..d � 1/=z/j1.z/, and so j0 is positive on .0;p1;1]

as well. The modified Bessel functions i` and their derivatives are all positive on

.0;1/. Recalling ˛ < 0, we observe that (37) is nonpositive, (38) is positive, and (39)

and (40) are negative on .0; p1;1�. Thus,

W0.a/ D Mradj0.ar/Vradi0.br/�Mradi0.br/Vradj0.ar/
ˇ

ˇ

rD1

is positive on this interval, and so the first positive eigenvalue corresponding to ` D 0

must occur with some a > p1;1.

When ` D 1, we have

Mradj1.ar/jrD1 D a2j 00
1 .a/; (41)

Mradi1.br/jrD1 D b2i 001 .b/; (42)

Vradj1.ar/jrD1 D b2aj 0
1.a/C .d � 1/.aj 0

1.a/� j1.a//C j̨1.a/

D .b2 C d � 1/aj 0
1.a/C .˛ � .d � 1//j1.a/; (43)

Vradi1.br/jrD1 D �a2bi 01.b/C .d � 1/.bi 01.b/� i1.b//C ˛i1.b/

D .d � 1 � a2/bi 01.b/C .˛ � .d � 1//i1.b/: (44)

First, we evaluateW1.a/ at a D p1;1. In this case, (43) simplifies to

.˛ � .d � 1//j1.p1;1/ < 0:

Since d � 2, Lemma 1 gives p2
1;1 > d , so d � 1� p2

1;1 is negative. Since the b-value

corresponding to aDp1;1 is positive, i1.b/; i 01.b/, and i 001 .b/ are all positive. Thus, (42)

is positive and (44) is negative. Since j 00
1 .p1;1/ < 0, (41) is negative. Thus

W1.p1;1/ D Mradj1.p1;1r/Vradi1.br/�Mradi1.br/Vradj1.p1;1r/
ˇ

ˇ

rD1
> 0:

Next, we examineW1.a/ as a ! 0C. We note that by the series expansion for j1,

j1.a/ D c0a � c1a
3 C O.a5/; as a ! 0C:

Using (41), (43), and b2 D a2 C � , we have

Mradj1.ar/jrD1 D �6c1a
3 C O.a5/;

Vradj1.ar/jrD1 D .� C ˛/c0aC .c0 � .3� C ˛ C 2.d � 1//c1/a
3 C O.a5/:
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The derivatives of i1, and the corresponding radial boundary values, are a little more

delicate to compute:

i1.b/ D b

1
X

kD0

ck.a
2 C �/k

D b
�

c0 C
1

X

kD1

ck�
k C a2

1
X

kD1

kck�
k�1 C O.a4/

�

;

bi 01.b/ D b

1
X

kD0

ck.2k C 1/.a2 C �/k

D b
�

c0 C
1

X

kD1

ck.2k C 1/�k C a2

1
X

kD1

k.2k C 1/ck�
k�1 C O.a4/

�

;

b2i 001 .b/ D b

1
X

kD1

ck.2k C 1/.2k/.a2 C �/k

D b
�

1
X

kD1

ck.2k C 1/.2k/�kC a2

1
X

kD1

2k2.2k C 1/ck�
k�1 C O.a4/

�

;

Vradi1.br/jrD1 D b
�

1
X

kD0

ck�
k
�

˛ C 2k.d � 1/
�

C O.a2/
�

:

Combining the above computations,

W1.a/ D b
�

�6c1a
3 C O.a5/

�

�

1
X

kD0

ck�
k
�

˛ C 2k.d � 1/
�

C O.a2/
�

� b
�

.� C ˛/c0aC O.a3/
�

�

1
X

kD1

ck.2k C 1/.2k/�k

C a2

1
X

kD1

2k2.2k C 1/ck�
k�1 C O.a4/

�

D ab
�

�c0.� C ˛/

1
X

kD1

ck.2k C 1/.2k/�k C O.a2/
�

:

Recall the coefficients ck are all positive, �C˛>0, and � >0. Thus, we seeW1.a/<0

as a ! 0C. Since W1.a/ is a continuous function, it must have a zero somewhere in

the interval .0; p1;1/.

The following theorem summarizes the results of this section.
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Theorem 2. For ˛ 2 Œ��;0/, the lowest eigenvalueƒ1.BI�;˛/ of problem (28) is neg-

ative and simple. Moreover, eigenfunctions corresponding to ƒ1.BI �; ˛/ are radial.

The second eigenvalueƒ2.BI�;˛/ is nonnegative and equals zero only when ˛D �� .

For ˛ 2 .��; 0/, corresponding eigenfunctions take the form u2 D R.r/Y1. O�/, which

has simple angular dependence. Furthermore, we may rescale so that

R.r/ D j1.ar/C i1.br/; a 2 .0; p1;1/; b
2 D a2 C �;ƒ2.BI �; ˛/ D a2b2:

Proof. Since ƒ1.BI �; 0/ D 0, Lemma 3 gives that ƒ1.BI �; ˛/ < 0. We have that

ƒ2.BI �; ˛/ � 0 with equality only when ˛ D �� by the proof of Lemma 5 and

Lemma 7. Eigenfunctions for ƒ1.BI �; ˛/ are radial by Lemma 5. The claims on the

form of eigenfunctions for ƒ2.BI �; ˛/ follow from Lemma 7 (and its proof) and the

work of Section 4.1. By rescaling, we can write

R.r/ D j1.ar/C i1.br/;  D �a
2j 00

1 .a/

b2i 001 .b/
:

The constant  is determined by (30). We are justified in rescaling R so that the

coefficient of j1 equals 1 becauseMradi1 > 0 when r D 1.

6. Constructing the trial functions

We assume throughout this section that � > 0 and ˛ 2 .��; 0/. By Theorem 2, the first

eigenvalue ƒ1.BI �; ˛/ corresponds to ` D 0 and the second eigenvalue ƒ2.BI �; ˛/
corresponds to ` D 1. Following Weinberger’s approach, we use the eigenfunctions

for ƒ2.BI �; ˛/ to construct our trial functions. Let

R.r/ D j1.ar/C i1.br/; b2 D � C a2;  D �a2j 00
1 .a/=b

2i 001 .b/;

be the radial part of an eigenfunction for ƒ2.BI �; ˛/ as in Theorem 2. Here a is the

first nonzero root of W1.a/, and by Theorem 2, we have a 2 .0; p1;1/.

We then define � to be the linear extension of R as follows:

�.r/ D
´

R.r/ when 0 � r � 1;

R0.1/.r � 1/CR.1/ when r > 1:
(45)

Lemma 8. The function � defined in (45) satisfies the following properties:

1. � � 0, �0 � 0, and �00 � 0 on Œ0;1/;

2. � � r�0 is nonnegative and increasing on Œ0;1/;

3. ˛�C ��0 is decreasing on Œ0;1/ and positive on Œ0; 1�.
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Proof. (1) We first consider these functions on the interval Œ0; 1�. Since a 2 .0; p1;1/

and 0 < a < b, the constant  D �a2j 00
1 .a/=b

2i 001 .b/ satisfies 0 <  � 1 by Lemma 2.

Thus, �.r/ D j1.ar/C i1.br/ and �0.r/ D aj 0
1.ar/C bi 01.br/ are nonnegative on

Œ0; 1� since all terms are nonnegative by Lemma 2. For �00, note that by definition of

 , we have �00.1/ D 0 since

�00.r/ D a2j 00
1 .ar/b

2i 001 .b/� a2j 00
1 .a/b

2i 001 .br/

b2i 001 .b/
:

Also note �00.0/ D 0 since the Bessel functions have second derivatives that vanish at

the origin. The fourth derivative of � satisfies

�.4/.r/ D a4j
.4/
1 .ar/C b4i

.4/
1 .br/:

By Lemma 2, �.4/.r/ � 0 on Œ0; 1�, and so �00.r/ is a convex function. Since �00.0/ D
�00.1/ D 0, we conclude �00.r/ � 0 on Œ0; 1�.

On Œ1;1/, note that � is linear, so �00.r/ D 0. We also have �0.r/ D �0.1/, which

by our work above is positive. Thus, � is increasing on Œ1;1/ with �.1/ > 0, so � is

nonnegative on this interval.

(2) Set f .r/ D �.r/ � r�0.r/. Then f 0.r/ D �r�00.r/, which is nonnegative on

Œ0;1/ by part (1) of this lemma. We also clearly have f .0/ D 0, so f is nonnegative

and increasing on Œ0;1/.

(3) Now, set f .r/ D ˛�.r/C ��0.r/. Note that f 0.r/ D ˛�0.r/C ��00.r/ � 0 for

all r � 0 by part 1, so f is decreasing. So, to prove nonnegativity on Œ0; 1�, it suffices

to show f .1/ > 0.

As we saw earlier, �00.1/ D 0. The boundary condition VradR
ˇ

ˇ

rD1
D 0 gives

b2aj 0
1.a/� a2bi 01.b/C .d � 1/.�0.1/� �.1//C ˛�.1/ D 0:

Thus,

˛�.1/C ��0.1/ D �a3j 0
1.a/C b3i 01.b/C .d � 1/.�.1/� �0.1//:

Writing u D RY1 and using �00.1/ D 0, a direct computation shows that

�u D .d � 1/.�0 � �/Y1

when r D 1. Thus, using the recursion relations (19) and (22), we therefore see

˛�.1/C ��0.1/ D �a3j 0
1.a/C b3i 01.b/C a2j1.a/� b2i1.b/

D �a3
�1

a
j1.a/� j2.a/

�

C b3
�1

b
i1.b/C i2.b/

�

C a2j1.a/� b2i1.b/

D a3j2.a/C b3i2.b/:

This last expression is positive by Lemma 2.
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We are now prepared to prove our center of mass result with trial functions of the

form u D �.r/Y1. O�/.

Lemma 9. With � as in Theorem 1, let v denote an eigenfunction for ƒ1.�I �; ˛/
where ˛ 2 .��; 0/. With � defined in (45), define uk.x/D �.r/xk=r for k D 1; : : : ; d .

If
R

� v dx ¤ 0, then by translating� suitably, we may assume

Z

�

ukv dx D 0

for k D 1; : : : ; d .

Proof. By rescaling, we assume
R

� v dx > 0. The following argument uses ideas

from the proof of [25, Proposition 2]. Define functions

G.r/D
r

Z

0

�.t/ dt; r 2 Œ0;1/;

f .y/D
Z

�

G.jy � xj/v.x/ dx; y 2 R
d :

Since �.r/ is continuous on Œ0;1/, G is continuous on Œ0;1/. The function f is

continuous on R
d since � is bounded. Moreover, for jyj large, the formula for �

in (45) shows that the behavior of f .y/ is controlled by 1
2
R0.1/jyj2

R

� v.x/ dx, which

tends to 1 as jyj ! 1 sinceR0.1/ > 0. It follows that f achieves a global minimum

at some y 2 R
d , and at this point,Df.y/D 0. Written out explicitly, for k D 1; : : : ;d ,

we thus have
@f

@yk

.y/ D
Z

�

�.jy � zj/yk � zk

jy � zj v.z/ dz D 0: (46)

Making a change of variable z D x C y, we see
Z

��y

�.r/
xk

r
v.x C y/ dx D 0;

as desired.

7. Inequalities needed for the monotonicity of the Rayleigh quotient

In this section, we prove a number of technical inequalities needed to establish the

monotonicity of our Rayleigh quotient. We begin by strengthening a lower bound on

Robin eigenvalues found in [25].
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Lemma 10 (lower bound on the second Robin membrane eigenvalue). Let ˛ 2 Œ�1;0�.
Then the second eigenvalue for the Robin membrane on the unit ball satisfies

�2.BI˛/ � d.1C ˛/:

Proof. By [25, Propositions 4 and 5], the eigenfunctions associated with the Robin

membrane eigenvalues �1.BI˛/ and �2.BI˛/ can be written in the form

u1.r; O�/ D R1.r/ and u2.r; O�/ D R2.r/Y1. O�/:

In particular, Y1 D Cxk=r for some rectangular coordinate xk and constant C . Then

all H 1.B/ functions of the form R.r/Y1. O�/ are orthogonal to u1, and hence are valid

trial functions for the variational characterization of �2.BI˛/:

�2.BI˛/ D inf
u2H 1.B/

u?u1

Z

B

jDuj2 dx C ˛

Z

@B

u2 dS

Z

B

u2 dx

D inf
u2H 1.B/
uDRY1

.˛ C 1/

Z

B

jDuj2 dx

Z

B

u2 dx

� ˛

0

B

B

B

B

@

Z

B

jDuj2 dx �
Z

@B

u2 dS

Z

B

u2 dx

1

C

C

C

C

A

� .˛ C 1/�2.BI 0/� ˛�2.BI �1/: (47)

By [25, Proposition 5], we have �2.BI �1/D 0, and by definition, �2.BI0/D �2.B/,

the second Neumann membrane eigenvalue of the unit ball. But in all dimensions

d � 2, we have�2.B/Dp2
1;1>d by Lemma 1. Thus, (47) gives the desired inequality

�2.BI˛/ � �2.B/.˛C 1/ � d.1C ˛/:

We now use this lemma to establish bounds on ƒ2.BI �; ˛/.

Lemma 11. Let ˛ 2 Œ��; 0�. Then the second Robin eigenvalueƒ2.BI �; ˛/ satisfies

the bounds

d.� C ˛/ � ƒ2.BI �; ˛/ � .d C 2/.� C ˛/:

Proof. First say ˛ 2 .��; 0/. Since eigenfunctions for ƒ1.BI �; ˛/ are radial by The-

orem 2, the coordinate functions xk are valid trial functions for ƒ2.BI �; ˛/ for k D
1; : : : ; d . Thus, the variational characterization gives us

ƒ2.BI �; ˛/ �

Z

B

.jD2xkj2 C � jDxkj2/ dx C ˛

Z

@B

jxkj2 dS

Z

B

jxkj2 dx
:
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Note that jDxkj D 1 and D2xk D 0. Thus, we can rewrite the above as

ƒ2.BI �; ˛/
Z

B

jxkj2 dx � � jBj C ˛

Z

@B

jxkj2 dS:

Summing over k D 1; : : : ; d gives

ƒ2.BI �; ˛/
Z

B

jxj2 dx � �d jBj C ˛

Z

@B

jxj2 dS:

We also have

Z

B

jxj2 dx D
Z

B

r2 dx D
1

Z

0

rdC1 dr

Z

@B

1 dS D j@Bj
d C 2

and

jBj D
Z

B

1 dx D
1

Z

0

rd�1 dr

Z

@B

1 dS D j@Bj
d
:

Thus, we have

ƒ2.BI �; ˛/ � �
d jBj

.d C 2/�1j@Bj C ˛
j@Bj

.d C 2/�1j@Bj D .d C 2/.� C ˛/:

For the lower bound, we use the variational characterization for �2.BI˛=�/, not-

ing

��2.BI˛=�/ D � inf
u2H 1.B/
uDRY1

Z

B

jDuj2 dx C ˛

�

Z

@B

u2 dS

Z

B

u2 dx

� inf
u2H 1.B/
uDRY1

Z

B

.jD2uj2 C � jDuj2/ dx C ˛

Z

@B

u2 dS

Z

B

u2 dx

� inf
u2H 2.B/
uDRY1

Z

B

.jD2uj2 C � jDuj2/ dx C ˛

Z

@B

u2 dS

Z

B

u2 dx

D ƒ2.BI �; ˛/:
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We note that ˛=� 2 Œ�1; 0� and apply the bound on �2.BI ˛=�/ from Lemma 10 to

complete the proof for ˛ 2 .��; 0/. The general result follows from the continuity of

ƒ2.BI �; ˛/ in ˛ courtesy of Proposition 2.

Remark 2. Taking ˛ D �� in the above lemma gives that ƒ2.BI �;��/ D 0. Paired

with Theorem 2, we see that for ˛ 2 Œ��; 0/, ƒ2.BI �; ˛/ D 0 if and only if ˛ D �� .

Our next lemma gives bounds on both � and � C ˛ in terms of the dimension d

and a. This result is essentially an immediate consequence of the previous lemma.

Lemma 12. Suppose ˛ 2 .��; 0/, and a; b are given as in Theorem 2 by a2b2 D
ƒ2.BI �; ˛/, b2 D a2 C � . Then we have the following bounds, with the lower bounds

valid for all cases under consideration, and the upper bounds valid only when a2 <d :

a2.a2 � ˛/

d C 2 � a2
� � C ˛ � a2.a2 � ˛/

d � a2
;

a4 � .d C 2/˛

d C 2 � a2
� � � a4 � d˛

d � a2
;

.d C 2/.a2 � ˛/
d C 2 � a2

� b2 � d.a2 � ˛/
d � a2

:

Proof. To establish the first string of inequalities, we start with

d.� C ˛/ � ƒ2.BI �; ˛/ � .d C 2/.� C ˛/

from Lemma 11. Substituting

ƒ2.BI �; ˛/ D a2.� C a2/ D a2.� C ˛/C a2.a2 � ˛/;

we solve this string of inequalities for � C ˛, and use the inequality a2 <p2
1;1 < d C 2

from Lemma 1. To obtain the second string of inequalities, we solve the first string of

inequalities for � . Finally, we add a2 to all three parts of the inequality for � to obtain

the bounds on b2.

We use this lemma to prove:

Lemma 13 (large � C ˛ case). Suppose ˛ 2 .��; 0/. With a as in Theorem 2, we have

� C ˛ � 3a2

d C 2
> 0 (48)

for all �; ˛ such that either

a2 >
.3C ˛/.d C 2/

.d C 5/
or � C ˛ >

3.3C ˛/

.d C 5/
:
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Proof. First, apply the lower bound on � C ˛ from Lemma 12, which gives us

� C ˛ � 3a2

d C 2
� a4 � a2˛

d C 2 � a2
� 3a2

d C 2

D .d C 5/a2 � .d C 2/.3C ˛/

.d C 2/.d C 2 � a2/
a2: (49)

Thus, to prove our desired inequality, it suffices to prove the rational expression in (49)

is positive. Since a2 < d C 2 holds by Lemma 1, this expression is positive whenever

the numerator is. This occurs whenever

a2 >
.3C ˛/.d C 2/

d C 5
:

Thus, (48) holds whenever the above inequality holds for a2. Suppose now that

a2 � .3C ˛/.d C 2/

.d C 5/
I

then

� C ˛ � 3a2

d C 2
� � C ˛ � 3.3C ˛/.d C 2/

.d C 2/.d C 5/

D � C ˛ � 3.3C ˛/

d C 5
:

This is last expression is positive exactly when � C ˛ > 3.3C ˛/=.d C 5/.

The next lemma addresses the small � C ˛ case and complements Lemma 13.

Lemma 14 (small � C ˛, larger dimensions). Again, say ˛ 2 .��; 0/ and let a; b;

and  be as in Theorem 2. Suppose that both a2 � .3 C ˛/.d C 2/=.d C 5/ and

� C ˛ � 3.3C ˛/=.d C 5/. Then for all r 2 .0; 1�,
�

� C ˛ � 3a2

d C 2

�

j1.ar/C 
�

� C ˛ C 3b2

d C 2

�

i1.br/ > 0: (50)

Proof. Observe that our bound on � C ˛ implies that 3C ˛ > 0. Next, note that our

bound on a2 yields

a2 � .3C ˛/.d C 2/

d C 5
< 3C ˛ < 3:

When d D 2, we have

a2 � .3C ˛/4

7
� 12

7
< 2:

So, a2 < d for all dimensions d � 2. This means that the upper bounds on � C ˛ and

b2 from Lemma 12 hold. Also, notice that

b2 D � C ˛ C a2 � ˛ � 3.3C ˛/

d C 5
C .3C ˛/.d C 2/

d C 5
� ˛ D 3:
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These bounds on a2 and b2 mean that we can apply the bounds on j 00
1 and i 001 from

Lemma 2. We also establish a lower bound on  that we will use later on in this proof:

 D �a
2j 00

1 .a/

b2i 001 .b/
by choice of 

� a3d1 � a5d2

b3d1 C 6
5
b5d2

by Lemma 2, with d1; d2 defined there

D a3

b3

1 � ca2

1C 6
5
cb2

where c D d2=d1 D 5=.6.d C 4//

D a3

b3

6.d C 4/� 5a2

6.d C 4/C 6b2
simplifying via the value of c

� a3

b3

.6.d C 4/� 5a2/.d � a2/

6.d C 4/.d � a2/C 6d.a2 � ˛/ from the UB on b2 from Lemma 12

D a3

b3

.6.d C 4/� 5a2/.d � a2/

6d.d C 4 � ˛/ � 24a2
DW LB:

We now derive a sufficient condition for inequality (50). Divide through by i1.br/;

we now aim to show

�

� C ˛ � 3a2

d C 2

�j1.ar/

i1.br/
C 

�

� C ˛ C 3b2

d C 2

�

> 0:

We have from Lemma 2 that j1.ar/=i1.br/� a=b for all r 2 Œ0C; 1�. If the coefficient

.� C ˛ � 3a2

dC2
/ is nonnegative, there is nothing to prove, so we may assume it is

negative. It thus suffices to prove

�

� C ˛ � 3a2

d C 2

�a

b
C 

�

� C ˛ C 3b2

d C 2

�

> 0:

Solving this for � C ˛, we have

� C ˛ >
3.a3 � b3/

.d C 2/.aC b/
:

Using the lower bound on � C ˛ from Lemma 12, we see that a sufficient condition

for this to be satisfied is if

a2.a2 � ˛/

d C 2 � a2
>

3.a3 � b3/

.d C 2/.aC b/
:

This in turn can be solved for  , yielding

 >
a3

b3

� 3.d C 2 � a2/ � .d C 2/.a2 � ˛/

a2

b2 .a
2 � ˛/.d C 2/C 3.d C 2 � a2/

�

:
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We apply the upper bound on b2 from Lemma 12 to the a2=b2 term in the denomin-

ator, which gives us

RHS � a3

b3

� 3.d C 2 � a2/ � .d C 2/.a2 � ˛/

a2.d � a2/.dC2
d
/C 3.d C 2 � a2/

�

DW �:

Since  � LB, it suffices to show that LB > 
�. Thus, we consider

LB � � D a3

b3

�.6.d C 4/� 5a2/.d � a2/

6d.d C 4 � ˛/ � 24a2

� 3.d C 2 � a2/ � .d C 2/.a2 � ˛/

a2.d � a2/.dC2
d
/C 3.d C 2 � a2/

�

D a3

b3

� A

.6d.d C 4 � ˛/ � 24a2/.a2.d � a2/.dC2
d
/C 3.d C 2 � a2//

�

;

where the numerator A is given by

�

6.d C 4/ � 5a2
�

.d � a2/
�

a2.d � a2/
�d C 2

d

�

C 3.d C 2 � a2/
�

�
�

3.d C 2 � a2/ � .d C 2/.a2 � ˛/
��

6d.d C 4 � ˛/ � 24a2
�

:

Note that a3=b3 > 0. Additionally, since d > a2, the second denominator term

a2.d � a2/.d C 2/=d C 3.d C 2 � a2/ is positive. The other denominator term sat-

isfies

6d.d C 4 � ˛/ � 24a2 > 6d.d C 4 � ˛/ � 24d D 6d.d � ˛/;

and hence is also positive. Thus, it suffices to show that A is positive. To do this, we

first set x D a2 and multiply by d to clear the denominator; then

Ad D
�

6.d C 4/ � 5x
�

.d � x/
�

x.d � x/.d C 2/C 3d.d C 2 � x/
�

� d
�

3.d C 2 � x/� .d C 2/.x � ˛/
��

6d.d C 4 � ˛/ � 24x
�

D �5.d C 2/x4 C .16d2 C 41d C 48/x3 � d.17d2 C 58d C 114/x2

C 3d.4d3 C .13 � 2˛/d2 C 2.5� ˛/d C 16˛/x

� 6˛d2.d C 2/.d C 1 � ˛/
DW p˛.x/:

First, we aim to reduce dependence of p on ˛. Note that

@2

@˛2
p˛.x/ D 12d2.d C 2/ > 0;
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so the first derivative q˛.x/ WD @p˛=@˛ is increasing in ˛. Thus, for x 2 Œ0; d �, we

have

q˛.x/ � q0.x/ D �6d2.d C 1/x C 48dx � 6d2.d C 1/.d C 2/

� 0C 48d2 � 6d2.d2 C 3d C 2/ D �6d2.d2 C 3d � 6/:

The quadratic d2 C 3d � 6 has roots at d � �4:37; 1:37, so �6d.d2 C 3d � 6/ < 0
for all d � 2. So, q˛.x/ < 0. This means that p˛.x/ is decreasing in ˛, and hence is

minimized at ˛ D 0. Note the constant term in p˛.x/ vanishes when ˛ D 0, so we

may now consider

P.x/ WD p0.x/=x D � 5.d C 2/x3 C .16d2 C 41d C 48/x2

� d.17d2 C 58d C 114/x C 3d2.d C 2/.4d C 5/:

We aim to show P.x/ > 0 on Œ0; d �. Again, we look at higher derivatives:

P 00.x/ D �30.d C 2/x C 2.16d2 C 41d C 48/:

This function is clearly decreasing in x, so

P 00.x/ � P 00.d/ D 2d2 C 22d C 96;

and hence P 0.x/ is increasing in x. But then P 0.x/ � P 0.d/ D �6d2 � 18d < 0,

so P is decreasing in x. Thus, P is minimized when x D d , so we look at P.d/ D
6d2.d2 C 2d � 6/, which has roots d D 0;�1˙

p
7. Thus, P.d/ > 0 for all d �

2 > �1C
p
7. This means that Ad D p˛.x/ > 0 since 0 < x D a2 < d , and hence

LB � � > 0. But that is a sufficient condition for inequality (50) to be satisfied, so

we are done.

8. Proof of the isoperimetric inequality

In this, our final section, we prove the paper’s main result and related corollaries. We

begin with a preliminary tool that allows us to reduce the proof of Theorem 1 to the

case where j�j D jBj.

Lemma 15. The eigenvalues of problem (2) scale according to

ƒ.�I �; ˛/ D t�4ƒ.t�1�I t2�; t3˛/:

Proof. Let u be a valid trial function on�, and t > 0 a positive scaling constant. Then

Qu WD u.x=t/ is a valid trial function on t�. Looking at the numerator of the Rayleigh
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quotient,

NŒt�I �; ˛; Qu� D
Z

t �

.jD2 Quj2 C � jD Quj2/ dx C ˛

Z

@.t �/

Qu2 dSx

D
Z

t �

.jt�2.D2u/.x=t/j2 C � jt�1.Du/.x=t/j2/ dx

C ˛

Z

@.t �/

u.x=t/2 dSx

D td
Z

�

.t�4jD2uj2 C � t�2jDuj2/ dy C td�1˛

Z

@�

u2 dSy ;

with the last line following from the change of variable y D x=t , dy D t�ddx. Sim-

ilarly (and much more simply), we can rewrite the denominator as
Z

t �

Qu2 dx D td
Z

�

u2 dy:

Thus, we have the following relationship between the Rayleigh quotients:

QŒt�I �; ˛; Qu� D NŒt�I �; ˛; Qu�
Z

t �

Qu2 dx

D

td
Z

�

.t�4jD2uj2 C � t�2jDuj2/ dy C td�1˛

Z

@�

u2 dSy

td
Z

�

u2 dy

D

t�4

Z

�

.jD2uj2 C � t2jDuj2/ dy C t�4.˛t3/

Z

@�

u2 dSy

Z

�

u2 dy

D t�4NŒ�I t2�; t3˛; u�
Z

�

u2 dy

D t�4QŒ�I t2�; t3˛; u�:

We continue to consider � as in Theorem 1 normalized so that j�j D jBj and

keep ˛ 2 .��; 0/. We follow Weinberger’s approach [38] to prove our isoperimetric
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inequality. Recall that our trial functions for ƒ2.�I �; ˛/ take the form uk D �xk=r ,

with � defined in (45). By Lemma 9, we assume that our domain� has been suitably

translated to ensure our trial functions are orthogonal to a ground state eigenfunc-

tion v with nonzero mean corresponding to ƒ1.�I �; ˛/ (in our proof of Theorem 1,

we separately dispense of the case where v has zero mean). Then by the variational

characterization of ƒ2.�I �; ˛/, we have

ƒ2.�I �; ˛/ D inf
u2H 2.�/

u?v

QŒ�I˛; u� � QŒ�I˛; uk�:

Recalling the definition of the Rayleigh quotient Q, we can rewrite the inequality

above as

ƒ2.�I �; ˛/
Z

�

jukj2 dx �
Z

�

.jD2ukj2 C � jDukj2/ dx C ˛

Z

@�

u2
k dS:

Summing over all k D 1; : : : ; d , the left-hand side can be easily simplified. The

sum for the right-hand side is more computationally onerous. Fortunately, the volume

integral terms are treated in [16, p. 437] and the surface integral term is treated in [25,

Proposition 1]. Note that [16] considers trial functions of the form (radial function)

times xk=r , so the algebra remains valid. We then have

ƒ2.�I �; ˛/
Z

�

�2 dx �
Z

�

NŒ�� dx;

where NŒ�� is defined as

NŒ�� D .�00/2 C 3.d � 1/

r4
.� � r�0/2

C �
�

.�0/2 C d � 1
r2

�2
�

C ˛
�

2��0 C d � 1
r

�2
�

:

Note that by Lemma 8,

d

dr
�.r/2 D 2�.r/�0.r/ � 0 on Œ0;1/;

so �2 is increasing in r , and thus we observe the following monotonicity result:
Z

�

�2 dx �
Z

B

�2 dx:

In our proof of Theorem 1, we show that NŒ�� satisfies a partial monotonicity

condition. We call a function F W R
d ! R partially monotonic on � if

F.x/ > F.y/ whenever x 2 � and y … �: (51)
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Our goal is now to show:

Lemma 16. The function NŒ�� is partially monotonic on B.

Proof. Drawing from both the free plate and the Robin membrane, we group the terms

of NŒ�� as follows:

N1.r/ D .�00/2;

N2.r/ D 3

r4
.� � r�0/2 C �

�2

r2
C ˛

�2

r
;

N3.r/ D �.�0/2 C 2˛��0;

so that we have NŒ�� D N1.r/C .d � 1/N2.r/CN3.r/.

Let us address N1 first. Recall that � is linear for r � 1; therefore �00 vanishes in

this region. By Lemma 8, �00 � 0 on Œ0; 1�. Moreover, �00 < 0 on .0; 1/, since �00 is

strictly convex on .0;1/with �00.0/D �00.1/D 0. We conclude that .�00/2 satisfies (51)

whenever x ¤ 0 (when x D 0 we have equality). In the remainder of the proof, we

show that .d � 1/N2.r/C N3.r/ is decreasing on Œ1;1/, and that N2.r/ and N3.r/

are decreasing on Œ0; 1� with N3.r/ strictly decreasing near r D 0.

Consider the terms .d � 1/N2.r/C N3.r/ together for Œ1;1/. Recall � is linear

on this interval. We write �.r/ D Ar C B , where A D �0.1/ and B D �.1/ � �0.1/

are both nonnegative by Lemma 8. Then

.d � 1/N2.r/CN3.r/ D 3.d � 1/B2

r4
C �.d � 1/B2

r2
C d � 1

r
.˛B2 C 2AB�/

C d.�A2 C 2˛AB/C .d C 1/A2˛r;

.d � 1/N 0
2.r/CN 0

3.r/ D �12.d � 1/B2

r5
� 2�.d � 1/B2

r3

� d � 1

r2
.˛B2 C 2AB�/C .d C 1/A2˛:

Since �0.1/ > 0 and ˛ < 0, .d � 1/N2.r/CN3.r/ eventually becomes negative and

decreasing as r ! 1 . We also note that .d � 1/N 0
2.r/CN 0

3.r/ is negative whenever

˛B C 2A� � 0. But, by Lemma 8, we have ��0.1/C ˛�.1/ D .� C ˛/AC ˛B � 0,

so

˛B C 2A� � �.� C ˛/AC 2A� D .� � ˛/A � 0:

Thus, .d � 1/N2.r/CN3.r/ is decreasing on Œ1;1/.

We next considerN2.r/ and N3.r/ separately for Œ0; 1�. First, note that

N 0
3.r/ D 2��0�00 C 2˛��00 C 2˛.�0/2

D 2�00.˛�C ��0/C 2˛.�0/2;
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which is nonpositive since ˛ < 0 and ˛�C ��0 � 0 by Lemma 8. Thus,N3 is decreas-

ing on Œ0; 1�. Moreover, since �0.0/ > 0, N3.r/ is strictly decreasing near r D 0.

To show N2 is decreasing as a function of r for r 2 Œ0; 1�, we again differentiate:

N 0
2.r/ D � 2

r3
.� � r�0/

� 6

r2
.� � r�0/C 3�00 C ��

�

� ˛�
2

r2
C 2˛��0

r

D � 2

r3
.� � r�0/

� 6

r2
.� � r�0/C 3�00 C ��C ˛r�

2

�

C ˛
��0

r
:

Since � � r�0 is nonnegative by Lemma 8, and the coefficient ˛ < 0, the above

expression will be nonpositive once we establish

n2.r/ WD 6

r2
.� � r�0/C 3�00 C ��C ˛r�

2
� 0:

To do this, note that ˛ < 0, � � 0, and r 2 Œ0; 1� give us

n2.r/ � 6

r2
.� � r�0/C 3�00 C .� C ˛/�:

Recall that on Œ0; 1�, our radial function �.r/D j1.ar/C i1.br/. Then we have (see

[16, p. 440], for instance)

6

r2
.� � r�0/C 3�00 C .� C ˛/�

D
�

� C ˛ � 3a2

d C 2

�

j1.ar/C 
�

� C ˛ C 3b2

d C 2

�

i1.br/

C 3.d C 1/

d C 2

�

a2j3.ar/C b2i3.br/
�

:

The modified Bessel functions i1 and i3 are nonnegative everywhere and, since � C ˛

� 0, their coefficients are nonnegative as well. The Bessel functions j1.ar/ and

j3.ar/ are nonnegative for r 2 Œ0; 1� by Lemma 2, and the coefficient of j3 is also

clearly nonnegative. Thus, we must address the coefficient of j1.

For a2 > .3C ˛/.d C 2/=.d C 5/ or � C ˛ > 3.3C ˛/=.d C 5/, this coefficient

is nonnegative by Lemma 13. When a2 � .3 C ˛/.d C 2/=.d C 5/ and � C ˛ �
3.3C ˛/=.d C 5/, the first line is nonnegative on Œ0; 1� by Lemma 14. Thus, the sum

is nonnegative, and so n2 � 0. We have therefore shownN2.r/ is decreasing on Œ0; 1�.

Taken in sum, our work shows that NŒ�� is partially monotonic on B.

We are now prepared to prove our main result.

Proof of Theorem 1. First suppose j�j D jBj and ˛ 2 .��; 0/ with v our fixed eigen-

function for ƒ1.�I �; ˛/. If it so happens that v has zero mean, then the constant
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function 1 is a valid trial function in the Rayleigh quotient for ƒ2.�I �; ˛/ and so

ƒ2.�I �; ˛/ � ˛

Z

@�

1 dS

Z

�

1 dx

D ˛
j@�j
j�j < 0:

By Theorem 2, we haveƒ2.BI �; ˛/ > 0, and so

ƒ2.�I �; ˛/ < ƒ2.BI �; ˛/

in this case. Thus, we may assume that the eigenfunction v has nonzero mean. From

Lemma 16 and the discussion that precedes it, we have

ƒ2.�I �; ˛/ �

Z

�

NŒ�� dx

Z

�

�2 dx

�

Z

�

NŒ�� dx

Z

B

�2 dx

D

Z

�\B

NŒ�� dx C
Z

�nB

NŒ�� dx

Z

B

�2 dx

�

Z

�\B

NŒ�� dx C j� n Bj sup
�nB

NŒ��

Z

B

�2 dx

�

Z

�\B

NŒ�� dx C jB n�j inf
Bn�

NŒ��

Z

B

�2 dx

�

Z

�\B

NŒ�� dx C
Z

Bn�

NŒ�� dx

Z

B

�2 dx

D

Z

B

NŒ�� dx

Z

B

�2 dx

D ƒ2.BI �; ˛/;

where the fourth inequality relies on partial monotonicity. Moreover, since NŒ�� is

partially monotonic and� is a C1 domain, equality holds if and only if � D B. The

isoperimetric inequality holds at ˛ D ��; 0 by the continuity of the eigenvalues in ˛.

When � is a general domain, choose t so that jt�1�j D jBj. Then since ��=t <
˛ < 0, we deduce

t�4ƒ2.t
�1�I t2�; t3˛/ � t�4ƒ2.BI t2�; t3˛/;
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which impliesƒ2.�I�;˛/�ƒ2.tBI�;˛/ by Lemma 15. The sharpness of the inequal-

ity is inherited from the normalized version, and the inequality holds at ˛ D ��=t; 0
again by continuity.

Proof of Corollary 1. Taking ˛ D 0 in Theorem 1, one immediately obtains

ƒ2.�I �; 0/ D !2.�/ � !2.�
�/ D ƒ2.�I �; 0/:

To prove the second statement, we assume� is normalized so that j�j D jBj. Observe

that � is an eigenvalue of problem (5) precisely when 0 is an eigenvalue of the Robin

problem (2) with ˛ D �� . By taking ˛ D �� in Theorem 1, we obtain

ƒ2.�I �;��/ � ƒ2.BI �;��/ D 0;

where the last equality holds by Remark 2. On the other hand, one hasƒ2.�I �; 0/ D
!2.�/ > 0. Thus, we are led to define

˛0 D sup¹˛ W ƒ2.�I �; ˛/ D 0º:

Sinceƒ2.�I �; ˛/ is continuous with respect ˛, we have �� � ˛0 < 0. Then � D �˛0

is an eigenvalue of problem (5), and by construction �2.�/ D �˛0. Thus

�2.�/ D �˛0 � � D �2.B/; (52)

where the last equality holds by Remark 2.
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