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Subsurface distances for hyperbolic 3-manifolds fibering
over the circle

Yair N. Minsky and Samuel J. Taylor

Abstract. For a hyperbolic fibered 3-manifold M , we prove results that uniformly relate the struc-
ture of surface projections as one varies the fibrations of M . This extends our previous work from
the fully-punctured to the general case.

1. Introduction

Let M be a hyperbolic 3-manifold, and let S be a fiber in a fibration of M over the
circle. The corresponding monodromy is a pseudo-Anosov homeomorphism 'W S ! S

and comes equipped with invariant stable and unstable laminations �˙ on S . LetNS!M

be the infinite cyclic covering of M corresponding to S .
As a consequence of the proof of Thurston’s ending lamination conjecture, Min-

sky [19] and Brock–Canary–Minsky [10] develop combinatorial tools to study the geom-
etry of a hyperbolic manifold homeomorphic to S �R. Applying their work to the special
case of NS Š S �R explains how the geometry of NS , and hence that of M , is coarsely
determined by combinatorial data associated to the pair of laminations �˙. In particular,
using only the pair �˙, a combinatorial model of NS (called the model manifold) is con-
structed and this model is shown to be bi-Lipschitz toNS , where the bi-Lipschitz constant
depends only on the complexity of the surface S . For this, one of the main combinatorial
tools are the Masur–Minsky subsurface projections [17], which associate to each sub-
surface Y � S a subsurface projection distance dY .��; �C/ measuring the complexity
of �˙ as seen from Y . In fact, subsurface projections have proven to be useful in several
settings [6, 16, 22] and have been generalized in many directions [5, 7, 8, 25].

These developments suggest the following outline for studying the geometry of a hy-
perbolic fibered 3-manifold M : apply the model manifold machinery to an infinite cyclic
cover ofM associated to a fiber and use this to make conclusions about the structure ofM .
In fact, because of Agol’s resolution of the virtual fibering conjecture [3], this simple idea
generalizes to any hyperbolic manifold by first passing to a finite sheeted cover which
fibers over the circle.
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Unfortunately, this approach is too naïve for a number of reasons, perhaps the most
important of which is that the complexity of a fiber in the appropriate cover is not known
at the outset. Indeed, even when a fibered manifold M is fixed, if dim.H 1.M IR// � 2,
thenM fibers in infinitely many ways, and the complexities of the corresponding fibers are
necessarily unbounded. Since the bi-Lipschitz constants in the model manifold theorem
depend on the complexity of the underlying surface, this approach goes nowhere without
a precise understanding of how the constants relating geometry to combinatorics vary as
the surface changes.

To salvage this approach, one would like control over how the tools at the center of
the construction depend on complexity. The purpose of this paper is to give such uniform,
explicit control on subsurface projection distances as one varies the fibers within a fixed
fibered manifold. This extends our previous work [20] that handled the special case of
fully-punctured fibered manifolds (see below for details).

Main results

Recall that the fibrations of a manifoldM are organized into finitely many “fibered faces”
of the unit ball in H 1.M;R/ of the Thurston norm [26], where each fibered face F has
the property that all primitive integral classes in the open cone RCF represent a fiber (see
Section 2.3). Associated to each fibered face is a pseudo-Anosov flow which is transverse
to every fiber represented in RCF [13].

Our first main result bounds the size and projection distance for all subsurfaces of all
fibers over a fixed fibered face F. The constant D in the statement is no more than 15 (see
Section 2.1.2) and j�0.Y /j D max¹j�.Y /j; 1º.

Theorem 1.1 (Bounding projections for M ). Let M be a hyperbolic fibered 3-manifold
with fibered face F. Then for any fiber S contained in RCF and any subsurface Y of S ,

j�0.Y /j � .dY .�
�; �C/ � 16D/ � 2DjFj;

where jFj is a constant depending only on F.

In particular, subsurface projections are uniformly bounded over the fibered face F as
are the complexities of subsurfaces whose projection distances are greater than 16D. Note
that since M has only finitely many fibered faces, this bounds the size of all subsurface
projections among all fibers of M .

Second, we relate subsurfaces of different fibers in the same fibered face of M . Note
that here the constants involved do not depend on the manifold M .

Theorem 1.2 (Subsurface dichotomy). Let M be a hyperbolic fibered 3-manifold, and
let S and F be fibers of M which are contained in the same fibered cone. If W � F
is a subsurface of F , then either W is homotopic, through surfaces transverse to the
associated flow, to an embedded subsurface W 0 of S with

dW 0.�
�; �C/ D dW .�

�; �C/
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or the fiber S satisfies

9D � j�.S/j � dW .�
�; �C/ � 16D:

Along the way to establishing our main theorems, we prove several results that may
be independently interesting. While most of these concern the connection between the
manifold M and the veering triangulation of the associated fully-punctured manifold
(see the next section for details), we also obtain information about subsurface projections
to immersed subsurfaces.

For a finitely generated subgroup � < �1.S/, let S� ! S be the corresponding cover.
If Y � S� is a compact core, the covering map restricted to Y is an immersion and we say
that Y ! S corresponds to � < �1.S/. Lifting to the cover induces a (partially defined)
map of curve and arc graphs which we denote by �Y WA.S/! A.Y /. (When � is cyclic,
we set A.Y / to be the annular curve graph A.S�/ as usual.) Note that these constructions
depend on � but not on the choice of Y and that �Y agrees with the usual subsurface
projection when Y � S is an embedded subsurface.

Theorem 1.3 (Immersions to covers). There is a constant M � 38 satisfying the fol-
lowing: Let S be a surface, and let Y ! S be an immersion corresponding to a finitely
generated � < �1.S/. Then either

• there is a subsurface W � S so that Y ! S factors (up to homotopy) through a finite
sheeted covering Y ! W , or

• the diameter of the entire projection of A.S/ to A.Y / is bounded by M .

The novelty of Theorem 1.3 is that the constantM � 38 is explicit and uniform over all
surfaces and immersions. Previously, Rafi and Schleimer proved that for any finite cover
zS!S , there is a constant T � 0 (depending on zS and S ) such that if Y � zS is a subsurface
with dY .˛; ˇ/ � T for ˛; ˇ 2 A.S/, then Y covers a subsurface of S [23, Lemma 7.2].

Relation to our previous work

Given a fibered face F of M and its associated pseudo-Anosov flow, the stable/unstable
laminations ƒ˙ of the flow intersect each fiber to give the laminations associated to
its monodromy. Removing the singular orbits of the flow produces the fully-punctured
manifold VM associated to the face F. If 'WS ! S is the monodromy of some fiber S rep-
resenting a class in RCF, then VM is the mapping torus of the surface VS obtained from S by
puncturing at the singularities of '. The fibered face of VM containing VS is denoted by VF,
and the inclusion VM �M induces an injective homomorphismH 1.M IR/ ,!H 1. VM IR/
mapping RCF into RC VF.

In our previous work [20], we restricted our study of subsurface projections in fibered
manifolds to the fully-punctured settings. When VM is fully-punctured, it admits a canon-
ical veering triangulation � [1, 14] associated to the fibered face VF. We found that the
combinatorial structure of this triangulation encodes the hierarchy of subsurface projec-
tions for each fiber VF in RC VF. As a result, we established versions of Theorems 1.1 and 1.2
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in that restricted setting (though with better constants than available in general). In fact,
when the fibered manifold is fully-punctured there are additional surprising connections
between the veering triangulation and the curve graph. For example, a fiber VF of VM is
necessarily a punctured surface, and edges of the triangulation � (when lifted to the cover
of VM corresponding to VF ) form a subset of the arc graph A. VF /. This subset is geodesical-
ly connected in the sense that for any pair of arcs of VF coming from edges of � , there is
a geodesic in A. VF / joining them consisting entirely of veering edges [20, Theorem 1.4].
Such a result cannot have a precise analog if, for example, the manifold M is closed.

In this paper, we extend our study to general (e.g., closed) hyperbolic fibered mani-
folds. The main difficulty here is that these manifolds do not admit veering triangulations.
So our approach is to start with an arbitrary fibered manifold M and consider the veering
triangulation of the associated fully-punctured manifold VM . (For example, the constant jFj
appearing in Theorem 1.1 is precisely the number of tetrahedra of the veering triangulation
of VM associated to VF.) Unfortunately, results about subsurface projections to fibers of M
do not directly imply the corresponding statements in VM . Instead, we develop tools to
relate sections of the veering triangulation (i.e., ideal triangulations of the fully-punctured
fiber by edges of the veering triangulation) to subsurface projections in the fibers of M .

Summary of paper

In Section 2, we present background material. In particular, we summarize the definition
of the veering triangulation (Section 2.2) and recall the main constructions from [20] that
connect the structure of the veering triangulation on VS � R to subsurface representatives
in VS (Section 2.4).

Section 3 introduces the lattice structure of sections of the veering triangulation. It con-
cludes with Section 3.2 which details how sections (which are ideal triangulations of the
fully-punctured surface VS ) are used to define projections to the curve graph of subsurfaces
of the original surface S . This is followed by Section 4 where Theorem 1.3 is proven. This
section does not use veering triangulations and can be read independently from the rest of
the paper.

In Section 5, we prove two estimates that relate the veering triangulation of the fully-
punctured manifold VM to fibers of M . The first (Proposition 5.1) shows that for each
subsurface Y of S , there are top and bottom sections of VS �R which project close to the
images of �˙ in A.Y /. The second (Lemma 5.2) shows that these projections to A.Y /

move slowly from �Y .�
�/ to �Y .�C/ depending on the size of Y . Both of these estimates

are needed for proofs of Theorems 1.1 and 1.2.
Finally, in Sections 6 and 7, Theorems 1.1 and 1.2 are proven. The bulk of the proof of

Theorem 1.1 involves building a simplicial pocket for the subsurface Y that embeds into
the veering triangulation of VM whose “width” is approximately j�.Y /j and whose “depth”
is at least dY .��; �C/. For Theorem 1.2, we show that if a subsurface W of a fiber F is
not homotopic into another fiber S (in the same fibered cone) then, after puncturing along
singular orbits of the flow, a section (triangulation) of VS contains many edges, proportional



Subsurface distances for hyperbolic 3-manifolds fibering over the circle 5

to the “depth” of the pocket for W . For each of these arguments, the difficulty lies in the
fact that we are extracting information about the original manifold M and projections to
subsurfaces of its fibers by relying on the veering triangulation of VM , which a priori only
records information about projections to its fully-punctured fibers.

2. Background

Here we record basic background that we will need throughout the paper. We begin with
some material that follows easily from standard facts about curve graphs and then recall
the definition of the veering triangulation. We conclude by reviewing results from [20]
which develop connections between the two.

Remark 2.1 (Pseudo-Anosov conventions). For a pseudo-Anosov homeomorphism 'W

S ! S , we denote its stable and unstable lamination by �C and ��, respectively. Here
we use the dynamical convention that the leaves of �C are contracted by '. Hence, in
natural coordinates away from singularities for the quadratic differential q whose verti-
cal/horizontal foliations are determined by �C=��, respectively, ' has the form�

k 0

0 k�1

�
;

where k > 1 is the stretch factor of '.
The choice to denote the stable lamination by �C comes from the 3-dimensional per-

spective. The mapping torus of ' is defined by

M' D
S �R

.x; t/ � .'.x/; t � 1/
;

so that the first return map of the positive flow in the R direction is '. This means that the
deck translation on the cover S � R in the positive R direction acts by '�1 on S , so that
the positive deck translations of any fixed curve in S converge in P ML to �C. This is
consistent with the fact from hyperbolic geometry that if one considers the hyperbolic
structure on S � R that covers the unique hyperbolic structure on M' , then the ending
lamination for the positive end of S �R is �C.

Note that with this convention, we have the slightly counterintuitive fact that the unsta-
ble lamination �� is the attracting point for ' with respect to its action on the space of
projective measured laminations P ML.

2.1. Curve graph facts and computations

The arc and curve graph A.Y / for a compact surface Y is the graph whose vertices are
homotopy classes of essential simple closed curves and proper arcs. Edges join vertices
precisely when the vertices have disjoint representatives on Y . Here, essential curves/arcs
are those which are not homotopic (rel endpoints) to a point or into the boundary.
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If Y is not an annulus, homotopies of arcs are assumed to be homotopies through
maps sending boundary to boundary. This is equivalent to considering proper embeddings
R! int.Y / into the interior of Y up to proper homotopy, and we often make use of this
perspective. When Y is an annulus, the homotopies are also required to fix the endpoints.
We consider A.Y / as a metric space by using the graph metric, although we usually
only consider distance between vertices. For additional background, the reader is referred
to [17, 19].

If Y � S is an essential subsurface (i.e., one that is �1-injective and contains an
essential curve), we have subsurface projections �Y .�/ which are defined for simplices
� � A.S/ that intersect Y essentially, otherwise the projection is defined to be empty.
Namely, after lifting � to the cover SY associated to �1.Y /, we obtain a collection of
properly embedded disjoint essential arcs and curves, which determine a simplex of
A.Y / WDA.SY /. We let �Y .�/ be the union of these vertices. The same definition applies
to a lamination � that intersects @Y essentially.

When Y is an annulus, these arcs have natural endpoints coming from the standard
compactification of zS DH2 by a circle at infinity. We remark that �Y does not depend on
any choice of hyperbolic metric on S .

When Y is not an annulus and � and @Y are in minimal position, we can also identify
�Y .�/ with the isotopy classes of components of � \ Y .

When �, �0 are two arc/curve systems or laminations, we denote by dY .�; �0/ the
diameter of the union of their images in A.Y /, that is,

dY .�; �
0/ D diamA.Y /.�Y .�/ [ �Y .�

0//:

2.1.1. An ordering on subsurface translates. Here we prove a lemma that will be need-
ed in Section 6. It establishes an ordering on translates of a fixed subsurface under a pseu-
do-Anosov map by appealing to a more general ordering of Behrstock–Kleiner–Minsky–
Mosher [6], as refined in Clay–Leininger–Mangahas [11].

Fix a pseudo-Anosov 'W S ! S with stable and unstable laminations �C and ��,
respectively. Recall from Remark 2.1 that �� is the unstable lamination of ' and hence its
attracting fixed point on P ML.

Lemma 2.2. If dY .��; �C/ � 20, then for any n � 1 with �Y .'n.@Y // ¤ ;,

dY .'
n.@Y /; ��/ � 4:

Proof. First consider the set of subsurfaces � D ¹Y WdY .�
�; �C/� 20º. If Y ,Z are mem-

bers of � that overlap nontrivially then, following [11], we say Y � Z if

dY .@Z; �
C/ � 4:

According to [11, Proposition 3.6], this is equivalent to the condition that dZ.@Y;��/� 4,
and any two overlapping Y; Z 2 � are ordered. Moreover, by [11, Corollary 3.7], � is
a strict partial order on � .
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Returning to our setting, suppose that Y 2 � and that 'n.Y / and Y overlap for some
n � 1. Consider the sequence Yi D 'in.Y / and note that Y0 D Y .

Now, we know that @Yi ! �� in P ML as i ! C1. This implies that for large
enough i , we have dY .@Yi ; ��/ � 1, and hence Yi � Y0.

On the other hand, if Y0 � Y1 then, since ' preserves �˙, we have Yi � YiC1 for all i .
Since � is transitive, this would imply that Y0 � Yi , a contradiction.

Since Y0 and Y1 are ordered, we must have Y1 � Y0. Hence, dY .'n.@Y /; ��/ � 4,
which is what we wanted to prove.

2.1.2. Distance and intersection number. For an orientable surface S with genus g � 0
and p � 0 punctures, set � D �.S/ D 2gC p � 4 D j�.S/j � 2. The following lemma of
Bowditch will be important in making our estimates uniform over complexity. Asymptot-
ically stronger, yet less explicit, bounds were first proven by Aougab [4].

Lemma 2.3 (Bowditch [9]). For any integer n � 0 and curves ˛; ˇ 2 A.S/.0/ with
� D �.S/, we have

2n � i.˛; ˇ/ � �nC1) dS .˛; ˇ/ � 2.nC 1/:

If the surface S is punctured, then for any arcs a and b in A.S/.0/ there are a curve
˛ 2 A.S/.0/ disjoint from a and a curve ˇ 2 A.S/.0/ disjoint from b such that i.˛; ˇ/ �
4 � i.a; b/ C 4. These curves are constructed using the standard projection from the arc
graph to the curve graph: ˛ is a boundary component of a neighborhood of a [ P1 [
� � � [Pk , where Pi is a loop circling the i th puncture of S .

Applying Lemma 2.3 together with the above observation, we compute that for curves/
arcs a; b 2 A.S/.0/ and �.S/ � 3,

dS .a; b/ < 6C 2 �
log.2i.a; b/C 1/

log. �
2
/

;

where log D log2. We also recall the standard complexity independent inequality (see,
e.g., [15, 24])

dS .a; b/ � 2 log.i.a; b//C 2;

where i.a;b/ > 0. Using these inequalities, straightforward computations (which we omit)
show that for any curves/arcs a; b 2 A.S/.0/,

i.a; b/ � 8j�.S/j C 4) dS .a; b/ � 15; (2.1)

and
i.a; b/ � 32j�.S/j C 8) dS .a; b/ � 18: (2.2)

We remark that the above mentioned work of Aougab [4] implies that if i.a; b/ �
Kj�.S/j, then dS .a; b/ � 3, as long as j�.S/j is sufficiently large (depending on K).
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2.1.3. Proper graphs. Throughout the paper, we will use curve graph tools to study
objects that arise from (partially) ideal triangulations of surfaces. To do this, we intro-
duce the notion of a proper graph.

A proper graph in S is a one-complex G minus some subset of the vertices, properly
embedded in S . A connected proper graph is essential if it is not properly homotopic into
an end of S or to a point. In general, G is essential if some component is essential.

A proper arc or curve a is nearly simple in a proper graphG if a is properly homotopic
to a proper path or curve in G which visits no vertex of G more than twice. Note that
a proper graph G in S is essential if and only if it carries an essential arc or curve. Define

AS .G/ D ¹a 2 A.S/.0/W a is nearly simple in Gº: (2.3)

Corollary 2.4. Suppose thatG is an essential proper graph in S with at most 2j�.S/j C 1
vertices. Then diamS .AS .G// � D for D D 15.

Proof. Let a and b be essential arcs or curves that are nearly simple in G. Realize a and b
in a small neighborhood of G so that they intersect only in neighborhoods of the vertices
of G. Since a and b each pass through any neighborhood of a vertex at most twice, they
intersect at most 4.2j�.S/j C 1/ times. By the computations in equation (2.1), this implies
that dS .a; b/ � 15.

2.2. Veering triangulations

Our basic object here is a Riemann surface X with an integrable holomorphic quadratic
differential q, which fits into a sequence

VX � X � xX

as follows: xX is a closed Riemann surface on which q extends to a meromorphic quadratic
differential, and P D xX X X is a finite set of punctures which includes the poles of q,
if any. Let sing.q/ be the union of P with the zeros of q, so that

poles.q/ � P � sing.q/

and set VX D xX X sing.q/. When X D VX , we say that X is fully-punctured.
Let �C and �� be the vertical and horizontal foliations of q, which we assume contain

no saddle connections.
The constructions of Agol [1] and Gueritaud [14] yield a fibration

…W N ! VX

whose fibers are oriented lines, so that N Š VX � R, and N is equipped with an ideal
triangulation � whose tetrahedra, called � -simplices, are characterized by the following
description.
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Let pW

§

X ! VX be the universal covering map and yX the metric completion of

§

X .
The completion points, or singularities, of yX are in bijective correspondence with the
preimages of once-punctured disks centered at punctures of VX . Note that p extends to an
infinite branched covering yX ! xX . In more detail, let x 2 yX be a puncture with angle k� .
LettingD1 be the quotient by z!�z of a disk in the complex plane, the Euclidean metric
descends to a metric with a cone point of angle � at 0 2 D1. The pullback of this by a k-
fold branched cover of D1 over 0 gives a model for the metric in xX in a neighborhood
of x, which we call Dx .

A component of the preimage of VDx D Dx X ¹xº in

§

X can then be identified with
its universal cover

§

Dx which is the infinite cyclic cover of D1 X ¹0º. The metric comple-
tion yDx of

§

Dx is obtained by adding a single point yx, whose neighborhood basis is the set
of preimages of open neighborhoods of 0 in D1. The covering map extends to an infinite
branched cover yDx ! Dx � yX sending yx to x. Note that in this sense, each completion
point of yX has infinite total angle.

We remark that one can define the completion of the universal cover of X in the same
manner, where the singularities are exactly the completion points, which have infinite total
angle, along with the singular points of the lifted quadratic differential, which have finite
total angle.

A singularity-free rectangle in yX is an embedded rectangle whose edges are leaf seg-
ments of the lifts of �˙ and whose interior contains no singularities of yX . IfR is a maximal
singularity-free rectangle in yX , then it contains exactly one singularity on the interior
of each edge. The four singularities span a quadrilateral in R which we can think of as
the image of a tetrahedron by a projection map whose fibers are intervals, as pictured in
Figure 1.

Figure 1. A maximal singularity-free rectangleR defines a tetrahedron equipped with a map intoR.

The tetrahedra of N are identified with all such tetrahedra, up to the action of �1. VX/,
where the restriction of … is exactly this projection to the rectangles, followed by p.

A � -edge in VX is the …-image of an edge of � , or equivalently a saddle connection
of q whose lift to

§

X spans a singularity-free rectangle. A � -edge in X or xX is the closure
of a � -edge in VX .

When 'WS ! S is a pseudo-Anosov homeomorphism, let X denote S endowed with
a Riemann surface structure and a holomorphic quadratic differential q whose foliations
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are the stable and unstable foliations of '. Then �˙ have no saddle connections, so
we may construct N , on which ' induces a simplicial homeomorphism ˆ of N , whose
quotient VM ' is the mapping torus of 'j VS . Equivalently, VM D VM ' is obtained from the
mapping torus M' by removing the singular orbits of its suspension flow, which we dis-
cuss next.

2.3. Fibered faces of the Thurston norm

Let M be a finite-volume hyperbolic 3-manifold. A fibration � WM ! S1 of M over
the circle comes with the following structure: There is a primitive integral cohomology
class in H 1.M I Z/ represented by ��W �1M ! Z, which is the Poincaré dual of the
fiber F . There is also a representation of M as a quotient .F � R/=ˆ, where ˆ.x; t/ D
.'.x/; t � 1/ and where 'WF ! F is a pseudo-Anosov homeomorphism called the mon-
odromy map. The map ' has stable and unstable (singular) measured foliations �C and ��

on F . Finally, there are the suspension flow inherited from the natural R action on F �R,
and suspensions ƒ˙ of �˙ which are flow-invariant 2-dimensional foliations of M . Note
that the deck transformation ˆ translates in the opposite direction of the lifted flow. This
is so that the first return map to the fiber F equals '.

The fibrations of M are organized by the Thurston norm k � k on H 1.M IR/ [26] (see
also [12]). This norm has a polyhedral unit ball B with the following properties:

(1) Every cohomology class dual to a fiber is in the cone RCF over a top-dimensional
open face F of B .

(2) If RCF contains a cohomology class dual to a fiber, then every primitive integral
class in RCF is dual to a fiber. The face F is called a fibered face and its primitive
integral classes are called fibered classes.

(3) For a fibered class ! with associated fiber F , k!k D ��.F /.

In particular, if dimH 1.M IR/ � 2 and M is fibered, then there are infinitely many fibra-
tions, with fibers of arbitrarily large complexity. We will abuse terminology by saying that
a fiber (rather than its Poincaré dual) is in RCF.

The fibered faces also organize the suspension flows and the stable/unstable foliations:
If F is a fibered face, then there are a single flow and a single pairƒ˙ of foliations whose
leaves are invariant by  , such that every fibration associated to RCF may be isotoped so
that its suspension flow is  up to a reparameterization, and the foliations �˙ for the
monodromy of its fiber F are ƒ˙ \ F . These results were proven by Fried [13]; see also
McMullen [18].

Finally, we note that the veering triangulation of VM , like the flow itself, is an invariant
of the fibered face containing the fiber VS (see [2] or [20, Proposition 2.7]).

2.4. Subsurfaces, q-compatibility, and �-compatibility

We conclude this section by reviewing some essential constructions from [20] and direct
the reader there for the full details. In short, the idea is that if Y is a subsurface of
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.X; q/ with dY .��; �C/ sufficiently large, then Y has particularly nice forms; the first
with respect to the q-metric, and the second with respect to � .

Let Y � X be an essential compact subsurface, and let XY D zX=�1.Y / be the asso-
ciated cover of X . We say a boundary component of Y is puncture-parallel if it bounds
a disk in xX X Y that contains a single point of P . We denote the corresponding subset
of P by PY and refer to its elements as the punctures of Y . Let zPY denote the subset of
punctures of XY which are encircled by the boundary components of the lift of Y to XY .
In terms of the completed space xXY , zPY is exactly the set of completion points which have
finite total angle. Let @0Y denote the union of the puncture-parallel components of @Y ,
and let @0Y denote the rest. Observe that the components of @0Y are in natural bijection
with PY and set Y 0 D Y X @0Y .

Identifying zX with H2, let ƒY � @H2 be the limit set of �1.Y /, �Y D @H2 XƒY ,
and yPY � ƒY the set of parabolic fixed points of �1.Y /. Let C.XY / denote the com-
pactification of XY given by .H2 [�Y [ yPY /=�1.Y /, adding a point for each puncture-
parallel end of XY , and a circle for each of the other ends.

q-convex hulls. As above, identify zX with H2, and let yX be its metric completion with
respect to the lift of q. Let ƒ � @H2 be a closed set, and let CH.ƒ/ be the convex hull
of ƒ in H2. Using the results of [20, Section 2.3], we define the q-convex hull CHq.ƒ/
as follows.

Assume first that ƒ has at least 3 points. Each boundary geodesic l of CH.ƒ/ has
the same endpoints as a (biinfinite) q-geodesic lq in yX (we note that lq may meet @H2

at interior points). Further, lq is unique unless it is part of a parallel family of geodesics,
making a Euclidean strip.

The metric completion yX is divided by lq into two sides, and one of the sides, which
we call Dl , meets @H2 in a subset of the complement of ƒ. The side Dl is either a disk
or a string of disks attached along completion points. If lq is one of a parallel family of
geodesics, we include this family in Dl . After deleting from yX the interiors of Dl for all l
in @CH.ƒ/, we obtain CHq.ƒ/, the q-convex hull. See Figure 2.

Figure 2. On the left are a few boundary geodesics of CH.ƒ/. On the right are those geodesics
replaced with the corresponding q-geodesics. Note that if l denotes the lower-right geodesic on the
left side, then the interior of lq (on the right side) meets @H2 in a single completion point. In this
case, Dl is a string of two disks.
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If ƒ has two points, then CHq.ƒ/ is the closed Euclidean strip formed by the union
of q-geodesics joining those two points.

Now, fixing a subsurface Y , we can define a q-convex hull for the cover XY by taking
a quotient of the q-convex hull CHq.ƒY / of the limit set ƒY of �1.Y /. This quotient,
which we will denote by CHq.XY /, lies in the completion yXY . We remark that in general
CHq.XY / may be a total mess, e.g., it may have empty interior. The opposite situation,
when the interior of CHq.XY / is homeomorphic to the interior of Y , is depicted in Fig-
ure 3. This is equivalent to the condition that Y is q-compatible, which we now turn to
define.

q-compatibility. Let O�W Y ! XY be the lift of the inclusion map to the cover. We say
that the subsurface Y of X is q-compatible if the interior of CHq.ƒY / is a disk. In this
case, [20, Lemma 2.6] implies that O�WY ! XY is homotopic to a map O�q WY ! xXY which
restricts to a homeomorphism from Y X @0Y to

Yq D CHq.XY / X zPY :

We recall that by [20, Lemma 5.1], if Y is q-compatible, then

(1) the projection �q WY ! xX of O�q to xX is an embedding from int.Y / into X which is
homotopic to the inclusion,

(2) O�q.@Y X @0Y / does not pass through points of zPY .

See Figure 3. The embedded image �q.int.Y // is an open representative of Y in X and is
denoted by intq.Y /.

Figure 3. The image of a q-compatible subsurface Y in xXY undery�q . Open circles are points of zPY
(corresponding to the image of @0Y ), and dots are singularities not contained in zPY . The ideal
boundary of XY is in blue.

The following is our main tool for proving q-compatibility; it is [20, Proposition 5.2].

Proposition 2.5 (q-compatibility). Let Y � X be an essential subsurface.

(1) If Y is nonannular and dY .��; �C/ � 3, then Y is q-compatible.

(2) If Y is an annulus and dY .��; �C/ � 4, then Y is q-compatible. In this case,
intq.Y / is a flat cylinder.

We remark that the constants in [20, Proposition 5.2] are slightly different since dY
was defined there to be the minimal distance between projections.
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�-compatibility. Next we focus on compatibility with respect to the veering triangu-
lation. Call a q-compatible subsurface Y � X �-compatible if the map O�q W Y ! xXY is
homotopic rel @0Y to a map O�� W Y ! xXY which is an embedding on Y 0 D Y X @0Y

such that

(1) O�� takes each component of @0Y D @Y X @0Y to a simple curve in xXY X zPY com-
posed of a union of � -edges,

(2) the map �� WY ! xX obtained by composing O�� with xXY ! xX restricts to an embed-
ding from int.Y / into X .

When the subsurface Y is � -compatible, we set

@�Y � �� .@
0Y /

which is a collection of � -edges with disjoint interiors. We call @�Y the � -boundary of Y
and consider it as a 1-complex of � -edges in X . (At times we will also think of @�Y as
a collection of disjoint � -edges in the fully-punctured surface VX .) Similar to the situation
of a q-compatible subsurface, if Y is � -compatible, then one component of X X @�Y is an
open subsurface isotopic to the interior of Y ; this is the image �� .int.Y // and is denoted
by int� .Y /. For future reference, we set Y� � XY to be the intersection of XY with the
image of O�� . By definition, the covering XY ! X maps the interior of Y� homeomorphi-
cally onto int� .Y /.

The following result is [20, Theorem 5.3].

Theorem 2.6 (� -compatibility). Let Y � X be an essential subsurface.

(1) If Y is nonannular and dY .��; �C/ � 3, then Y is � -compatible.

(2) If Y is an annulus and dY .��; �C/ � 4, then Y is � -compatible.

The comment following Proposition 2.5 also applies here.

3. Veering triangulations and subsurfaces

Here we study the connection between sections of the bundle N ! VX and projections to
subsurfaces of X . In brief, we tailor the theory of subsurface projections to the veering
structure. This is accomplished in Lemma 3.6 and Proposition 3.7.

3.1. Sections of the veering triangulation

A section of the veering triangulation � in N is a simplicial embedding sW . VX;�/! N

that is a section of the fibration…WN ! VX . Here,� is an ideal triangulation of VX , which
by construction consists of � -edges. We will also refer to the image of s in N , which we
often denote by T , as a section.

There is a bijective correspondence between sections of N and ideal triangulations
of VX by � -edges. More generally, we use the notation…� to denote the map that associates
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e

f

Figure 4. Two � -edges with e > f .

to any subcomplex of a section the corresponding union of � -simplices of VX , and we
use…� to denote its inverse. In particular, ifK is a union of disjoint � -edges of VX ,…�.K/
is the subcomplex of N obtained by lifting its simplices to N . Note that T and T 0 differ by
a tetrahedron move in N if and only if the ideal triangulations …�.T / and …�.T 0/ differ
by a diagonal exchange. Here, an upward (downward) tetrahedron move on a section T
replaces two adjacent faces at the bottom (top) of a tetrahedron with the two adjacent top
(bottom) faces.

Since the fibers of …WN ! VX give N an oriented foliation by lines and each of these
lines meets each section exactly once, we have the following observation: For each x 2N

and each section T of N , it makes sense to write x � T or x � T depending on whether x
lies weakly below or above T along the orientation of the line through x. (Here, x � T
and x � T imply that x 2 T .) In fact, this ordering extends to each simplex of N ; we
write � � T if x � T for each x 2 � . Since we will use this fiberwise ordering for several
(simplicial) constructions, it is important to note that it is consistent along simplices; that
is, if x � T and � is the smallest simplex containing x, then � � T . Finally, if K is
a subcomplex of N , then K � T if for each simplex � of K, � � T .

In [20, Section 2.1], we define a strict partial order among � -edges using their spanning
rectangles: If e crosses f , we say that e > f if e crosses the spanning rectangle of f from
top to bottom, and f crosses the spanning rectangle of e from left to right (i.e., if the slope
of e is greater than the slope of f ). A priori, this partial order is defined in the universal
cover zX , but it projects consistently to VX and so defines a partial order of � -edges there as
well. See Figure 4.

This definition is consistent with the ordering of the simplices …�.e/, …�.f / in N ,
and, in particular, the following holds.

Lemma 3.1. With notation as above, K � T if and only if whenever an edge e of …�.T /
crosses an edge f of …�.K/, we have f < e.

Proof. First, let f be any � -edge in VX , and let � be a triangulation of VX by � -edges.
By [20, Lemma 3.4], if e is an edge of� and e > f , then there is an edge of� crossing f
which is downward flippable, meaning that there is a diagonal exchange of � replacing it
with an edge of smaller slope. (An analogous statement holds if f > e.) Such a diagonal
exchange results in a triangulation �0 either containing f or still containing an edge e0
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with e0 > f . After finitely many downward diagonal exchanges, we arrive at a triangula-
tion by � -edges which contains the edge f . (See [20, Section 3] for details.) Translating
this statement to N , this means that starting with…�.�/ there is a sequence of downward
tetrahedron moves resulting in a section containing …�.f /. Hence, …�.f / � …�.�/.

This, together with the corresponding result for when K � T , implies the lemma.

Given sections T1 and T2, we use U.T1; T2/ to denote the subcomplex of N between
them. Formally, U.T1; T2/ is the subcomplex of N which is the union of all simplices �
such that either T1 � � � T2 or T2 � � � T1.

It will be helpful to consider the lattice structure of sections. For sections T1, T2, we
denote their fiberwise maximum by T1 _ T2. If we name the oriented fiber containing x
by lx , this is the subset ¹x 2 N W x D maxl¹lx \ T1; lx \ T2ºº, where the max is taken
with respect to the ordering on each lx . See Figure 5.

Figure 5. The section T1 is blue and the section T2 is red. The section T1 _ T2 is highlighted in
yellow.

Lemma 3.2. If T1 and T2 are sections, then T1 _ T2 is a section.

Proof. Since the restriction of… to T1 _ T2 is a homeomorphism to VX , it suffices to show
that T1 _ T2 is a subcomplex of N . Let x 2 T1 _ T2 and suppose that x is contained in T1.
Then x � T2 and so if � is the minimal simplex of T1 containing x, we see � � T2. Hence,
� � T1 _ T2, and we conclude that T1 _ T2 is indeed a section.

We can define the minimum T1 ^ T2 of two sections similarly. With this terminology,
it makes sense to say that T1 _ T2 is the top of U.T1; T2/. More precisely, T1 _ T2 �
U.T1; T2/ and for every simplex � � U.T1; T2/, � � T1 _ T2. Similarly, we say that
T1 ^ T2 is the bottom of U.T1; T2/. Further, using our definitions we see that

U.T1; T2/ D U.T1 ^ T2; T1 _ T2/:

Note that the part of T1 that lies above T2 is T1 \ .T1 _ T2/.

Sections through a subcomplex. Let E � VX be a union of disjoint � -edges, and set
K D …�.E/ to be the corresponding subcomplex of N . (Our primary example will be
E D @�Y for a � -compatible subsurface Y of X . In this situation, we think of @�Y as
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a collection of � -edges of VX .) We define T .E/ D T .K/ to be the set of sections of N

which contain K as a subcomplex. Similarly, we define �.E/ D �.K/ as the set of ideal
triangulations of VX by � -edges containing E. We recall the following two basic results
from [20]. The first states simply that T .E/ is nonempty. It is [20, Lemma 3.2].

Lemma 3.3 (Extension lemma). Suppose that E is a collection of � -edges in VX with
pairwise disjoint interiors. Then T .E/ is nonempty.

The second [20, Proposition 3.3] states that T .K/ is always connected by tetrahedron
moves. This includes, in particular, the case of T .;/, the set of all sections.

Lemma 3.4 (Connectivity). If E is a collection of � -edges in X with pairwise disjoint
interiors, then�.E/ is connected via diagonal exchanges. In terms of N , forKD…�.E/,
T .K/ is connected via tetrahedron moves.

Moreover, if T1; T2 2 T .K/ with T1 � T2, then there is a sequence of upward tetrahe-
dron moves from T1 to T2 through sections of T .K/.

As explained in [20, Corollary 3.6], whenever E ¤ ;, there is a well-defined top TC

and bottom T � of T .E/. That is, TC 2 T .E/ and for any T 2 T .E/, T � TC.

'-sections. Let q be a quadratic differential associated to a pseudo-Anosov homeomor-
phism '. Recall that the deck transformation ˆ of N is chosen to translate in the opposite
direction of the flow.

Say that a section T of the veering triangulation � is a '-section ifˆ.T / � T . In other
words, T is a '-section if every � -edge of…�.ˆ.T //D '.…�.T //which crosses a � -edge
of …�.T / does so with lesser slope. Note that if T is a '-section, then ˆj .T / � ˆi .T /
for all i � j .

Agol’s original construction produces a veering triangulation from a sequence of diag-
onal exchanges through '-sections [1, Proposition 4.2]. In fact, he proves the following
assertion.

Lemma 3.5 (Agol). There is a sweep-out of � through '-sections. That is, there is a se-
quence .Ti /i2Z of '-sections such that TiC1 is obtained from Ti by simultaneous upward
tetrahedron moves.

3.2. Projections to �-compatible subsurfaces

In this section, we define a variant of the subsurface projections �Y that is adapted to
the simplicial structure of � . In the hyperbolic setting, �Y .˛/ can be defined using the
geodesic representatives of the surface Y and the curve ˛. In our setting, we need to use
the simplicial representative Y� of a � -compatible surface Y and a collection of � -edges
representing ˛. The main result here will be Proposition 3.7, which shows, in a suitable
setting, that the simplicial variant of the projection is uniformly close to the usual notion.

Recall first the notion of a proper graph G in a surface from Section 2.1.3 and its
image AS .G/ in the arc graph (definition (2.3)).
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If E is a collection of � -edges of VX with disjoint interiors, then its closure in X ,
clX .E/, is a proper graph. This is the union of the corresponding saddle connections inX .
In particular, if K is a subcomplex of a section, then E D …�.K.1// is such a collection
of � -edges and we make the notational abbreviation

AX .K/ D AX .clX .…�.K.1////: (3.1)

Note that for any section T , we have (Corollary 2.4) diam.AX .T // � D, where D D 15.
Suppose that Y � X is a � -compatible nonannular subsurface and G � X is a union

of � -edges with disjoint interiors (i.e., a proper graph of � -edges). Then int� .Y / \G is
a proper graph in int� .Y /, and we set

��Y .G/ D AY .int� .Y / \G/: (3.2)

Note that this could in general be empty, if int� .Y / \G is not essential.
When Y is a � -compatible annulus, int� .Y / \ G is a collection of disjoint arcs each

of which is contained in the interior of a � -edge. Taking the preimages of these � -edges
in XY , we obtain the projection ��Y .G/ by associating to each such � -edge a that joins
opposite sides of @Y� � XY , the collection of complete q-geodesics a� in XY that con-
tain it. Each of these geodesics gives a well-defined arc of A.Y / D A.XY /, and if there
are no such � -edges, then the projection is empty.

In general, this notion of subsurface projection is easily extended to a subcomplex K
of a section of N , in analogy with (3.1). We simply write

��Y .K/ D �
�
Y .clX .…�.K.1////:

Finally, we define the subsurface distance between subcomplexes K1 and K2 to be

dY .K1; K2/ D dY .�
�
Y .K1/; �

�
Y .K2//: (3.3)

The following lemma establishes some important technical properties of � -compatible
subsurfaces. Key to the argument is the construction of int� .Y / from intq.Y / that appears
in [20, Theorem 5.3] and is illustrated in Figure 6.

We remark that one difficulty in what follows is that the � -representative int� .Y /,
unlike the q-representative intq.Y /, is not convex with respect to the q metric.

Lemma 3.6. Let Y and Z be � -compatible subsurfaces of X , and let G � X be a proper
graph of � -edges.

(1) The diameter diamY .�
�
Y .G// is bounded by D D 15. If Y is an annulus, then

diamY .�
�
Y .G// � 3.

(2) If Y and Z are disjoint, then so are int� .Y / and int� .Z/.

(3) The subsurface int� .Y / is in minimal position with the foliation �˙. In particular,
the arcs of int� .Y / \ �˙ agree with the arcs of �Y .�˙/.
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Figure 6. Left: intq.Y / is shaded, contains the blue singularities, and its boundary contains the black
saddle connection. Middle: the “inner t-hull construction” isotopes the surface within itself; its new
boundary consists of saddle connections (dark red) through the blue singularities. Right: int� .Y /,
whose boundary consists of � -edges (blue), is then produced with the “outer t-hull construction”.

Proof. The graph G \ int� .Y / has its vertices in int� .Y / \ sing.q/. By Gauss–Bonnet,
jint� .Y / \ sing.q/j � 2j�.Y /j, and so .1/ follows from Corollary 2.4 when Y is not an
annulus.

If Y is an annulus, then recall that intq.Y / is a flat annulus and that intq.Y / � int� .Y /
since the process of going from the q-hull to the � -hull for annuli only pushes outward
(cf. [20, Remark 5.4]). Lifting to the annular coverXY , let a, b be � -edges coming fromG

that join opposite sides of Y� . Then a and b are disjoint and any of their q-geodesic exten-
sions a�, b� cross the maximal open flat annulus intq.Y / of XY in subsegments of a, b,
respectively. Moreover, by a standard Gauss–Bonnet argument (e.g., [21, Lemma 3.8]),
any two q-geodesic segments intersect at most once in any component of XY X intq.Y /.
Hence, a�, b� intersect at most twice and so diamY .�

�
Y .G// � 3 when Y is an annulus.

Items .2/ and .3/ follow exactly as in [20, Lemma 6.1]. As that lemma was proven
only in the fully-punctured case, we note that in general for item .2/ one must perform the
inner t-hull construction (middle of Figure 6) as an intermediate step. However, since this
pushes each surface within itself, it must preserve disjointness. For .3/, the isotopy from
intq.Y / to int� .Y / pushes along the leaves of �C (or ��). Hence, the leaves of �C (or ��)
are in minimal position with int� .Y / since they are with intq.Y /, by the local CAT.0/
geometry.

We note that it follows from Lemma 3.6 (3) (or directly from its proof) that if z�˙

are the lifts of �˙ to zX and C �Y is a component of the preimage of int� .Y /, then the
intersection of C �Y with each leaf of z�˙ is connected.

The following proposition relates the projections defined here to the usual notion of
subsurface projection.

Proposition 3.7. Let Y , Z be � -compatible subsurfaces of X , and assume �Z.@Y / ¤ ;.
Further assume that dY .��; �C/ � 3 (or if Y is an annulus that dY .��; �C/ � 6). Then

diamZ.�
�
Z.@�Y / [ �Z.@Y // � 7:

As usual, let XZ denote the Z-cover of X . In this subsection, a core Z0 of XZ is
a submanifold with boundary which is a complementary component of simple curves and
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proper arcs such that Z0 ! XZ is a homotopy equivalence. This definition includes the
usual convex core in the hyperbolic metric as well as Z� � XZ (Section 2.4). In general,
@Z0 � XZ is a collection of curves and arcs.

Let  be any essential curve or proper arc in XZ . Note that  may not be in minimal
position with @Z0, that is, there may be bigons between arcs of  and @Z0. To handle this
situation, we make the following definition: For some k � 0, we say that  is in k-position
with respect to @Z0 if k is the largest integer such that a collection of k nested subsegments
of @Z0 cobound bigons with subsegments of  whose interiors are contained in XZ XZ0.
See Figure 7.

Figure 7. The curve/arc  (blue) is in 4-position with respect to @Z, but not 3-position. Note that
the arcs of @Z cobounding these bigons are nested.

The point of this condition is the following lemma.

Lemma 3.8. Suppose thatZ is a nonannular subsurface of X and that XZ andZ0 are as
above. Let  be an essential curve or proper arc in XZ which is in k-position with respect
to @Z0, and let y be an essential arc of  \Z0. Then

dZ.y; �Z.// � 2 log.2k/C 2:

Proof. To prove the lemma, we consider y as an arc of XZ as follows: For each endpoint
p 2 y \ @Z0 append to y a proper ray in XZ starting at p which meets Z0 only at p.
Let y� denote the resulting essential arc of XZ . (Under the implicit/canonical identifica-
tion A.int.Z0//ŠA.XZ/, y and y� are identified.) Now we claim that as isotopy classes
of arcs in XZ , y� and  have at most 2k essential intersections, thus proving the lemma.

For this, first push y� slightly to one side of itself, so that y� and  are transverse. Then
each point pi 2 y� \ @Z0 (i D 1; 2) is contained in no more than k nested subsegments
of @Z0 which cobound bigons Bi with  , as in the definition of k-position. See Figure 8.

Since each component of XZ X int.Z0/ is a disk or an annulus, it follows that there is
an isotopy supported in XZ X int.Z0 [B1 [B2/ which removes all of the intersections
between  and y� which are not contained in B1 [B2. Hence,  and y� have at most 2k
essential intersections. This completes the proof.
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Figure 8. The arc  (green) is in 2-position with @Z. The arc y� (blue) intersects  essentially no
more than twice.

Because int� .Y / is an open subsurface representative of Y , it does not provide a good
representative of @Y . So for the proof of Proposition 3.7, we do the following: Let Yn
(n � 1) be the exhaustion of int� .Y / by subsurfaces isotopic to Y obtained by removing
the open "n-neighborhood of @�Y . Here, "n ! 0 as n!1, and distance is taken with
respect to the flat metric q. Note that by our definitions, each A.Yn/ is naturally identified
with A.Y /. When Y is not an annulus, we will use the property that, through this identi-
fication, for any curve or arc a in X , the collection of curves and arcs in A.Y / given by
a \ Yn eventually agrees with the collection given by a \ int� .Y /.

Proof of Proposition 3.7. First suppose that Z is not an annulus.
As above, let Yn be the exhaustion of int� .Y / introduced above. To keep notation

simple, we set Y D Yn for n sufficiently large (to be determined later). Note that by con-
struction, @Y and @�Y are disjoint in X . Hence, if  is any essential component of the
preimage of @Y in XZ , then  is disjoint from the preimage of @�Y . Letting y be any
essential component of  \ Z� , this shows that dZ.y; ��Z.@�Y // � 1. Hence, it suffices
to bound the distance between y and �Z./ in A.Z/. This will follow from Lemma 3.8,
once we show that  is in 2-position with respect to @Z� in XZ .

Suppose that this were not the case; that is, suppose that there is a point p 2 @Z�
which is contained in 3 nested subsegments of @Z� , each of which cobounds a bigon
with a subarc of  contained in XZ X int.Z� /. We now lift this picture to zX to produce
a component C �Z of the preimage of Z� in zX , a point zp 2 @C �Z , and arcs z1, z2, z3 in the
preimage of  that cobound bigons with nested subsegments of @C �Z containing zp. (The
arcs are ordered so that z1 is innermost, i.e., closest to zp, and z3 is outermost.) Let B be
the bigon cobounded by a subarc of @C �Z and z3.

Since these arcs are components of preimages of @Y , we can use them to produce
a component CY of the preimage of Y in zX such that

(1) some component of @CY contains z1 or z2,
(2) CY \ B contains a component which is a disk whose sides alternate between

subarcs of @CY and subarcs of @C �Z .
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Figure 9. The component CY (green) and its intersection with l˙ (blue). The intersection of the
black zig-zag arc with zX give components of @C �

Z
.

For simplicity, we assume that z1 is contained in the component of @CY in item .1/ and
denote the other component of @CY \ B that appears in item .2/ by z�. (It may be that
z� D z2.) See Figure 9.

Now since the leaves of �˙ are in minimal position with respect to Z� (Lemma 3.6
and the comment that follows), the intersection of each leaf of z�˙ (the lifts of �˙ to zX )
with C �Z is connected. Hence, we may choose subrays l˙ in z�˙ which are based at zp and
are disjoint from int.C �Z/. By condition .2/ above, each of l˙ must pass first through z1
and then through z�. Moreover, each of l˙ \ CY is an arc joining distinct components
of @CY , once n is sufficiently large, again by Lemma 3.6, this time applied to Y .

If Y is also nonannular, then we conclude that the two leaf segments �˙ \ CY project
to give homotopic components of �C \ Y and �� \ Y . Once n is sufficiently large, this
gives homotopic components of �C \ int� .Y / and �� \ int� .Y /, and by Lemma 3.6, we
see that dY .�C; ��/ � 2. This contradiction shows that  is in 2-position with @Z� and
completes the proof when neither Y nor Z are annuli.

If Y is an annulus, then as remarked above, intq.Y / is a flat annulus and intq.Y / �
int� .Y /. The argument above produces rays l˙ such that l˙ \CY are leaf segments of z�˙.
We claim that these segments project to disjoint arcs of Y . Otherwise, there is a deck
transformation g that stabilizes CY such that .g � l� \ lC/ \ CY is nonempty. In this
case, we have g �B \B ¤ ; (where B is the bigon from above), and so g �C �Z \C

�
Z ¤ ;.

Since Z is � -compatible, this implies that g stabilizes C �Z and contradicts our assumption
that Y and Z overlap.

Hence, we conclude that the intersections l˙ \CY project to disjoint leaf segments in
Y � int� .Y /�XY . For n large as above, these leaves do not intersect again before exiting
int� .Y / in XY . Since leaves of �˙ intersect at most once outside the maximal open flat
annulus int.Yq/ � XY , this produces representatives of �Y .��/ and �Y .�C/ intersecting
at most twice. Hence, dY .�C; ��/ � 5 giving the same contradiction as before.
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It remains to establish the proposition when Z is an annulus. Since �Z.@Y / ¤ ;,
there is a � -edge in the lift of @�Y to XZ that joins boundary components of Z� on
opposite sides of the core curve of XZ . Fix any such � -edge a. Since intq.Z/ � int� .Z/,
a crosses intq.Z/ � XZ and has its endpoints in XZ X intq.Z/. Recall the definition of
a� 2 ��Z.@�Y / from the discussion following equation (3.2).

Let  be any essential component of the lift of @Y to XZ , and let q be its geodesic
representative in the q-metric. As before, the preimage of @Y in XZ can be made dis-
joint from q since Y is q-compatible. Since q is a q-geodesic, its intersection with
intq.Z/ � XZ is contained in a single saddle connection b. Moreover, because Y is � -
compatible, any saddle connection of @qY � X intersects any � -edge of @�Y � X at most
once in its interior (see, e.g., [20, Theorem 5.3]), and so a and b intersect at most once.
If a� is any extension of a to a complete q-geodesic in XY , then we have by the same
Gauss–Bonnet argument as for the proof of Lemma 3.6 that q intersects a� at most three
times. We conclude that

diamZ.�
�
Z.@�Y / [ �Z.@Y // � 2C dZ.a

�; q/ � 6;

and the proof of Proposition 3.7 is complete.

4. From immersions to covers

When defining the subsurface projection �Y for a subsurface Y � S , we consider preim-
ages of curves in the cover SY associated to Y . Of course, the same operation can be done
for any cover of S corresponding to a finitely generated subgroup of �1.S/. The main
theorem of this section (Theorem 4.1, which is Theorem 1.3 in the introduction) gives
a concrete explanation for why these more general projections do not capture additional
information. This will be an essential ingredient for the proof of Theorem 7.1.

First, for a finitely generated subgroup � < �1.S/, let S� ! S be the corresponding
cover. If Y � S� is a compact core, the covering map restricted to Y is an immersion, and
we say that Y ! S corresponds to � < �1.S/. Lifting to the cover induces a (partially
defined) map of curve and arc graphs which we denote by �Y WA.S/! A.Y /, and we
define dY .˛; ˇ/ and diamY accordingly. Note that these constructions depend on � and
not on the choice of Y , and that �Y agrees with the usual subsurface projection when
Y � S .

The goal of this section is the following theorem, which may be of independent
interest.

Theorem 4.1 (Immersion to cover). There is a uniform constant M � 38 satisfying the
following: Let S be a surface and let Y ! S be an immersion corresponding to a finitely-
generated � < �1.S/. Then either diamY .A.S// �M , or Y ! S is homotopic to a finite
cover Y ! W for W a subsurface of S .

Theorem 4.1 will follow as a corollary of the following statement.
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Theorem 4.2. Let Y ! S be an immersion corresponding to � < �1.S/, and let �˙

be a transverse pair of foliations without saddle connections. If dY .��; �C/ � 37, then
Y ! S is homotopic to a finite cover Y ! W for W a subsurface of S .

Let q be a quadratic differential whose horizontal and vertical foliations are �˙, and
let X denote S endowed with q. For a curve or arc ı, denote its horizontal length with
respect to q by hq.ı/ and its vertical length with respect to q by vq.ı/. For a homo-
topy class, we let hq and vq denote the minima over all representatives. Recall that
a multicurve  is balanced at q if hq./ D vq./. For the quadratic differential q and
a multicurve  , there is always some time t 2 R such that  is balanced at qt , where qt is
the image of q under the Teichmüller flow for time t .

We let XY D X� denote the associated cover, and recall from Section 2.4, the defini-
tion of the q-hull Yq � XY . If dY .��; �C/ � 5, then Yq is embedded in XY , by which
we mean the map O�q is an embedding on Y X @0Y (Proposition 2.5). In the language of
the previous section, Yq is a core of XY , and @Yq � XY is a collection of locally geodesic
curves and proper arcs (of finite q-length).

If ˛, ˇ are curves or properly embedded arcs in X , then we let jY .˛; ˇ/ denote the
minimum, over all components a of �Y .˛/ and b of �Y .ˇ/, of the number of intersection
points of a and b. We may also use the same notation if ˛, ˇ are laminations in S , or essen-
tial curves or properly embedded arcs in Y . The following inequality comes essentially
from [21].

Lemma 4.3. Suppose Yq is embedded in the cover XY , and @Y is balanced with respect
to q. Then for any essential curve or arc ı in Yq , we have

4 � `q.ı/ � jY .�; ı/ � `q.@Y /;

for � equal to either �C or ��.

Proof. We show the inequality for �C. First recall that Yq contains a union of maximal
vertical strips S1; : : : ; Sn with disjoint, singularity-free interiors having the property that
hq.@Y / D 2

P
i hq.Si /. Here, hq.Si / denotes the width of the strip Si . For details of this

construction, see [21, Section 5]. If ı is an essential curve or arc of Yq , then ı crosses each
strip Si at least jY .ı; �C/ times since each strip is foliated by segments of �C. Hence

hq.ı/ �
X
i

hq.Si / � jY .ı; �
C/ D

1

2
hq.@Y / � jY .ı; �

C/:

Since @Y is balanced, hq.@Y / D vq.@Y / and so `q.@Y / � 2hq.@Y /. We conclude

`q.ı/ � hq.ı/ �
1

4
`q.@Y / � jY .ı; �

C/

as required.

We now proceed with the proof of Theorem 4.2.
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Proof of Theorem 4.2. We may suppose that dY .��; �C/ � 5 so that Yq is embedded
in XY . If Y is an annulus, then int.Yq/ � XY is a flat annulus which must cover a flat
annulus in X . So we now suppose that Y is not an annulus. We may further assume,
applying the Teichmüller flow to q if necessary, that @Yq is balanced.

Let P be either S1 or R. If  WP ! XY is a parameterization of a boundary com-
ponent of Yq (see Figure 3), then we say that a re-elevation of  is any lift to XY of
R! P


! XY

p
! X , where R ! P is the universal cover, and we say that the re-el-

evation is essential if it meets Yq essentially. From nonpositive curvature of the metric,
a re-elevation is essential if and only if it meets int.Yq/.

We note that with this terminology, Y ! X covers a subsurface of X if and only if
there are no essential re-elevations of components of @Yq , since in this case

p�1.p.@Yq// \ Yq D @Yq

(see [20, Lemma 6.6]). Thus our goal now is to prove that if dY .��; �C/ is sufficiently
large, independent of Y and X , then there are no essential re-elevations of @Yq .

Let gWR! XY be a re-elevation of  , let .a; b/ � R be a component of g�1.intqY /,
and let z denote the restriction of g to Œa; b�. This is a geodesic path (possibly with self-
intersection) with endpoints in @Yq , and if g is essential, then z may be chosen to be
essential.

We now look for a restriction of z to an essential simple arc or curve. Let d 2 Œa; b�
be the supremum over t 2 Œa; b� for which z jŒa;t� is an embedding.

Case 1: d < b. Then there exists c 2 Œa; d/ such that z.d/ D z.c/. Thus x D z jŒc;d� is
an embedded loop.

Case 1a: x is an essential loop, which we name � . In the case where P D S1, divide R
into fundamental domains for the covering map R! S1, so that c is a boundary point of a
fundamental domain, and let l � 0 be the number of full fundamental domains contained
in Œc; d �. When P D R, set l D 0. Hence, as  is a component of @qY ,

`q.�/ � `q.z jŒc;d�/ � .l C 1/ � `q.@qY /:

By Lemma 4.3,

jY .�
˙; �/ � `q.@Y / � 4 � `q.�/ � 4.l C 1/ � `q.@Y /;

and so jY .�˙; �/ � 4.l C 1/.
The Gauss–Bonnet theorem for the Euclidean cone metric on Yq implies that the num-

ber of singularities in the interior of Yq is no more than 2j�.Y /j, and since z jŒc;d� is an
embedded loop, it visits each of these singularities of Yq at most once. As z jŒc;d� con-
tains at least l singularities interior to Yq , we obtain l � 2j�.Y /j. Combining this with the
inequality arrived at above, we conclude that

jY .�
˙; �/ � 4.2 � j�.Y /j C 1/:
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We now invoke Lemma 2.3 (and in particular equation (2.1)) to conclude that

dY .�
˙; �/ � 15:

Hence, dY .��; �C/ � 30 as required.

Case 1b: If xD z jŒc;d� is inessential, it still cannot be null-homotopic since g is a geodesic
path, so it must be peripheral. That is, either x bounds a punctured disk in Yq or x
cobounds an annulus A with a boundary component u of Yq . We claim that in the lat-
ter case the endpoint z.a/ does not lie on u.

Suppose otherwise. Then there are two possibilities. If z jŒd;dC"/ does not enter A,
then x is a q-geodesic loop: at z.c/ it subtends an angle of at least � inside A, and at z.d/
it subtends an angle of at least � outside A. (See Figure 10.) But this is a contradiction,
x cannot be a geodesic representative of u and is not equal to u.

u

A

z.c/ D z.d/

� �

z.a/

Figure 10. When z meets itself but glances off the annulus A, we obtain a geodesic loop homotopic
to the boundary component u.

If z jŒd;dC"/ enters A for small ", then we claim there is an immersed q-geodesic
bigon cobounded by arcs of z , which contradicts nonpositive curvature. Indeed, thicken A
slightly to an annulusA0, and let t > d be the smallest value for which z.t/meets @A0 X u.
Consider the lifts of z jŒa;t� to the universal cover zA0 of A0. This cover is an infinite strip,
and the lifts form a Z-periodic sequence of arcs connecting the two boundary components.
One may order the lifts by their endpoints on (either) boundary component, and then we
see that, since each lift crosses the lift above it at a preimage of z.d/, two consecutive
lifts must intersect at least twice. This produces an immersed bigon downstairs, and our
contradiction (see Figure 11).

We conclude that the concatenation � of z jŒa;d� followed by z jŒa;c� traversed in the
opposite direction is an essential arc of Yq which is homotopic to an embedded arc (Fig-
ure 12). Moreover, since x is embedded, � meets no singularity interior to Yq more than
twice. Hence, if we let l � 0 be the number of fundamental domains in Œa; d �, defined
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u

A

z.c/ D z.d/

z.a/

Figure 11. On the right is the annulus A formed when  crosses itself at its first intersection point.
Its thickening A0 is indicated by the dotted circle. At left is the universal cover of A0 where one can
see the bigon between translates of the lift of z .

�

z.c/ D z.d/

z.a/

Figure 12. The concatenation � is formed from the self-intersection of z . The inner circle represents
u or the puncture.

exactly as above, then `q.�/ � 2`q.z jŒa;d�/ � 2.l C 1/ � `q.@Y /. Using the same reason-
ing as in the previous case, we conclude that jY .�˙; �/ � 8.l C 1/. Using the fact that �
meets no singularity of Yq more than twice, we have l � 4j�.Y /j and hence

jY .�
˙; �/ � 8.4 � j�.Y /j C 1/:

This time we apply equation (2.2) to conclude that dY .�˙�/ � 18 and so

dY .�
�; �C/ � 36:

Case 2: d D b. This final case is handled just like case 1a, except that � D z is an essential
arc with embedded interior, rather than an essential loop.

This completes the proof of Theorem 4.2.

Theorem 4.1 now follows as a corollary.
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Proof of Theorem 4.1. Suppose that Y does not cover a subsurface of S . Let ˛, ˇ be two
curves with nontrivial projection to Y , and let .�˛n/n�0 and .�ˇn /n�0 be any sequences of
filling laminations such that ˛ is contained in the Hausdorff limit of �˛n and ˇ is contained
in the Hausdorff limit of �ˇn . For example, if f W S ! S is any pseudo-Anosov homeo-
morphism, then we can take the stable and unstable laminations of T n˛ ı f ı T

n
ˇ

which are
pseudo-Anosov for all but finitely many n 2 Z. Here T denotes the Dehn twist about the
curve  .

Now let qn D q.�˛n; �
ˇ
n / be the holomorphic quadratic differential whose vertical and

horizontal foliations are determined by �˛n and �ˇn , respectively. By Theorem 4.2, then
dY .�

˛
n; �

ˇ
n / � 36 for each n 2 Z. However, for large enough n � 0, �Y .˛/ � �Y .�˛n/

and �Y .ˇ/ � �Y .�
ˇ
n /, and we conclude that dY .˛; ˇ/ � 36. Since ˛ and ˇ were arbitrary

curves with nontrivial projection to Y , we conclude that diamY .A.S// � 38.

5. Uniform bounds in the veering triangulation

In this section, we produce two estimates relating sections of the veering triangulation
to subsurface projections in the original surface X . In Proposition 5.1, we show that for
a � -compatible subsurface Y of X , the ��Y -projections of the top and bottom sections
of T .@�Y / are near the projections of �C and ��, respectively, to A.Y /. In Lemma 5.2,
we show that if sections T1 and T2 have sufficiently far apart ��Y -projections to A.Y /,
then they must differ by at least j�.Y /j tetrahedron moves in the veering triangulation.
Both estimates will be important ingredients in the proof of Theorem 6.1.

5.1. Top/bottom of the pocket and distance to �˙

Let Y � X be a � -compatible subsurface as in Section 2.4. Since @�Y is a collection of
edges of � with disjoint interiors in X , Lemma 3.3 gives that T .@�Y / ¤ ;. Let T˙ 2
T .@�Y / denote the top and bottom sections containing @�Y .

The following proposition is analogous to [20, Proposition 6.2] in the fully-punctured
setting. However, more work is needed here to relate the projection of TC to the projection
of �C in the curve and arc graph of Y .

Proposition 5.1 (Compatibility with � and distance to �˙). Let T˙ be the top and bottom
sections in T .@�Y /. For any sectionQ � TC, dY .Q;�C/ �DC 1 and for anyQ � T �,
dY .Q; �

�/ � D C 1.

Recall that dY .Q; ��/ stands for dY .��Y .Q/; �Y .�
�//.

Proof. We begin by remarking that if int� .Y / contains no singularities of q other than
punctures (i.e., if PY D sing.q/ \ int� .Y / in xX ), then the argument from [20, Proposi-
tion 6.2] carries through and gives a better constant. This includes the situation where Y
is an annulus.
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In the general (nonannular) case, we show that there is an embedded edge path p in
…�.Q/ D �Q which projects to an essential arc of int� .Y / and is isotopic to a properly
embedded arc of int� .Y / \ �C. Together with Lemma 3.6, this shows that

dY .Q; �
C/ D dY .�

�
Y .Q/; �

C/ D diamY .�
�
Y .Q//C diamY .�

C/ � D C 1

as required (the proof for �� is identical).
Let T0; T1; T2; : : : be any sequence of sections through upward tetrahedron moves

starting with T0 D TC such that Q D Tj for some j � 0 (Lemma 3.4), and let �i D
…�.Ti / be the corresponding � -triangulations of X . Note that �iC1 is obtained from �i
by a single diagonal exchange.

Since T0 2 T .@�Y /,�0 contains a subcomplex Y0 which triangulates the image of Y�
under the covering XY ! X . We inductively construct a sequence of subcomplexes Y0 �
Y1 � � � � � YnC1 of �0 � X satisfying certain conditions. For this, we say that each Yi
comes with a boundary @�Yi , which is defined inductively below, and we set int� .Yi / D
Yi X @�Yi . For Y0, we have @�Y0 D @�Y so that int� .Y / D Y0 X @�Y0 is isotopic to Y .

To construct YiC1 from Yi observe that the upward exchange from �i to �iC1 either
occurs along an edge not meeting Yi , in which case we set YiC1 D Yi , or it must occur
along an edge ei of @�Yi . Otherwise, the edge ei lies in the interior of Yi � Y0 where it is
wider (with respect to q) than the other edges in its two adjacent triangles. Hence, the same
must be true in the triangulation �0, and we see that …�.ei / is upward flippable in TC.
This gives a section T 0 2 T .@�Y / with TC < T 0, contradicting the definition of TC.

Let Qi be the quadrilateral in �i whose diagonal is ei . Writing Qi as two triangles
adjacent along ei , at least one of them, call itDi , is contained in Yi , as in Figure 13. IfDi
is the only triangle in Yi , set YiC1 D Yi X .int.Di /[ ei / and @�YiC1 D .@�Yi [ @Di /X ei .

i

ei
Yi

YiC1

Figure 13. The first step: The upward diagonal exchange along the boundary and removing the
triangle Di . Vertices lie in sing.q/ [P .

If the other triangle D0i of Qi is also in Yi , set YiC1 D Yi X int.Qi / and @�YiC1 D
@�Yi [ @Qi X ei .

Let vi be the vertex of Di opposite ei (and v0i the vertex of D0i opposite ei if we are in
the second case). If vi (or v0i ) is contained in @�Yi [P , or vi D v0i , then we set n D i , so
that YnC1 is the last step of the construction.
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Y0 Y1 Y2

Y3 Y4 Y7

Figure 14. An example sequence of Yi (indicated in blue). A component K of int� .Y0/ X Yi is
indicated with its �C foliation in grey. Here �K , dotted, is the edge e0.

The construction has the following properties for i � nC 1 (see Figure 14):

(1) Yi is a subcomplex of each of �0; �1; : : : ; �i . Moreover, the diagonal exchange
from �i�1 to �i replaces an edge ei�1 in either @�Yi�1 or in the complement
of Yi�1.

(2) Each component K of int� .Y0/ X Yi is a disk foliated by leaves of �C. Moreover,
@K is composed of two arcs pK and �K , where �K is a � -edge in @�Y and pK is
a path in @�Yi , and each leaf of the foliation of K meets both pK and �K at its
endpoints.

(3) For each component K of int� .Y0/ X Yi and each interior vertex v of pK , there is
at least one edge e of�i enteringK from v, and every such edge crosses �K from
top to bottom, so that e > �K .

First note that Y0 satisfies the properties for i D 0 and that property .1/ holds for all
i � 0 by construction.

Assume property (2) holds for i � n, and let us prove it for i C 1. Let Di be the disk
removed to obtain YiC1, and let pDi be the other two sides of @Di .

First suppose ei is in @�Y0 (which in particular holds for i D 0). The two edges in pDi
cannot be in the boundary of any other component K 0 of int� .Y0/ X Yi , because then for
some j < i , there would have been a Dj whose third vertex vj was either a puncture or
on @�Y0, which implies j > n. Thus Di itself is a component of int� .Y0/ X YiC1, and (2)
evidently holds, with �Di D ei .

Now if ei is not in @�Y0, it must lie in pK for some component K of int� .Y0/ X Yi .
We have again that pDi cannot share edges with any other component of int� .Y0/ X Yi ,
and so we obtain a component K 0 of int� .Y0/ X YiC1 by adjoining Di X pDi to K. The
boundary path pK0 is obtained from pK by replacing ei by pDi , and the �C foliation ofK
extends across ei to K 0. The edge �K0 is just �K .
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Qi Qi Qi Qi

ei ei ei ei

e0i e0i
e0i e0i

�K

�K

�K!

!(a) (b) (c) (d)

Figure 15. The proof of property (3).

Now we consider property (3). Breaking up into cases as in the proof of (2), consider
first the case that ei is in @�Y0 (Figure 15 (a)). Let Qi be the quadrilateral defining the
move �i ! �iC1. Then the new edge e0i is the other diagonal of Qi and must cross ei .
This shows that (3) holds for the new component K D int.Di / of int� .Y0/ X YiC1.

If ei is in pK for some component K of int� .Y0/ X Yi , consider Qi again (Fig-
ure 15 (b)), and letD0i be the complementary triangle toDi inQi . The two complementary
edges to ei in @D0i must, by inductively applying (3), cross �K . It follows that the new
edge e0i also crosses �K , thus proving (3) for i C 1. Here, we are using the general fact
that if an edge of a � -triangle crosses � from top to bottom, then so does the tallest edge
of that triangle.

Finally, suppose ei is outside of Yi . If Qi is not adjacent to Yi at all, then nothing
changes and (3) continues to hold. If Qi shares a vertex w with pK for some compo-
nent K of int� .Y0/ X Yi , we have a configuration like Figure 15 (c) or (d). In (c), w is
on ei . The new edge e0i , which connects to another vertex on pK , must therefore also
cross �K (by transitivity of <). Moreover, w is still adjacent to one of the boundary edges
of Qi which also passes through �K . Thus (3) is preserved at all vertices of pK . In (d), w
is the vertex meeting e0i and again we must have e0i crossing �K . This concludes the proof
of properties (1)–(3).

The sequence terminates with the diagonal exchange from �n to �nC1 along an
edge en whose associated triangle Dn has its opposite vertex vn in either P or the bound-
ary of Yn. There are either one or two componentsK of int� .Y0/X YnC1 whose boundary
path pK contains vn. Examples of these two cases are shown in Figure 16.

For each such component K, let lK be the leaf of �C adjacent to vn and exiting K
through �K � @�Y0, as in property (2). Let qK be a path along pK from vn to one of the
endpoints of pK . When there is only one component K, let l D lK and q D qK . If there
are two components K, K 0, let l D lK [ lK0 and q D qK [ qK0 .

By Lemma 3.6, l is an embedded essential arc of int�Y , and q and l define the same
element of A.Y /.
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lK lK

qK qK

qK0

lK0

vn
vn

Figure 16. Two examples of YnC1 and the corresponding �C arcs and �i arcs. In the first case, the
point vn is a puncture so only one leaf lK and path qK is needed. In the second case, vn lies on the
boundary of two components of int� .Y0/ X YnC1.

Recall that …�.Q/ D �j . If j � nC 1, we know that YnC1 is a subcomplex of �j
by (1), and hence we obtain a bound

dY .�j ; �
C/ � D C 1:

If j > n C 1, we must consider what happens after further transitions. By (3), for
each component K of int� .Y0/ X YnC1 adjacent to vn, there is an edge fnC1 of �nC1
adjacent to vn, and passing through K and exiting through �K . In particular, the defining
rectangle RnC1 of fnC1 passes through the rectangle of �K from top to bottom. We claim
that there is such an fi and Ri for each i � nC 1. If this holds for i , and the move �i !
�iC1 does not replace fi , then we can let RiC1 D Ri and fiC1 D fi . If fi is replaced,
there is a quadrilateral Qi in �i of which fi is a diagonal, and one of the two edges of
@Qi adjacent to vn must also cross the �K rectangle from top to bottom. (See Figure 17.)

Therefore, we can use these edges of �j (either one or two depending on the number
of components K adjacent to vn) to give an essential path in �j which gives the same
element of A.Y / as the leaf path l . We conclude again that

dY .�j ; �
C/ � D C 1;

which completes the proof of Proposition 5.1.

5.2. Sweeping (slowly) through pockets

The following lemma states that in order to move a definite distance in the curve graph of
Y � X a certain number of edges, linear in the complexity of Y , need to be flipped. It will
needed for the proof of Theorem 6.1.
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fiC1

RiC1
Qi

fi

vn
Ri

�k

Figure 17. For i > n, we always find an edge in �i starting at vn and exiting K through �K .

Lemma 5.2 (Complexity slows progress). Suppose that T1; T2 2 T .@�Y / are connected
by no more than j�.Y /j diagonal exchanges through sections of T .@�Y /. Then

dY .T1; T2/ � 2D:

Proof. We begin with the following claim.

Claim 1. Let xY be a compact surface containing a finite (possibly empty) set PY �

int. xY /, let Y D xY XPY , and assume that �.Y /��1. Let x� be a triangulation of xY whose
vertex set contains PY , and consider the properly embedded graph � D x� X PY � Y .
If E is a collection of nonboundary edges of � with jEj � j�.Y /j, there is c 2 A.Y / that
is nearly simple in � and traverses no edge of E.

Recall from Section 2.1.3 that c is nearly simple in � if it is properly homotopic to
path or curve in � that visits no vertex more than twice. Note that the conclusion of the
claim is equivalent to the statement that the proper graph �.1/ X int.E/ is essential in Y .

Applying the claim to int� .Y / gives c 2 A.Y / which is nearly simple in the graph
clX .…�..T1 \ T2/.1///. Hence, dY .T1; T2/ � 2D.

Now it suffices to prove the claim.

Proof of Claim 1. First, we blow up the punctures PY to boundary components. That is,
each v 2 PY is replaced by a subdivided circle Sv containing a vertex for each edge
adjacent to v. Continue to call the resulting surface Y and note that � induces a natural
cell structure on Y , which we continue to denote by �, made up of n-gons with n � 6.
Obviously, �.Y / is unchanged.

Considering E as a possibly disconnected subgraph of �, let E 0 be the edges of E
remaining after removing the components of E which are contractible in Y and do not
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meet @Y . Hence, every component of Y X E 0 is �1-injective. We first claim that some
component of Y X E 0 is neither a disk nor a boundary parallel annulus. Letting G D
E 0 [ @Y , we have �.Y /D �.Y XG/C �.G/ since Y XG is adjoined toG along circles.
Now �.G/ D �.@Y / C v � e D v � e, where v is the number of vertices in E 0 X @Y
and e D jE 0j. If Y X E 0 consists of only d � 0 disks and a � 0 annuli, then we have
�.Y X G/ D �.Y X E 0/ D d , and so �.Y / D d C v � e. Since an annulus must have
a vertex ofE 0 X @Y in its boundary, we note that if d D 0, then v > 0, and hence d C v� 1.
We thus have �.Y / � 1 � jE 0j, and so j�.Y /j � jE 0j � 1 � jEj � 1, a contradiction.

Now let U 0 be some component of Y X E 0 which is neither a disk nor a boundary
parallel annulus. Hence, there is an essential simple closed curve  0 of Y contained in U 0.
As U D U 0 X E has a component corresponding to U 0 minus a collection of disks,  0 is
homotopic to a simple curve  in U . Let c be a cell of � which  crosses. Since c is
a blown-up triangle, the edges that  crosses, which are in the complement of E, are
connected along either vertices of c or arcs of @Y (which are also not in E). Thus  can
be deformed to a curve in � that does not traverse the edges of E. This shows that the
proper graph �.1/ X int.E/ is essential in Y and the claim follows.

This completes the proof of Lemma 5.2.

6. Uniform bounds in a fibered face

In this section, we prove the first main theorem of the paper. For a surface Y , recall that
j�0.Y /j D max¹j�.Y /j; 1º.

Theorem 6.1 (Bounding projections for M ). Let M be a hyperbolic fibered 3-manifold
with fibered face F. Then for any fiber S contained in RCF and any subsurface Y of S ,

j�0.Y /j � .dY .�
�; �C/ � 16D/ � 2DjFj;

where jFj is the number of tetrahedra of the veering triangulation associated to F.

The proof of Theorem 6.1 requires the construction of an embedded subcomplex of
. VM; �/ corresponding to Y whose size is roughly j�0.Y /j � dY .��; �C/.

6.1. Pockets and the approach from the fully-punctured case

Let us assume from now on that dY .��; �C/ is sufficiently large for Y to be � -compatible
by Theorem 2.6. We first describe an approach directly extending the argument from [20],
and explain where it runs into trouble.

Recall from Section 3.1 the definition of T .@�Y /, and its top and bottom sections TC

and T �. For any two sections T1; T2 2 T .@�Y /, we have the region U.T1; T2/ in N

between them. The closure of the open subsurface int� .Y / inX is the subspace RY which
is the image of Y� � XY under the covering map XY ! X . Using this, we further define

UY .T1; T2/ D U.T1; T2/ \…
�1.RY / (6.1)
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to be the region between T1 and T2 that lies above Y . Note that UY .T1; T2/ is a sub-
complex of N . We sometimes call this the pinched pocket for Y (between T1 and T2).
We let

UY D UY .T
�; TC/

denote the maximal pocket for Y .
By Proposition 5.1, dY .T �; TC/ is close to dY .��; �C/. Thus when these are suf-

ficiently large, by Lemma 5.2 we obtain a lower bound on the number of transitions
between T � and TC in N that project to RY , and in particular a lower bound on the
number of tetrahedra in UY . If UY were to embed in VM (equivalently, if UY were disjoint
from all its translates by ˆ), this would give us what we need. It is not in general true, so
instead we must restrict to a suitable sub-region of UY .

In the fully-punctured case, we can use the fact that, since every edge of � represents an
element of A.S/, any intersection between UY and ˆk.UY / would project to a nonempty
�Y .'

k.@Y //. Lemma 2.2 implies that, for k > 0, whenever �Y .'k.@Y // is nonempty, it
is close to �Y .��/. Now by restricting UY to a subcomplex VY whose top and bottom
surfaces are sufficiently far in A.Y / from �C and ��, and applying this argument to VY ,
we see that VY cannot meet ˆk.VY / at all.

In the general situation, since some singularities of q are not punctures, not every
collection of � -edges is essential and we are faced with the possibility thatUY andˆk.UY /
can intersect in large but homotopically inessential subcomplexes whose location is hard
to control. This is the main difficulty.

6.2. Isolation via '-sections

We begin, therefore, with the following construction. Let T0 denote a '-section (Sec-
tion 3.1), so that 'k.T0/ � T0 for k > 0. Define

N D NY D min¹i > 0W'i .Y / overlaps Y º: (6.2)

Now consider the (possibly empty) region

R.T0/ D int.U.ˆN .T0/; T0// \ int.UY /: (6.3)

It easily satisfies the following embedding property.

Proposition 6.2. The restriction of the covering map N ! VM to R.T0/ is an embedding.

Proof. We must show that ˆi .R.T0// is disjoint from R.T0/ for all i > 0 (the case for
i < 0 immediately follows). For i � N , this is taken care of by the first term of the inter-
section since T0 was chosen to be a '-section.

For 0 < i < N , we have that int� .Y / and int� .'i .Y // are disjoint since the sur-
faces have no essential intersection, using Lemma 3.6. Therefore, the interiors of UY and
ˆi .UY / are disjoint as well.
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What remains now is to choose T0 so that a lower bound on dY .��; �C/ implies
a lower bound on the number of tetrahedra in R.T0/. That is, we want to view R.T0/

as the interior of a “pocket” between two sections, whose projections to A.Y / are close
to �˙. For this we will need to describe R.T0/ from a different point of view.

6.3. Y -projections of sections

For any section T of N , there is a corresponding section T Y 2 T .@�Y / obtained by
pushing T below TC and above T �. More formally,

T Y D TC ^ .T � _ T / D T � _ .TC ^ T /:

To see what this does it is helpful to consider it along the fibers of … which we recall are
oriented lines. For any Œa; b� � R, the map x 7! b ^ .a _ x/ is simply retraction of R to
Œa; b�, and is equal to x 7! a _ .b ^ x/.

Now we can use this projection to extend the notation UY .T1; T2/ (defined in (6.1)) to
sections which are not necessarily in T .@�Y / by setting

yUY .T1; T2/ D UY .T
Y
1 ; T

Y
2 / � UY :

This construction is related to the region R.T0/ defined in (6.3) by the following
lemma.

Lemma 6.3. We have

int. yUY .T1; T2// D int.U.T1; T2// \ int.UY /: (6.4)

Proof. First consider what happens in each …-fiber, which is just a statement about pro-
jections in R: If J D Œs; t � is an interval in R, we have, as above, the retraction �J .u/ D
s _ .t ^ u/, and for any other interval I , we immediately find

int.�J .I // D int.I / \ int.J /: (6.5)

To apply this to our situation, note first that both the left- and right-hand sides of equal-
ity (6.4) are contained in …�1.int� .Y //. This is because UY is in …�1.RY / and in
U.T �; TC/, which means that for each x 2RY X int� .Y /D @�Y , UY \…�1.x/ is a sin-
gle point, and hence not in the interior.

Now since … is a fibration, for any two sections T , T 0 and region Z of the form
U.T; T 0/ \…�1.�/ where � is open, we have

int.Z/ \…�1.x/ D int.Z \…�1.x//:

For x 2 int� .Y /, applying this to the left-hand side of (6.4) we see that

int. yUY .T1; T2// \…�1.x/ D int. yUY .T1; T2/ \…�1.x//:
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K�

K0

KC

Figure 18. The section T , its intersection with U.T�; TC/, and the decomposition T D KC [

K0 [K�.

On the right-hand side, we obtain

int.U.T1; T2// \…�1.x/ D int.U.T1; T2/ \…�1.x//

and
int.UY / \…�1.x/ D int.UY \…�1.x//:

This reduces the equality to a fiberwise equality, where it follows from (6.5).

6.4. Relation between T Y and �Y

A crucial point now is to show that the operation T ! T Y does not alter the projection
to A.Y / by too much.

Proposition 6.4. For all sections T of N , dY .T; T Y / � 4D.

Here dY .T; T Y / is meant in the sense of (3.3).

Proof. Write T as a union of three subcomplexes, T D KC [K0 [K�, where

K0 D T \ U.T
�; TC/; KC D T \ .T _ T

C/; K� D T \ .T ^ T
�/:

See Figure 18. Since TC; T � 2 T .@�Y /, …�.K0/ is a subcomplex of � -edges in X that
do not cross @�Y .

Lemma 6.5. If ��Y .KC/ and ��Y .K�/ are empty, then…�.K0/ contains a punctured spine
for Y .

A punctured spine for Y is a subspace which is a retract of Y minus a union of disjoint
disks. In other words, the conclusion of Lemma 6.5 implies that every essential curve in Y
is homotopic into …�.K0/. In particular, ��Y .K0/ is nonempty and so is every ��Z.K0/
for Z a � -compatible subsurface that overlaps with Y .

Proof of Lemma 6.5. The statement that ��Y .KC/ is empty means that, after project-
ing KC by … into X and intersecting with int� .Y /, we obtain components which are
inessential subcomplexes, meaning they do not contain any essential curves or proper
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arcs. (When Y is an annulus, this means that no � -edge from KC joins opposite sides of
the open annulus int� .Y /.)

Now KC X K0 and K� X K0 are open in T and disjoint, so their projections to X
intersect int� .Y / in a collection of disjoint open sets each of which is inessential in the
above sense. It follows that the complement of these open sets, which is….K0/\ int� .Y /,
intersects every essential curve and proper arc in int� .Y /. Hence it contains a punctured
spine.

If T \ UY projects to an essential subcomplex of Y� , then the proposition follows
since T and T Y both contain T \ UY .

If T \ UY is inessential, then, by Lemma 6.5, at least one of ��Y .K˙/ is nonempty.
Suppose ��Y .KC/ is nonempty.

Since KC D T \ .T _ TC/, we immediately have

dY .T; T _ T
C/ � D:

Since TC � T _ TC, Proposition 5.1 tells us that

dY .T _ T
C; �C/ � D:

Thus
dY .T; �

C/ � 2D:

Now note that T Y \ TC is equal to the part of TC lying below T , hence its …-projection
to X has the same image as KC. It follows that ��Y .T

Y \ TC/ is nonempty, therefore

dY .T
Y ; TC/ � D:

Since Proposition 5.1 again gives us

dY .T
C; �C/ � D;

we combine all of these to conclude

dY .T; T
Y / � 4D:

This completes the proof of Proposition 6.4.

Remark 6.6. Note that the proof of Proposition 6.4 shows that if ��Y .KC/ is nonempty,
then dY .T; �C/ � 2D. The corresponding statement also holds if ��Y .K�/ is nonempty.

6.5. Finishing the proof of Theorem 6.1

We assume that dY .��; �C/� 10D. To complete the argument, we choose a '-section T0
with the property that 3D � dY .T0; �C/ � 5D. Such a section exists by Lemma 3.5 and
Proposition 5.1. Let N D NY be as in (6.2).
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Lemma 6.7. With notation as above,

dY .ˆ
N .T0/; �

�/ � 2D C 11:

Proof. From Lemma 2.2, we have

dY .'
N .@Y /; ��/ � 4:

From Proposition 3.7, we have that since 'N .Y / overlaps with Y ,

dY .@'
N .Y /; ��Y .@�'

N .Y /// � 7:

Since 'N .@�Y / D @� .'N .Y //, we have

dY .'
N .@Y /; ��Y .'

N .@�Y /// � 7:

Let K0, KC and K� be subcomplexes of T0 as in the proof of Proposition 6.4. Since
dY .T0; �

C/ � 3D and dY .T0; ��/ � 10D � 5D by choice of T0 and the assumption
on dY .��; �C/, the proof of Proposition 6.4 (see Remark 6.6) tells us that both ��Y .K

C/

and ��Y .K
�/ are empty. So by Lemma 6.5, T0 \UY must contain a punctured spine for Y .

Now since 'N .Y / intersects Y essentially, it must be that ��Y .ˆ
N .T0 \ UY // is

nonempty. Since the triangulation of T Y0 contains both T0 \ UY and @�Y , we have

dY .�
�
Y .ˆ

N .T0 \ UY //; �
�
Y .ˆ

N .@�Y /// � D:

Combining these inequalities and observing that T0 \ UY � T0, we obtain the desired
inequality.

We now define the isolated pocket for Y to be

V D VY D yUY .ˆ
N .T0/; T0/: (6.6)

Lemma 6.3 implies that the interior of V is equal to R.T0/, and Proposition 6.2 therefore
implies the following corollary.

Corollary 6.8. The covering map N ! VM embeds int.V / in VM .

Thus we can complete the proof of Theorem 6.1 with the following proposition.

Proposition 6.9. The isolated pocket for Y satisfies

jV j �
1

2D
j�0.Y /j � .dY .�

�; �C/ � 16D/:

Proof. By definition,
V D UY .ˆ

N .T0/
Y ; T Y0 / � UY :

Moreover, we claim that the sections defining this region satisfy the following:

dY .T
Y
0 ; �

C/ � 9D and dY .ˆ
N .T0/

Y ; ��/ � 7D: (6.7)



Subsurface distances for hyperbolic 3-manifolds fibering over the circle 39

The first inequality follows directly from the assumption that dY .T0; �C/ � 5D and
Proposition 6.4. The second inequality follows from Lemma 6.7 and another application
of Proposition 6.4. (Here we have used that 11 � D.)

So we see that dY .ˆN .T0/Y ; T Y0 / � dY .�
�; �C/ � 16D. Hence, to prove the propo-

sition, it suffices to show that

jV j

j�0.Y /j
�
dY .ˆ

N .T0/
Y ; T Y0 /

2D
: (6.8)

Set d D dY .ˆN .T0/Y ; T Y0 /. If Y is not an annulus, then Lemma 5.2 implies that at
least j�0.Y /j � d=2D upward tetrahedron moves through tetrahedra of UY are needed to
connect ˆN .T0/Y to T Y0 . If Y is an annulus, the same is true since j�0.Y /j D 1 and any
triangulation of Y has at least two edges joining opposite boundary components. As each
of these tetrahedra lie in V by definition, this establishes equation (6.8) and completes the
proof.

7. The subsurface dichotomy

In this section, we prove the second of our main theorems.

Theorem 7.1 (Subsurface dichotomy). Let M be a hyperbolic fibered 3-manifold, and
let S and F be fibers of M which are contained in the same fibered face. If W � F is
a subsurface of F , then either W is homotopic through surfaces transverse to the flow to
an embedded subsurface W 0 � S of S with

dW 0.�
�; �C/ D dW .�

�; �C/

or the fiber S satisfies

9D � j�.S/j � dW .�
�; �C/ � 16D:

Punctures and blowups

Fix a fibered face F of M and denote the corresponding veering triangulation of VM
by � . Starting with a fiber F of M in the face F, let VF be the fully-punctured fiber,
that is, VF DF X sing.q/. Also let NF be the infinite cyclic cover of VM corresponding to
the fiber VF together with its veering triangulation (the preimage of � ), as in Section 3.1.

For any section T of NF , let h VF ;T W VF ! VM be the simplicial map obtained by compos-
ing the section with the covering map NF ! VM . We want to describe a natural way to
obtain a map hF;T WF !M by filling in punctures.

Let {F be the partial compactification of VF to a surface with boundary obtained by
adjoining the links of ideal vertices in sing.q/ X P , in the simplicial structure on VF in-
duced from T . In other words, we add a circle to each puncture. Similarly, let {M be
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the manifold with torus boundaries obtained by adding links for the ideal vertices of �
associated to singular orbits of sing.q/ XP . Then h VF ;T extends continuously to a proper
map h {F ;T W {F ! {M .

We obtain (a copy of)M from {M by adjoining solid tori to the boundary components,
and a copy of F from {F by adjoining disks. Now by construction (since VF comes from
puncturing the fiber F of M ), the boundary components of {F map to meridians of the
tori. It follows that h {F ;T can be extended to a map hF;T WF ! M which maps the disks
into the solid tori.

Now assume that W is a � -compatible subsurface of F . When T 2 T .@�W /, we can
restrict this construction to W as follows: First, let VW � be subsurface obtained from
W� � FW by puncturing along all singularities. Then the covering FW ! F restricts to
a map VW�! VF which sends the interior of VW � homeomorphically onto int� .W /Xsing.q/.
Composing this map with h VF ;T , we obtain h VW ;T . (Note that since T 2 T .@�W /, T nat-
urally induces an ideal triangulation of VW � .) Restricting the above construction to VW � ,
we obtain {W , h {W ;T and hW;T . This is done in such a way that each ideal point of @W� is
replaced with an arc when forming {W and a “half-disk” when forming W .

If S is another fiber in the same face, together with a given section of NS , we define
h VS , h {S and hS in the same way. (Since we will not vary the section of NS , we do not
include it in the notation.)

Intersection locus

Now consider the locus h�1VW ;T .h VS . VS//, which is a � -simplicial subcomplex of VW � . Its
completion in W� � FW (with respect to the underlying q-metric on F ) is obtained by
adjoining points of sing.q/ X P , and we say that this completion is inessential if each of
its components can be deformed to a point or to a boundary (or puncture) of W . We say
it is essential if it is not inessential. In other words, the completion is essential if its 1-
skeleton is an essential proper graph of W� .

Lemma 7.2 (Essential intersection). Let F and S be fibers in the same face F ofM . Sup-
poseW � F is � -compatible subsurface of F such that �1.W / is not contained in �1.S/.
Then, for any section T of NF in T .@�W /, the completion of h�1VW ;T .h VS . VS// in W� is
essential.

Proof. After obtaining the blowups and maps, as above, we first claim that

h�1W;T .hS .S//

is essential. The argument for this is similar to [20, Lemma 2.9], although there it was
assumed that hW D hW;T embedsW intoM . In details, if the preimage was not essential,
then each component is homotopic into a disk, or homotopic into the ends ofW . It follows
that hW is homotopic to a map h0W whose image misses hS .S/ entirely—just precompose
with an isotopy of W into itself which lands in the complement of h�1W .hS .S//.



Subsurface distances for hyperbolic 3-manifolds fibering over the circle 41

But if h0W misses hS .S/, we can conclude that �1.W / is in �1.S/: Letting � denote the
cohomology class dual to S in M , the fact that h0W misses hS .S/ implies that � vanishes
on �1.W /. Hence, if h�1W .hS .S// is inessential, then �1.W / � �1.S/.

Now note that h�1W .hS .S// is contained a small neighborhood of the completion of
h
�1
VW .h VS .

VS//. Indeed, each component of the completion of h�1VW .h VS . VS// can be obtained
from a component of h�1W .hS .S// by collapsing the adjoined disks back to singularities.
We conclude that the completion of h�1VW .h VS . VS// contains an essential component as well.
This is what we wanted to prove.

Sections of VW

Assume that dW .��; �C/ � 10D. Then W has an isolated pocket

VW D UW .'
N .T /W ; TW / � NF ;

as in equation (6.6). By Corollary 6.8, the restriction int.VW / ! VM of the covering
NF ! VM is an embedding. Now fix a sequence

'N .T /W D T0; T1; : : : ; Tn; TnC1 D T
W

of sections of T .@�W / such that Ti ! TiC1 is a tetrahedron move in UW for i < n, and
…�.Tn/ and …�.TnC1/ restrict to the same triangulation of VW � (note that Tn ! TnC1 is
not a tetrahedron move, because the triangulations can be different outsideW� ). That such
a sequence exists follows from Lemma 3.4.

Using these sections, we define the subcomplex Wi D Ti \ UW of Ti . By construc-
tion, the tetrahedron between Ti and TiC1 lies between Wi and WiC1 and so is contained
in int.VW /.

Denote the map h VW ;Ti associated to the section Ti by hi W VW � !M .
With this setup, we can complete the proof of Theorem 7.1.

Proof of Theorem 7.1. We may assume that dW .�C; �C/ � 10D.
First, suppose that �1.W / is not contained in �1.S/. Then by Lemma 7.2, the sub-

complex h�1i .h VS . VS// of Wi has essential completion in W� for each 0 � i � n. Denote
the 1-skeleton of the completion of h�1i .h VS . VS// by pi and note that its ��W -projection is
a nontrivial subset of A.W / whose diameter is bounded by D. Each transition from pi
to piC1 corresponds to a tetrahedron move, where pi contains the bottom edge and piC1
the top edge. Because the tetrahedra are in VW , which embeds in VM , their top edges in VM
are all distinct (any edge is the top edge of a unique tetrahedron). Since all these edges are
in the image of h VS . VS/, we find that their number is bounded above by 9j�.S/j. Hence,
n � 9j�.S/j.

Since p0 and pn are in the triangulations associated to the bottom and top of VW ,
respectively, we have (equation (6.7))

dW .p0; pn/ � dW .�
�; �C/ � 16D:
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For each transition pi ! piC1, observe that diamW .pi [ piC1/ � D since the proper
graph pi [ piC1 of int� .W / has at most 2j�.W /j C 1 vertices (Corollary 2.4). Combining
these facts, we obtain

9j�.S/j �
dW .�

�; �C/ � 16D

D
;

which completes the proof in this case.
Otherwise, �1.W / � �1.S/, and we finish the proof as in [20, Theorem 1.2] using

Theorem 4.2 in place of the special case obtained there. First, recall that by [20, Lem-
ma 2.8], the quantity dW .��; �C/ depends only on the conjugacy class �1.W / � �1.M/

and the fibered face F. If we lift W to the S -cover of M , we see that projecting along
flow lines gives an immersion W ! S that induces the inclusion �1.W / � �1.S/ up to
conjugation. Since

dW .�
�; �C/ � 10D � 37;

Theorem 4.2 implies that the map W ! S factors up to homotopy through a finite cover
W ! W 0 for a subsurface W 0 of S . Since �1.W / < �1.F /, the map

�1.W
0/! �1.M/=�1.F /

factors through �1.W 0/=�1.W / which is finite. Since �1.M/=�1.F / D Z, this implies
�1.W

0/ maps to the identity in �1.M/=�1.F / so �1.W 0/ < �1.F /. But this implies
that �1.W / D �1.W 0/. Hence, the cover W ! W 0 has degree 1 and so dW .��; �C/ D
dW 0.�

�; �C/. This completes the proof of Theorem 7.1.
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