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Modular Interpolation Spaces I 

M. K1BEC 

Es wird eme Interpolationsmethode in modularon Riumen definiert, und Grundeigenechaften 
der Interpolationsräume werden untersucht (Vollstandigkeit, Einbettungen usw.). Das wich-
tigete Resultat 1st hier ein Satz über die Stabiität der Methode. Ferrier wird gezeigt, wie die 
Methode in OaLIcz-Raumen arbeitet, und ala ein Beispiel von moglichen Anwendungen 1st em 
Satz fiber Multiplikatoren vom icmn-Typ bewiesen. Die ausgearbeitete Methode ver-
aligemeinert die K-Methode von PZETRE. 

OnpeesIueTcH HHTepHW1HEH0HHb1II meTOA B MOJJU1HUX npocpaucax H 113y'fl1IOTCH 
ocuosable cBolcTBa flOJly4eHHbIX uh1Tepno11rnu0HHbIx Hp0cTpaHCTB (noIHoTa, BJIo?+ceH}Iu 
H T.y.). CaMNM BalembIM pe3yJ1bTaTom ,rBJrneTcn 3üCb Teopehia o6 yCTofl[1noCTu Me'roJa. 
Ho1a8szBaeTcss, RaI{ meTOA pa60raer B flOCTHCTBX Opiwia 11 B Ica'lecTBe upaisepa 
npnMeHemsfl jtotca3aiia Teopema Tuna MuxanHa 0 MyJlTHruluRaTopax. MeTOA o6o6u.aeT 
JC-Merog flETPE. 

An interpolation method in modular spaces is introduced and basic properties of obtained 
interpolation spaces are studied (completness, imbeddings etc.). The main result hero is a 
reiteration theorem. It is shown how the method works in Orlicz spaces and as an example 
of applications there is proved a multiplier theorem of the Michlin type. The method genera-
lizes the K-method of PEETBE. 

1. Introduction 

The aim of this paper is to develop a part of a basic theory of interpolation of modular 
spaces. We shall use an approach based on a suitable generalization of the IL-func-
tional. 

There are several papers dealing with the concrete case of Orlica spaces - they 
contain an extension of the "basic interpolation property" - i.e. an appropriate 
version of the Riesz-Thorin theorem. It was shown (see [12, 11]) that the Orlicz 
space Le is an interpolation space with respect to L,, and L01 , where 

= (1)1O (-1)8	(0 < 0 < 1) 

or, more generally, 

0-' = 0-'h 
(1101;-) 

with some concave function h (or with some 4 equivalent to a concave one). For 
this case see [2]. 

Our goal will be to develop a wider theory applicable to Orlicz and Sobolev-Orlicz 
spaces. The substantial difficulties are, clearly, connected with the structure of 
spaces of the, Orlicz type - they are caused, in part, by the non-homogeneity of 
Young functions and the rather non-constructive definition of the norm. The last
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fact is, above all, the reason why the known interpolation theory (having been. 
roughly speaking, developed and successfully applied namely to La-type spaces) 
has not found use in the theory of Orlicz spaces and related ones. There is a more 
favourable approach which was indicated by J. PEETRE in [10] in a concrete "Orlicz 
case". We shall make use of this natural idea. For this purpose it will be reasonable 
to change a little the notion of the interpolation space and interpolation properties - 
in accordance with the special structure of modular spaces and, especially, of the 
Orlicz ones. Then we prove assertions concerning basic properties of spaces obtained. 

In the prepared paper [6] there will be dealt with another variant of the presented 
method, with trace spaces and applications to imbedding theorems. 

We begin with several definitions. 

1.1. Definition. Let- X be a (real) linear space. A function e: X --> (0, 00)18 
said to be the modular (on X) if 

(i)(x)=0(=)x=0, 

(ii) e(—x) = e(x), x E X, 

(iii) e(ax + fly) ;5 a(x) + e(v) for all x, y E X and	0, 

Set
X(o) = {x E X; lime(b) = 01. 

The modular space (m-space) is the couple (X(), ). (See [9].) 

For our purposes it will be sufficient to suppose that always X = X () and we 
shall write only (X, ,o) or X. 

In any rn-space X = (X, e) one can introduce the (Luxemburg) norm 

IIxIlx = inf{A > 
0;e (•-)	

i}. 

The important example of rn-spaces is the Orlicz (Sobolev-Orlicz) space: Let k 
be an Young function, i.e. : R -- (0, 00), even, convex and 

(t) 
lim—= lim—=0. 
t-,o	1 

Let Q c RN be measurable and consider the modular 

eo(/) =f (/(x)) dx,	/ measurable on Q. 

The corresponding rn-space is the Orlicz space L = L0 (Q). More generally, if Q 
is a domain in RN then using the modular 

ek U) = I L' 0(D1(x)) dx,	k = 0, 1, 
D IIk 

(D"/ being regular distribution, jal 5 k) we get the Sobolev-Orlicz space WkL0(.Q). 
It is also reasonable in some connections to define the space lVkE,() - as the 
closure in the norm WkL,(Q) of C--functions in Q with bounded support. (See [7].) 

One can extend in a natural way the notion of the so-called 4 2-condition known 
from the theory of Orlicz spaces (see. e.g. [5, 7]).
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1.2. Definition. The modular L9 on the space X is said to satisfy the z1 2-condition if 

(2x) :!-- e(x)
	 (1.1)


for some c = c(e) > 0 and each x E X. We shall also sometimes write p E z12. 

In the class of modulars satisfying (1.1) there it is possible to get some growth 
conditions (roughly replacing the role of a homogeneity). If (1.1) holds then the 
function

&()x) 
Ai-* sup —,	;.>o, 

rEX e(x) 
x4O 

is finite and, in addition, submultiplicative and therefore (see [10] and generally 
[2, Part II, Chapter 7]) there exist Po = pj) > 0, Pi = p() > 0 and C = C()> 0 
such that

Lo(Ax) ;5 C max (AP., )Pt) Lo (x), x  X,.). > 0. 
1.3. Definition. Let (X, o) and (Y, ) be rn-spaces. A linear mapping T from X 

to Y will be called m-continuous and it will be written T: X - Y if there exists 
y>Osuch that 

(yTx)	(x).	 (1.2) 

1.4. Remark. It is clear that every rn-continuous mapping is also continuous. 
The converse does not generally hold. Nevertheless, this is not any large restriction. 
Many important operators in Orlicz type spaces are rn-continuous or one can choose 
suitable modulars (in order to reach the rn-continuity - see, e.g. Corollary 4.2). 
Here, we give an example of an rn-continuous imbedding: Let Q cz RN, u(Q) = oo, 
and let 00 and 0 1 be some Young functions. Then (see, e.g. [7, Part II, 3.17]) L,p,(Q) 
is continuously imbedded into L(Q) iff (y() (t) for t 0 with some y > 0. 
This leads to an inequality of the type (1.2) and it means that the imbedding is 
rn-continuous. Similar considerations can be used for the case u(Q) <co, further, 
for the case of the imbedding of Sobolev-Orlicz spaces into trace spaces and so on. 

1.5. Notation. The symbol 0 will denote an rn-continuous imbedding. If I 
= (X 0, X 1 ) and Y = (Y0, Y 1) are couples of rn-spaces then T:X means that 
T: X i -* Y 1 , i = 0, 1, (in the sense of Definition 1.3). 

The results presented in this paper can be generalized; the condition (iii) from 
Definition 1.1 can be weakened. 

2. An abstract interpolation method 

We shall consider the following situation: Let X 0 = (1, ) and X 1 = (X 1, ) be 
rn-spaces imbedded into some linear Hausdorff space. We define the spaces 

Z(X) = X0 + X 1 = {x; x = x0 + x1 for some x0 e X0, x1 € X1} 
and

A(X) = X0 n X1. 

Let us denote by 11 • Ili the norm in X•, i = 0, 1. It is easy_to prove that E(X) and 
A(X) are rn-spaces, as well; more exactly: The norm in E(X) defined by 

IIxIIz = inf (II xoIJo + Hx1I1)	 (2.1)

X=X.+z, 

Z.EX,.X,EX
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is equivalent to the (Luxemburg) norm derived from the modular 

= inf ( 0 (x0) + ei(xi))	 (2.2) 
(the ml on the right hand side is here and always in analogous situations in the 
sequel to be taken as in (2.1)). Similarly, the 4(X)-norm 

lixiLi = max (lixDo, lxiii) 

is equivalent to the norm obtained from the modular 

= max (eo(x), p1(x)). 

2.1. Definition. A couple X = (Xe, X 1) of rn-spaces imbedded into a linear 
Hausdorff space is said to be the rn-interpolation couple. 

An rn-space I such that 

will be called the rn-intermediate space. If X, in addition, has the property that 
T: X , -* Xfor each T:X -*X then Xis said to be the rn-interpolation space (with 
respect to X). 

2.2. Definition. Let 9R be some system of rn-spaces such that each.X E Jlx 9) 
forms an rn-interpolation couple. A mapping F: 9)?x 9R -* Ol is said to be the 
rn-interpolation /unctor on U? if 

(i) XE9ylxJl=4(i)QFiQE(X), 

(ii) X,YElxli?,T:X-$Y='T:FX-*FF. 

In the sequel, each. couple of rn-spaces in question will be supposed to be an m-
interpolation couple unless we recall it.	 - 

2.3. Definition. Let (X 0,	(X1, ) be rn-spaces and a a measurable positive 

function on (0, co). Let us define, the functional 

X, X) = ml ( 0(x0) + te i (zi )),	x € 

and the modular 

Mx) = f7(t, x, I) a(t) dt. 

The corresponding rn-space will be denoted by X. = (Xe,	We denote its norm

by lIIa. 

Obviously, e, is a modular - the condition o,,(z) = 0 = x = 0 follows from the 
fact that if e0(x) = 0 then there is a t ^ 1 such that 0 = 9(t, x, I) 

2.4. Lemma. Let X = (X0, X1 ) be an rn-interpolation couple and 

I =f min (1, t) a(t) dt < 00.	 (2.3) 

Then X. is an rn-intermediate space with respect to X. 

Proof. Let be x E 4(X). We have 

.&f(t, x, I) a(t)	mm (p0(x), t&)) a(t)	mm (1, t) a(t) p4(x).
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This gives IlXlla 5 I	The rest follows from the inequality 

min (1, t) ez(x) ^5 2'(t, Z, I) I 
Before we introduce the class of admissible weights a it will be always supposed 

that (2.3) holds. The condition (2.3), however, gives a stronger result: 

2.5. Theorem. (i) Let ((Xe, ), (X1, )) be an m-inLerpolation couple. Then X8 
is an rn-interpolation space with respect to (X0, X1). 

(ii) Let 9Jt be any class of m-space8 from Definition 2.2. Then the mapping 

F:I-- 0 ,	Xe9)x9)1, 

is an rn-interpolation functor on D1. More precisely: If I, Y E 9Rx)1, T: I -^Y 
then T: X, --> Y0 and 

il Tli 0_..i 0 ;5 max (llTUx.,y., liTx1_+y3.	 (2.4) 

Proof
*
 ' The assertion (i) follows from (ii) by the choice Y = I. As far (ii) is 

concerne, let us suppose that Loi is the modular in Xi and L51 in Y, i = 0, 1, and that 

M)(2
GT X 

,	

i=O,1.

i	 - 

Then (0, denotes the modular in Y) 

- ( Tx 
max (Yo, yi)i 

and (2.4) follows I 
2.6. Theorem. If (X1, ) and (I, e 1) are Banach rn-spaces (i.e. complete with 

respect to the corresponding norms) then X is a Banach rn-space. 

Proof. Let {x'} be a Cauchy sequence in I. Then (L'(I) is complete) there exists 
urn z" = z in E(X). We estimate lix - z'91,. Let e> 0, 0 <8 <0. Then 

G

	

inf	I 1x0)\	Ix1)\1 
eo	+ tg i	0(1) dt 

8

G 

;
2/_m + z1ml f	inh	ko (YOO,j2€ Vol

) 
+ tei (i 2€ )j a(t) di 

8 xm_zaz.mn+ztma 

G I	ml	[LOO

	 (Y im\l
a(t)dt -	 leo (LO:)

 
+tQi —ji 

[	£	 S 
8

11	I Iz)\	/Zmn1 
ml	Ieo(—J +ti(—)ia(t)dt=I+J. 

	

z—x".z."+:""' L \ e /	 € 
0 

It is  +J l for m,nlarge. Letm —±00, 8-9-0, G -*oo in I. We get so liz - 
2€ for n sufficiently large I
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2.7. Theorem. (1) Let a0 and a1 be locally bounded and .'uppose that 

a(t) = 9(ai (t)), t - 0, 

a(t) = C)(ao(t)), t - cc. 

Then X0, n I,, X0. 
(ii) Let X 1 be "m-imbedded" into X 0 (i.e. let o0 (x) ;5 e i(yx) for each x E X 1 and 8OflU3 

y> 0). 1/ ao and a1 are locally bounded and 

o(t) = 0(ai(t)), t -*0, 

then X0,QX0. 

Proof. (i) Let be T> 0 and 

a(t) S^- ma1(t), I :!E^ T, 

a(t) :E^ Ma0(t), t > T. 

Further, let be x E X, .,	< 1, i = 0, 1, and C ^t 2max (1, m, M). Then 

() =f. ' (t 	x) 0(1) dt +f (t , x) a(t) dt 

00	 00 

x, I) a(t) dl +	£i'(t, x, X) c(t) dl	1. 

(ii) Let be C ^t max (1, y) and t ^ y. Then 

go (TC-)	'(l,x,X) ^eo(x). 

The second inequality is obvious; the first follows from 

L
/x0)	

t	/yx1\1<12, 
() ^ inf ko (7j +	e C )j = 2C 

(1 , x, I). 

Let us still suppose that 

c	(7 ai(l)dt)	fao(t)dt, 

a(l) ^5 ma1 (t),	t	Y. 

Now, if x € X,, then

V 

goTC(TC) = f (t, , x) a0(t) di 
= f ... + f ... 

0	 0	y 

:5^ mfsf (t	, x) a(t) dl + o ()fao(l) dl



	

Modular Interpolation Spaces I	31 

It holds

Iz'	1	 — 

°(o)	.'(t,x,X) 

for £ y. Therefore 

go () f a (t) de	(x) 

and we get
CO	CO 1 

• (),(x) + , (x) f ao(t) dt ( f a1 (t) dt) ^	• 
V	 \v	 I 

2.8. Theorem. Let T: X0 —* Y be compact and T: X 1 - V. Let a be nonincreasing 
near +00, Jim sup t2a(t) = oo and g i E A 2 or Loy E z1 2. Then T: Xa + V 8 cOfl2)(zct. 

Proof. Let be (x)	I, IIx,,I0 < 1, x = x 0 + x, 1 = x 0(t) + x 1 (t) and


eo(xno(t)) + te i(xn i(t)) < 22'(t, X, X). 
Let be M = M(t) ^ max (1, 2c 1 max. (1, t)) with 

c1 = (T min (lr)a(r)dt)'. 

Then

go () 
	2 max (1, t) ar

() 
;5max (1, t) Oa(Xn) 

so that {Tx 0} is relatively compact in V. Now, it suffices to prove that for any 
e> 0 there is ITZm,(t) Tx,(t)l!y < e for m, n large enough and for some £ > 0. 
Let us choose a decomposition Xm — Z,, = Xmno + Xmni = Xmno( f) + Xmni(t) such that 

t i	Xmn1(t)) < 2.2'	j (x,,, — xe ), 
X) 

Xmni Xmi — X, = Zm&) — x(t),	i = 0, 1, 

Zmo+ Xm,Xm, Xno+Xi=Z, XmniEXis 1=0,1. 
This yields 

2' 
(
t, (Zm — xe), x) 

^

 (

CO	00


fat dr) f.2' .- (x,,, — x),X) a(r) d 

(fa(T) dT) ea(--(xm_ xe))
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and it means that
I,	

co 

 

LO I G-M) xmni 	= Li ( (Xm i — x 1)) ^ 2 (tf a(r) dr) 

The last term is tending to 0 when t -+ oo. If Lo, € zl 2 then IXml — x, -*0 for 
m, n -> 00. If ey E 42 then we can use the rn-continuity T: X 1 -* Y I 

The proof of the following theorem is similar to that of Theorem 2.8 and it is 
therefore omitted. 

2.9. Theorem. Let T: Y -* X0 be compact and T: 1' -* X1. Let urn a(t) 0 
and let ej €42 or Lo i E 42 (1 = 0, 1). Then T: Y -* X 18 compact. 

3. The stability of the method 

3.1. Definition. A positive nonincreasing and differentiable function a on (0, cc) 
will be said admissible if (2.3) holds and if there exists an e > 0 such that the function 

t -> 
is nonincreasing on (0, oo) and the function 

t -* t2eo(t) 

is nondecreasing on (0, oo). 

Let us notice that an admissible function a satisfies the conditions 
Jim ta(t) = urn t2a(t) = cc,	 (3.1) 

t-+oo 

liin ta(t) = urn t2a(t) = 0.	 (3.2) 
f-00	9-00 

— We shall deal with the following situation: Let us have an rn-interpolation couple 
X = (X0, X 1 ) and positive measurable functions w 0, w 1, and A on (0, cc). Let be 
Ej = X, I = 0, 1. These spaces form an rn-interpolation couple, as well. We can 
define the space E2. 

The so called weak stability of our method is easy to establish: 

3.2. Theorem. Let T: 1 -* 1. Then T: R A -* 24 whenever 2 and a, I = 0, 1, 
satisfy (2.3). 

The proof is straightforward and easy. 

The more interesting question is the problem of the existence of a function 0 such 
that (X,, X) 1 = E, = Xe, i.e. the strong stability of our method. In this section 
we derive a theorem of this type. In the proof we make use of the natural idea from 
[8] and [4]: We obtain a formula for 2'(t, x, E) of the form 

(t) 
.22(t, x, )	f 2'(s, x, 1) 0i0(8) d8 + t f .2(8, x, 1) col(8) ds,	(3.3) 

0 

where is a suitable positive function. (The symbol in (3.3) and everywhere in 
the sequel between two terms containing modulars expresses the fact that replacing 
x on one side by x/C with suitable C E R the term obtained can be estimated by the
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other side. In other places, the symbol	denotes the usual equivalence). The for-




mula (3.3) will be then applied to the definition of E 4 in order to get the function 0. 

The following auxiliary assertions are devoted to the proof of (3.3). 

3.3. Lemma. Let co be an admissible /unction. Then 

/ 8w(8) ds	t2co(t) on (0, oo),	 (3.4) 
CO 

fw(e) de	tw(t) on (0, oo).	 (3.5)


Proof. It follows from the admissibility of a that 
CO 

f(0(8) d8 = 00,	f 8(0(8) de = 00,	 0	
(3.6) 

and, that 

•	[log (81+zw(s))]	0, 
[log (s2_tw(8))j'	0, 

or some e > 0. The last inequalities yield 

tw'(t) 
—2+e<------< —1—e.	 (3.7)


CO(t) 

Using (3.4) we get

t2w(t) lirninf	
- 
^liminf 2 + 

'°
-J 

'°	
f sw (s) de	[	w(t) 

0
t2w(t) lim sup	 lim sup  

°	
fsw(8) de 	[2 + w(t) 

0 

and similarly for lim inf and urn sup. It suffices to use (3.7) and (3.4) follows. The 

equivalence (3.5) is to be treated in the same way U 

3.4. Lemma. Let be C ^!t 1, t> 0, (t) > 0 and w, i = 0, 1, be admissible. Then 
there exists O > 0 812ch that 

.q'	
, 
i) ^ (7'(8 x, I) W(8) de +f'(8, z, I) o(8) d8) 

holds for each x E Z(), the constant O being independent of t. 

Proof. Let be x E E(), (t) > 0. For each t> 0, let us consider some* decompo-
sition x = 20(t) + 1 (t), (t) = x.((t)), i = 0, 1, where 

0( 0(t)) + to 1 ( 1 (t))	22'(t, x, 1).	 (3.8)


3 Analysis Bd. 1, Eeft 1 (1982)
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Then

2 - , B) '

	
.ji 27	) 

coo(s) ds 

-.	 + o f2	
) x) (On(S) ds 

(t) 

+of2(s1) x)w1(s)ds 

+	f' (,	1, ) w() ds 

= 11 + 12 + 13 + 1l. 
jLet us still denote 

t) 

P0 = f 2(, x, X) w0(s) ds, 

P1 = £ f 2(8, x, X) (va(s) ds. 
(t) 

We have
IM 

TC	9c— 
Po + /  

2 (s, 2 1 (t), I) on(s) ds 

E(t) 

gc 
Po +	((t))1. 2((t), x, X ) f 8W (8) ds 

-	 (3.9) 

(We have used, (3.8) and the fact that the function 8i-2(s,x,V) isnondecreasing.) 
Further, making use of Lemma 3.3 we obtain	 - 

12 ^	2((t, x, i)f coo(s) ds	 - 

(t)( fw(s) ds) Pofwo(s) ds CPO. 
0	 t) 

The proof of the estimates	
0 

I3 q P11 I4CP1 

is similar and will be therefore omitted I
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3.5. Lemma. Let w0 and co, be admissible and denote 

	

(00(t)w2(t)=—,	t>0.
w1(t) 

Let the function t -+ tw2 (t) be nondecreasing on (0, .00) /or some a> 0. Then to every 
C 1 there exists a C > 0 such that 

w,'(t) 

: 01	
, x) we(s) ds	. (8;x) wi(). 

^5 C2'(t, x, ).	 (3.10) 

	

Proof. Under our assumptions on (02 we have	 - 
1	 00 

f2(8)
	

fdsds<oo, 
 S	 sa)2(8) 

1	00

1	 (3.11)

ds 
f

___ rw2(s)jds=oo. sw2(8)	J	s 
0 .	 1 

Let be x  Z() and x = x0 + x1 , x• E X, I = 0, 1. Let Q= Q(t)deñote the left 
hand side of (3.10). Then 

QRi +R2 +R3 +R4 ,'	.. .	. 
where	 .	.	 . .	.	.-.	. 

w,'(t) 
=	f 2(s, x•, I) w0(s) de,	i = 0,1,

	

 .	.	.	. 
CO 

R3 =
	fY(8,xoX)w i(s)ds	. 

f sxi .x w 1 (s)ds.. .	c	 .	 . 

I	 :. 

Let still'.	..	.	.	.	.	.	..	.,.	.	.. .'	..	...	..	-, 

= f(s, x, X) w(&) ds,	I = 0, 1,	 . .-:	(3.12) 

then  
R1 ^5	L,	R4 	L1.

 
Using Lemma 3.3 and the estimates	

I 

2(8, x, I)	 1w i(eidaJ' L1 ,	i' 0, 1,  

3*
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we get
1' 1 

113	f(s)( 
fw	 J j(a)da) d8-L

1	 (3.13) 
8 

0	 0 

For	1 - 2e, the function I i-* trw2(t) is nonincreaeing because 

tll-ew(t) 
t'a)2(t) = 

From this and (3.11) one can show similarly as in the proof of Lemma 3.3 that. 

f1(8) e
	w2 (t)	on (0, oo), 

0	
(3.14) 

fds	1

	

on(0,00)
8W2(8)	w2(t) 

so that (3.13) yields 

113 < OL1. 

Quite analogously we get 

R3 OLO I 
3.6. Theorem. Let WO, co, and ). be admie&ible and let c02 = W0/(01 8ati8/y the con-

dition from Lemma 3.5. Then there exists an admi&sible /unction 0 such that 

(Xe, ) X,1) 1 = 

Moreover, if we define 

A(t)	fA(8) de,	I > 0, 

then
0(t)	W0(t) A(w2(t)). 

Proof. Let o l be the modular in L =	X)4. The foregoing assertions give 

00 WS-0)(x) e' f A(t) f 2(8, x, X) (0(8) ds dt + f 

00	00 

 O(t) f 2(8, x, I) w(8) de dt 
0	0	 0	w,'(t) 

= S0 + S. 

After change of variables (W2 is increasing and differentiable) we get 

=]°[w(t) JA(602 (8)) w3'(8) ds] 2(1, x, I) dt, 

S, =7 A ((102(8)) 02 ' (8) 602(8) de] 2(1, i, I) dt.
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Let us denote 

00(t)	w0(t)fA(0J2(8)) (02(8) ds 

0 1(t)	w 1 (t)fl(a 2 (8)) a 2 '(8) W2(8) ds. 

We show that O()	0 1 (t) on (0, oo), i.e. that 

2(t) A((02(t))	/	w [_A((s))] (02(8) da. 

It holds that
CO 

urn zA(z) = urn z f A(s) cia ' Jim z2A(z) = 0, 
:^O z	 (3.15) 

limzfl(z)=oo, 

therefore

urn sup c02 (t) A(w2(t)) [I [—A(o2(8))J (02(8) da] 

I	A(w2(t)) 1 
^lirnsupl— l+

	

	 I,	 (3.16)

A(v2 (t)) w2(t)J 

which is finite for
CO 

lim	= lim
-k--- f A(s) cia	1. 

z—o Z) (Z )	z-O zA(z) 

Further, similarly as above one gets 

lirninf w2 (t) A(w2(0) [J [- A(w2(&)) ] w 2(s) d8] > 0.	 (3.17) 

Using the last inequality in (3.15) we obtain the same relations as in (3.16) and (3.17) 
for Urn sup, urn inf, resp. 

£-oo	t-+ 
It remains to show that the function 0(t) = w0(t) A((02(t)) is admissible. The con-

dition (2.3) is satisfied for 

J got	__f'twi(t)JA((02(s)) W2' (8) w2(8)d8 dl < 00, 

00	00	00 

f 0(t) dt	fwo(t) f A((02(8)) (02(8) ds dl < 00.
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Finally, the function 

t	t"10(t) — t1+'w0(t) A((zi2(t)) 

is nonincreasing and the function 

£ -+ t2O(t) 
is equivalent to 

t i-* (6 2 (t))" t2_ew i(t) ((02(t))21' 2(w2(t)), 

which is nondecreasing if we choose e' > 0 so that the function z i-^ z2 '2(z) is non-
decreasing I 

3.7. Remark. Similarly, one can prove reiteration theorems of the form 
(X0, X,,) 1 = X 9 or (X,, X 1) = 

with some suitable 0. 

4. Miscellaneous 

Firstly, we present an important example which can serve as a justification and, 
roughly speaking, as the motivation of the presented method. (The example can be 
found in a somewhat different form with the sketch of the proof in the already cited 
paper [101.) 

Let 0, and 0, be Young functions and Q a measurable set in RN. Then for any a 
satisfying (2.3) we have 

L(Q))a = 
where

P(t)	0(t) 
h (:) 

with

h(t) =f min (1, tv) a(t) dr. 

The function h is pseudoconcave (see, e.g. [1]) i.e. it is equivalent to some concave 
function. It can be shown (see, again, e.g.'[l]) that 

h(2t) ;5 C max (1,2) h(t).	 (4.1) 
It also holds that any h satisfying (4.1) is pseudoconcave. 

In the same way one can prove the "modular version" of the Stein-Weiss inter-
polation theorem. (See [13, 1.18.7].) 

The rest will be devoted to the proof of a multiplier theorem of Michlin type in 
Orlicz spaces. This theorem can serve as a basic tool in interpolation of Sobolev-
Orlicz spaces. This will, be also briefly dealt with in [6]. 

4.1. Lemma. Let 0 be a Young /unction satisfying the .4 2-condition. Then there 
exist p, Pi> 0 and a pseudoconcave function h so that 

1(t) = t9eh(tPPe),	t > 0.	 (4.2)
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Proof. The function 

2.i-3. sup _---,	A>0 

	

t>o	(t) 

is submultiplicative and therefore (see Section 1) there exist q 0, q 1 > 0 and C > 0 
such that 

0()1) ;5 C max ().Q. , A) 0(t).	 (4.3) 

Let Q0 and Q1 be the "best" q0 and q 1 for which (4.3) holds and Qo Po 5.Q, 5 Pi 
If there is such a function h that-(4.2) holds with so choosen Po and Pi then it is 
necessary

h(s) = s-P.I(P-P.) 0(3I1(P.-Po)) 

If A :!^, 1 we have
CA(PI(P.P.)0(8h1(PaP.)) 

:5: Ch(s) h(As)	 sP.I(P-P•	- 

and for 2> 1 it is 

h(As) ^ CA'"") 
0(811('-P') ^ CAh(s), 

	

-	 8PI(P-P.) 

i.e. h is pseudoconcave I S 

4.2. Corollary. Let (1) be a Young function satisfying (4.3) with some q0, q 1 > 1. 
-Let M be a mapping from RN into itself such that 

l x l''lDM (x)l	C,	x € RN 

(a is here a multiindex) holds for each Jal :!^ L, where L> N12. Then M is a Fourier 
multiplier in L,(RN), i.e. the mapping 

f,	 (4.4) 

. being the Fourier transform and s denotes the convolution, is continuous from L,(RN) 

into itself. 
Proof. The mapping (4.4) is (by the Michlin multiplier theorem, see, e.g. [13, 

2.2.4]) continuous from L,(RN) into itself. It suffices to realize that (4.4) is also 
rn-continuous with respect to the modulars f i-* /l in L (RN) and to use the 
foregoing lemma. 
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