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Extremal inequalities in Sobolev spaces and quasicoñformal mappings 

T-. : IwANIEc - 

In dieser Arbeit wird die L,-Norm einès zweidimensionalen Hubert-Operators abgeschätzt. 
These Abschätzungen führen zu einer Reihe von Ungleichungen aus derTheorie der Sobolev-
schen Ráume. In einigen Fallen werden mit Hilfe uasikonformer Abbildungen estmogliche 
Abschatzungen erzielt. 

B pa60Te o[eHnBaeTcR L-Hops1a )ByMepHoro- ouepaopa rHJlb6epTa. 3Ta 3aaMa csHaaHa 
C HeK0T0pEJMH HepaaeHcTBaMH 113 TeOpHIl 110CT11CTB Co6oJieBa. B HHOTOUX CJly'IacIx, 
11CUOJIb3H MeTogbl Teopuhl Ic13a3llxoH4lopMlIux oTo6paeH11t, noJIyualoTcn uafliy'mue 
oi.euiui. 

We estimate the norm of a two-dimensional Hubert operator in L.-spaces. This problen 
leads to inequalities of the theory of Sobolev spaces. In certain cases, by using methods of the 
theory of quasiconformal mappings, we get best possible estimates.	 - 

The L estimations for functions of Sobblev spaces are central both to the theory of 
partial differential equations with discontinuous coeffidients and to the theory of 
nonlinear differential equations. While the singular integral operators play a funda-
mental part in these, in practice we very often need to know the best estimations. 
Quasiconformal maps, especially in the two dimensional cases, may be used as a 
tool for attacking the problem of extremal inequalities and they suggest a way of 
fprmulating these inequalities properly. However, some problems of quasiconformal 
mapping theory lead todifficult questions in the theory of Sobolev spaces and 
partial differential equations. In this paper we discuss a few special cases of this. 

Let us illustrate the general idea on an example of a non-linear system of partial 
differential equations in two variables which are strongly elliptic in the'sense of 
Lavrent'ev. For future use it is convenient to introduce the complex variable 
z = x + iy and the complex differential operators 

D;=-(D—iD0),	D1=-(D7+iD0); 

Then the system of Lavrent'ev reduces to one complex non-linear Beltrami equation 

- w1 = q(z,w, w) w,	 (1)


where the ellipticity conditions reads 

-	.Jq(z, TV, 1)1—q(z,w,2)2I	I1-2I,	fl< 1 
for ,	€ C, w E C, z € Sc C, (see [2]). We call P the ellipticity constant of (1). By  
solution of (1) we inean a function w from the Sobolev space W,(Q) for which 
equation (4) holds almost everywhere in Q. 
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It has been proved by B0JA..as1u [1] that every solution of (1) actually belongs-16- 
W, 1 (Q) for some p> 2. The exponent p depends on fi only. 

Generalizing, we may say that when the coefficients of differential equations are 
discontinuous, it is correct to ask about the integrability exponent of derivatives of. 
solutions. . Bojarski's result is one of the first in this direction. For further results 
see [3]. .	 . 

	

Definition 1: A mapping w:Q-* C is said to'bè j -quasiregular, 0	<1 iff 
w € W 1 (Q) and	. 

1w2(z)I almost everywhere in Q..	 (2) 

When w is homeomorphic on Q, then we 'call it ,6-quasicon/ormal. The number 
K = (1 + ) (1	fi)- ' is called the maximal dilalaiion of w. We.-also call w K-quasi-
conformal, when no confusion occurs.	 .	. 

Any solution of (1) is 9-quasiregular with fl .being the ellipticity constant of (1). 
We shall consider the function 

p() = sup {p: any -quasiconformal mapping-belong to W, 1 ( Q)} . ,.:(3) 

On taking the mapping w(z) = z I 21	we immediately deduce that p() does

not exced 1 + 1/j9. In other words 

p()-13-
Inthe recent work of W: GOLDSTEIN [6], he announced a proof of equality p() 
• = 1 + 1/a, which was conjectured by GEHIUNG in [4]. 

The problem mentioned above is one of many which are related to the two dimen. 
sional Hubert operator S. This operator is defined by a singular integral of the 
Calderon and Zygnund type	. ..	 . 

(8/) (z) = - ff	for I € L(C) 

Our main interest is in its L norm	 .	. 

IISII 
11S11 = sup	,	1 <-p < co 

fEL(Q)ILfIlp  

and its relations to the special kinds of boundary value problems for elliptic systems 
of partial differential equationsin 2-dimensional domains. Let us remark that one 
can formulate an opposite inequality for p() in terms of the norm JIS16 (see [1]): 

• .	p(	 sup {:. 
IISI <3-}.  

1. Two dimensional Hilbert transform	 •	 - 

Let us recall that S changes Di into D, i.e. S(Dw) = Dew, for w € W'(C). We then 
have	 .	 •	. 
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For	 .	S 

1 z IzI- 2111P	if	IzI <1	.	 . 
W(Z) =	-	 .. O<'u<1 

1 hz	if	IZI  1,	 . . 

one obtains  

11811 ^ F	
(p— 1) (p - )P	

'.	 ,. 

- 

The right hind side tends to p i- 1 as u approahes L . Therefore IlSlI ^ p - 1. 
Similarly, by considering the function we deduce flSIJ 1/(p - 1). This proves 
the following:  

p-1'ifp2	. . 
11811	1	•'	

.5	 .	 S..	 ' '- - 

p—i if l<2.	 ;-

Both (4) and (5) suggest the following statement.  

Conjecture 1: Forp> 1 it holds that iisiip = max ( - 1, 

Although we cannot evaluate I1S lL .exactly, we have succded in proving some 
inequalities related to the problem.	 . 

Observe that Conjecture 1 implies	 S 

p I1w IL	.	for p	2 
.5	

-	 (8). 

Z	p 
	

for 1 < p ^2• 

for w E Co-(C).  
If (8) were true then, in particular, we would get the following statement.. 

Conjecture 2: lirri 5(p - 1) IISIt = urn i1IIP	1. 
S	 P 

Theorem' 1: The inequality (8)h1ds for every function of the form w(z) = 
where u E C0 1(R) and f(') is an analytic function of C' class on {': ^ sup Izu(IzI)j}. 
and (11)P12 is single-valued'). Moreover, the constants p and p/(p - 1) are the best 
Possible. There is no function w such that equality occurs in (8). 

Proof: Given the assumption about /, we can write the following Taylor expán-
sion  

Qv). )p/2	Ean.	
5 5	 ..	 •.	 . 

After a simple calculation, (8) becomes equivalent to	'	
'.5 

5	

5	

.• .. .	 S. 

II(IZJ) f,(zu(jzl))H 4 Ik,(kI) f,(zu(JzJ)II if , p	2	. 
and	 .	.	I	''	 5	 "	

5 

1z 2v(lzJ) f'('v(Jzj))IIp	2p— 2 11 z 'v '(Iz I) f'( 1v(IzI)I p 'if 1 <p	2 

') This assumption aiwaysholds if p = 2, 4, ... or f'(E) + 0.  

1*	-	.	 .	 S	 S
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where (r) denotes ru(r). We notice next that the above are equiv alent to 

If I(kI)I 7' I' anztu(IzI)I 2 da 

^ (p12)7' f  zu'( i z ) I P If anzu1 (Iz)12 da if p ^ 2, 
and

.11 z v(IzI)I P I	an_ t v? (Izl)I 2 da 

(2pp	ff zv'(z)I9 lE an v(IzJ)I2dz if 1 <P	2. 2)P' 

•	In polar coordinates these inequalities take the form 
00	 Co' 

E an 1 2 f r2tF1 Iu(r)J 2P dr	
()7' E 

an J 2 J" r2?1p41 Iu(r)I2$ u'(r)IPdr,


and

E. aI2 f r'_227' lv(r)127' dr 

•	 Co 

(p'_. 2)	
aI2f r1_2'P Iv(r)120 Iv'fr)I!dr. 

To show that we appeal to two complex versions of the Hardy inequality, namely 
00	 00 

r21 Iu(r)J2P dr	
(2n ±-P)Pf	

u(r)12n Iu'(r)dr	 (9) f  

and	 • 

00	 06 

r12n2P5 v(r) 2n+P dr	
(2	2)fr7' v(r)12n Iv'(r) 7' dr. 

Notice that 

sup 2fl+P = 2fl+P	=	or p>2 
flo 2n + 2 2n+ 2 ,,	2'	= 

and	 .•	 - 

2n+p	2n.+p	•	 p 2p-2' for li<p2. 

Of the two inequalities stated in (9), we verify only, the first one, the second can be 
shown in a similar manner. Integrating by parts and applying the Holder inequality 
we obtain	 - 

r2n^1 u(r)l2P dr	2m+ 
2 fr22(u(r)I2P)' dr' f  

• — 2n.— P	i)l2fl+P2 Re) u'(r) dr 
2n + 2 f
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(r'+ (2n+1)/p JuI 2flIP Iu'J) (r2 fl+ 1_ (2n + 1 )/P	1 2n +P — (2fl +P.)IP) dr 
2n + 2f

00S S	 i/p	.	

'

P 1)/P 

:: ii (j rP uI 2n Ju'j P dr) (/	
uI2P dr)  

Hence	 S 

f
r2n+1 u(r)1 2$2+P dr)  	± ' (f	u12" u'I dr) 

as claimed.	 - 
From the proof presented it follows that if the extremal function which equalizes 

(8) exists, then it must be of the form w(z) = zu(l z I), because it should be such that 
= a0 = const. Thus, we are led to the following equalities	- 

( I u(r) r dr) 

and

1/p 

P

	
Prdr 

/ 

( r =-- J Iru'(r)I) 
0

if p2,	 (10) 

f I_'v(r.r dr)	2	
2 (fir lv: (r)J P r dr)	if 1 <p 2. 

For simplicity we only explore the first one. Investigating again the proof of in-
equality (9), in the case n = 0, we easily find some necessary conditions for a function 
u which would satisfy (10). Such a, function must equalize all inequalities which 
appeared in the proof of (9). So, the first condition in question is 

Reu'(r)= —21u(r)I u'(r)I.	 S 

The second one is a result of an application of the Holder inequality, giving 

Iu'(r)l r' = const. r u(r)J. 

Both of these conditions imply a differential equation 

u(r)	
S c>0 

which is neither salvable in the space C'01 (R), nor in the space W'(R). All the solu-
tions of this equation have the form	 S	 - 

u(r) = const: r.	 S	 (11) 

Thus the equality in (9) dOes not hold for any function u, which implies the same is 
true for (8).	 I	

-	 -	 S 

The case c = 2/p is of an extremal character. Namely, for u(r) = r 21 , both inte-
grals in (10) are not convergent either at 0 or at co. By refining the function 
u(r) = r 2/! near the points 0 and oo, one can construct examples which show that 
the inequality (8) cannot be improved. This completes the proof of the theorem I
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Proposition 1: 'Let R> 1. Then we have 

	

•	(1Iu(rrdr)' 

	

sup 	 = A,, <*, p ^ .2. 
uEW,'(Ll.RJ) (1 I'HI	dr)	.	.	-	 - 

Proof: The inequality A,, p/2 follows immediately from (10). On the other 
hand there exists an extremal function, say u0 € W,, 1 ([1, RI), which realizes 'the 
supremum. This statement is a consequence of the compactness of the mapping 

r''/Pu'(r) - r' /?u(r)	 .	 '• . 

acting from 1i,,'([1, R]) intoL,,([1, R]). So, if the euaIity A,, = p/2 were true, then 
the function u0 would be extremal for (10). This contradicts the originI assump-
tioni  

For our further , investigations it is imprtant to extend. the class t',,'([l, R]) in 
order to get the equality A,, = p/2 for the extended class. For this purpose Jet us 
observe that inequality (9), with n = 0, and its proof remain true for functions• 
U E W,,'([l, R]) which satisfy the boundary condition Iu(R)I = RI Iu(1)I. 

Proposition 2: Let u € W'([1, R]), Ju(R) = .R- 2/ u(1)j. Then it follows that 

(frui' r dr)	-- (firu (r)IP r dr) 

The functions which' give equality have the form-u(r) = const. r21. 

2 Modified Hubert transform 

In -this section we define a boundary value 'problem for elliptic systems which arose 
•	in the study of theestimation of the operator S in . L, spaces. We begin . with the 

simplest.case.  
•	 Let DR = Iz: 1 < jzj <R} and / € LP(DR). Consider the problem 

fwE=f  1 w(Re 8 ) = R' 2IPw(e01 )	. 6 E [0, 2]  

where p € (1, oc), and w is an unknown function from WP'(DR). 

• Proposition 3: For every / € LP(DR), p t= 2, there exists exactly. one solution 
of (11). I/p = 2, the solution is unique up to a constant. 

Proof: For the proof we shall show that an analytic function with boundary con-
dition (11) must be a constant, zero 'when p	2. Let ' az' be its Laurent's expan-
sion. The' boundary condition becomes	 S 

S	E aR'e 1 "°	,' aR 2IPe18 .	S	 Sl. 

- Hence, by comparing the coefficients we get  

a,=0 for n=O,±1,±2,...	if p+2, 
an =0, for ,n=±1,+2,+3,... if p=2.	 / '- 5
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-The existence follows from the explicit formula	 - 

W(Z) = 1R/) (z) = _i	 + K(z, 1)] /(t) do,,	 (1)_ 

DR 

where the kernel K(z, t) is given by	 S 

-	 z"t"	 —1	z"t' 
K(z, t) = r'' R° 2'-'	j + tL' 1 -	 -	V_cO

Both series converge uniformly on compact subsets of DR .x DR, therefore K(z, t) 
is analytic in DR x DR . We shall show that w(z), as defined by (12), is in WI(DR) 
and that it satisfies the boundary condition (11). First we assume that supp(/) DR. 
Hence we obviously have w E W'(Dft), and w = /, because the kernel K(z, t) is, 
ahalytic and —J/,(t - z) is a fundamental solution of the Cauchy-Riemann equa-
tion. Moreover 

w(R9°) =
	

[(t - Re')-' + K(Re'9 t)] /(t) 
7z 
Vf 

DR 

-	—R'21 = - 	ff [(t - e°)' + K(e°, t)] /(t) da,	R12IPw(e'8). - 
7z	

R 

/ The last equality is a consequence of the following property of the kernel K(z, t): 

R12IPK(e10 , t) - K(Re°, t)

—1	t-fIe2O 
t	[n 0=00

R 2/P- 1 -	 1 - Ri_n_SIP] 

1 I- 00	R"t'e'°	'	R't-'e"° 
{, n+iP-' - 1	1 - R'--21 

—1 00 (R - R1-2IP ) tT n e"°	1	(R' J._. R' -2/P) t- ' e"° 
- -R-'-2I-' - 1 - T	1 - R'"-2 

—R'-21	1 
-= t — e'° T t—Re10,	 5	

5 

Therefore w(z) is the solution of the problem if. supp (f) DR . Now we define the 
following modified Hilbert transform	S	 - 

(S/) (z) = ( TR/), (z) =
	ff [(t - z)2 + K(z, t)] /(t) da, 

DR 

It remains to prove that SR is a bounded operator in LP(DR). 

Theorem 2: We 1vve 

sup -- 11S11P	 (13) 
fEL,(D,)	I/lIP	-	 -
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and

i	I1 S'f!	1	 -, nf	P	 ;;_•	
p	 (14) 

1! fELp(D R )	p	II p 

Proof: Letting MP '(DR ) '	(w; w € WP '(DR), w(Re ie) = R121Pw(e°)j. gives 

sup J[w	
= sup	IIwi1	sup	IIw	

= sup I'RtIEp 
w (W'(C) 10d, wEWp'(DR) IIIJp	WEMP'(DR) jWJ	fEL(D) Il/lip 

and	 .

inf
1	

IIwZ!IP 
=	mf	I1lP	f	llwZIIP	f	IISR/IIP 

1I51[p	wEW'(C) JIWII	w49'(D1,) 10flip	M'(D) IIWdIP	fEL(D,,) ILfiI 

Now we shall prove the,opposite inequalities. For every positive integer n we con- 
struct an extension of any v E MP '(DR ) as follows:,	 - 

o	 for jzI	1, 
IZI 

W(Z) 7	 for 1 < Izj	R, 

(z) = RJ 1_21P)w(zRi)	for -.Ri :2^ Izi ^5 R + ',	j-	1, 2, ..., 

Rn+2_lzl 
-	

R2 - R' .w(zR"') fr R"t' 	R'2, 

o	-	 for R 2	z. 

From the definition of MP '(DR ), it follows that w € W 1 (C). Moreover',. 
.0	 for IzI<1, 
IzI - 1	 zw(z) 

w(z) + z Izi (R - 1) for 1 < zi ;5 R,	-	- 
- 
wt(z	

R-21/Pw(R-iz)	 for R < IzI ;;^ R +1 ,	j = 1, 2, ..., n )=1
(R' 2 - z I) w(.R'"1z) --- IzI z2R'w(R'1z) 

(R - 1) R(1+2/p)(n+I) 
-	 S	 for R"' < IzI	Jn1-2, 

0	 for R 2 < IzI. 

We have to estimate the integral f  t(z)IV dat . Therefore we first transform it into 
an integral over the ring DR , and then we decompose this integral into a finite sum 
of integrals over-the rings in which i(z)'is defined. By using a natural substitution 
we reduce each of these integrals to an integral over DR . Accordingly we write 

-	If I ü,(z)'do

.,	=flffIWZ(Z)IPd+ff WZ+Z[Zl(7l)rdZ	 S 

/	
DR	 DR-	 S 

r
fR—IzI	zw	PJ 	R- 1	z[zj(R-1) 

DR  

- .	 = nff 1w2(z)I P d + (1).	 - 
D R	-
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Similarly we can prove that 

f  Iü(z)I da =n f  Iw(z) P da + c!(1). 

Letting n approach infinity we get 

ff jW(Z) P da	
lint	

IüJ(z)I da. + (--) 
DR 

If Iw(z)' da2 - n_.00ff I(z P do + 0 (.1) 

• sup	= IJSIJP, 
wEJV'(C) IIWp 

•	

-  inf	JJw IJ P	1 •	-	;	= 
•	 WEW9'(C) JW: Ilp '	118I1p' 

Sincew was chosen arbitrarily, we can write 

11811p and	iii!	[SR/11p 
JELP(DR)	 fELp(DR) LfI 

The proof of the theorem is complete I 

Our theorem implies that 11SR11p = 1S11,. There are many reasons' why it has a 
practical value. It is much easier to study the modified Hubert transform than the 
original one. For example, 4 SR -has a very simple spectral decomposition. 

Theorem 3: The operator 4 SR has a point spectrum only. The numbers 

2	22zin	' n = 0, ±1,+2, ...)	 (15) 

P In  

are its eigenvalues and the corresponding eigen/unctions 
—2	2,,In 

tm,n 
= Zm+l(JZj)P m+lnRl (m, n = 0, ' + l , ±2, ...)	 (16) 

form, a complete system in LP (DR), p	2. 
Proof:-We have to find the solutions of the boundary value problem 

zw(z) = j9w(z),	 1 <'zfl< R, 
^	

-	
• 17 w(Re°) = R12IPw(e 0 ), . 0 ^ 0	2.	•	 -	

- 

It is convenient to work with polar coordinates (r, 0):	 - 

(
Wr - £W9)	 .(wr+ Wô)	 •	

(18) 
w(R, 0) = R' 2IPw(1, 0).	 • 

The boundary condition implies that the function r_1+2IPw(r, 0) is 2'v-periodic in 0 
and (R - 1)-periodic in r. Therefore we can expand w(r, 0) into the Fourier series 

w(r, 0) = ' 'amnw,,n(r,.0), 

2	2tin 
p	InR,
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where.  
+1+— 

2,,itz	 2	2,in ---- 	. --m+— 
wmn(r, 0) = r P	mR e;m9 = zm IzI

1— P	-mR	 - 

Inserting this into (18) we get  

22mm 
E am, (i — + m +	r FR Peimo 
M,n	 P	FnR) 

/	 2.'in 2 •	2	2min 
amn(l---m4-----)r	PelmO. 

mn	\	p	mR15 

By comparing the coeffieients,of thse series we immediately obtain (15) and (16) 
with tm.n = (Wmn)2 const. I - - 

	

The eigenvalue of -- 8R with the greatest modul is	= 1 - p, which corresponds


to w1,0(z) = z IzI 21P , a quasiformal solution of (17). That with the, smallest modul is 
= (1 - p)- 1 which corresponds to w_ 1

 
50(z) = w150(z) = zI' . We do not 

know whether	= p — 1 is the norm of SR in Lp(DR), but there is strong evi-
dence for expecting it. Namely, if one writes the Euler equations 

J (jWz ü3)z = 19(IW 172 37),	.	 . 

1 w(Re'°)	R'- 21Pw(e 10 ),	 ..	. 
for the variational problem' 


=sup
 

wEMp(DR) I lWi ll, 

- then it turns out that the Wm,,, are the solutions corresponding to fi = Im	This 
S	

.	 again suggests Conjecture 1 and provides another reason to study the following 
problem. •;	

.	 . 

Generalized .eigenvalues problem: Let p> 2. Find w € WP'(DR ) such that 

fw_(z) =j9(z)w(z),	1< !zI.<R, 	(19) 
w(Re 10 ) = R1_2 /Pw(e19 )	 -	 . 

where j9(z) is a measurable function which satisfies the ellipticity condition 

I(z)I	 1	or' I(z)I	< 1. 

It i clear that this problem admits only the trivial solution if ft 11811p*= fi IIS I[ < 1. 
On the other hand we shall prove the following statement.. 

Theorem 4: A necessary condition for the existence of a non-trivial solution. of (19) 
is j9	(p - 1).	 . 

In the proof we use the following: 

Definition 2: By a ring D we mean a domain the boundary of which consists 
of two Jordan curves lel , W, The modulus M(D) of the ring D is 

M(D) = inf f  q2(z) thr 
q C 

S	 5	 5	 5	

;
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where the infirnum is taken over all Borel measurable functions q(z) 0 such that 
fq(zYJdzl	.1 

for every locally rectifiable' curve I c D which joins the boundary components 
•	and W2. 

For the sphericl ring DR = {z: 1 <Jzj <B) we have M(DR) = nR 

	

Lemma 1: Let G be a ring whose boundary components lel. and'2 satisfy	I 

•	 '2={az:z€'1),	a>1.	 - 

Thin M(G)L>--.	• 
-	ma	

0 

Proof: Let q be an arbitrary admissible function. For every angle 0 €. [0,2] we 
denote by I = {z: z = re 8, r1 r r2} the radial segment contained in G which 

•	joins the boundary components W, and W2. 

Is

G. 

Abb.1. 

So, for every OE [0, 2] we have 

1	f q(z) IdzI	fq(re') dr.	 0 

to 
I.	 0	- 

Integrating over all 0 and applying the Holder inequality one can obtain 
• 2x oo	 2n 00	 1/2	2i 00	 1/2 ff	 r 

dr dO (f fq
2(reio ) r dr do) (/1 XG(re°) dr do) 

CO 

'whre Zo is the characteristic function of 0. The integral f Xc() dr dos not 

• • depend on the angle 0 and is equal to In a (we omit the proof of this). Hence we get 

2	(ff q2(z) dc4 112 (2n In a)' 12 ,	 •	 • 
and finally •	 •	'• 

M(G) = infff q2(z)d	I	- na	-
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Proof of Theorem 4: For simplicity we examine the case	 1 only. 

Every non-trivial solution of (19) is a fl-quasiregular map. Suppose that w is fl-quasi-
conformal. It transforms the spherical ring DR onto a domain G which satisfies the 
assumptions of Lemma 1 with a = R'- 21 . It is a fundamental result of the theory 
of quasiconformal mappings that 

M(G) ;5KM(DR) = ± M(D,).	 (20) 

Hence, we' have	 - 

-	21±2 
lnR',21	1 - In R' 

so that 

•	_p-1• 

The inequality (20) remains true, in its proper formulation, for any quasiregular 
mapping (see [71). This permits us to prove the theorem completely I 

As a result of this theorem we obtain, in particular, a solution of the following 
extremal problem:  

Problem: In the class of functions w E M 1 (D1 ) find a quasiconformal mapping 
with minimal dilatation. 

Actually, the minimal dilatation	is at least •
	

1 (because of Theorem 4). 


• On the other hand, the map w(z) = z(JzJ) 2 /P has the minimal dilatation = 1/(p - 1), 

w	—z2. 
___	

0 

Thus w(z) is extremal; it is Teichmuller's qusiconformal map. 

3. Asymptotic behaviour of IISI!9 

The operator S is of the type (1;1) i.e.  

meas {z: (5/) (z)I > a}	Il/I[i, fOr every a > 0,	 (21) 

where A is aconstant which does not depend on / E L 1 (C). The smallest of such con- 
stants defines a norm of the operator S. We will denote this alsO by A. Using the 
method presented in the book of E. STEIN [8] it can be proved that 

(In 2)<A<30.  

W6 shall use the following general lemma.	 - 

Lemma 2: Assume that S is an arbitrary linear operator which satisfies (21) and 
is bounded in some Lu,, Po > 1. Then for every p E (1, Po) the operator S is bounded 
inLand	 I 

lirn sup (p - 1) IIS IL . A. 
p-.1
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This supplements the well known lemma of interpolation theory for operators in 
spaces. The proof only requires a slight modification. A careful examination of it 
yields that

ii 
IIII	

(p —1) 	
Ii: t) 

P.- 	
for every I E (0, 1), 

whence the lemma. The adjôint Hubert operator 8 has the conjugate kernel 

(S*/) (z) = (8/) (z) 
=	 ff/(tda; 

from which it follows that	 -	 - 

IIlLp = IIS lI	"1'_L •	 p-i 
Therefore,

—i Jim sup (p - 1 ) . IIS l[, = inn sup p	 rn , = li sup 11811 —i. 
p-.l	 p—I	P	j	 q—co	q - 

Letthe	 S	

0 

118 11	 -	- lim inf 
p-	P, 

be denoted by a. We have proved that 1 a A <30. There has been conjectured 
that a='l.	- • 

Theorem 5: The extremal exponent function p = p() sati8/ie.s2) 

1 + 9 
>	

2(1 + Th° 	 (22 =	= (1+)°—(1— Ma ---a-

Proof: The proof is based on the following inequality 

('+c)	p(' ,	
2 for 0	fi',	1.	 (23) 

Therefore we first prove this inequality.	 - 
+ Let w = w(z) be a	,,-quasiconforrnal map in the domain Qc C and p 

1 + fi	 (a'): (a") 
be an arbitrary exponent strictly, less than + () - 2 Our aim is to prove 

that w E W, 1 (Q). By applying the existence theorems for the Beltrami system, 
the following decompbsition property can be proved: 

w=goh 

where h is a "-quasiconformal map in Q and g is a fl'-quasiconformal map in the 
domain h(Q). According to the definition of the extremal exponents, we have 
h € W .. 10 (Q) and g E W,. 1 (h(Q))for every.p' <p(j9') and p" <p(fi"), respectively. 
Without loss of generality we may omit the symbol "lc" by eventually considering 
a-compact subset of Q instead of Q itself.	 - 

2) A similar result has also been proved in [5].
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Let E be an arbitrary measurable subset of Q. We estimate, the measure of the set 
h(E) as follows 

méas h(E) = ff (I1:(z) - Ih(z) 2) dcxi 
-	B 

(measE)'1P' (If jh(z)l P' d)2IP" 	const. (measE)121P". 

As above we also deduce that 

meas w(E)= meas g(h(E))	eoiist. (meas h(E))1IP. 

Takes together these yield the inequality	 '	f 

meas w(E) :5; Const. (mea's'E)('_219')(1 -2/p")  

The left-hand side of this inequality is nothing other than the integral oyer E- of the 
Jacobian J(z) = w(z)t 2 - Iw(z)I 2 of the map vi. Thus it reads 

f J(z) da	const. (meas E)'-2'P1-2IP")..	1 

We utilize this inequality for estimating the measure of the set 

ET = {z € Q: J(z) > T),  

where T is an arbitrary, positive parameter. 

•	 meas (ET) = ff dc1 ^ - ff J(z) do ^	(meas E'r)2'2'". 

ET	ET 
'Hence	 I '	 -	- 

-p.?,.. 
rneas'Er	const. T2(P'+P'2). 

On the other hand it is well known that 

ff
J(z)P12 da =	T121 measET dT	 .' 

p meas (Q)f T- 2)/2 dT	 - 

+ cojist. f 
T-212	 dT < 00.	- 

This last follows from the assumption p < ,	 -	. So, we have that 
• p+ p

,,
 —2 

J(z) € L 12(Q). By the quasicdnformality of w we finally get w € W'(Q). This corn- 
pletes the proof of (23).	•	 •	 -	 -	 •	 •	 • - 

Remark: We have shown that it always holds that p()	1 + 
• Notice that 

1 + •	 - equality occurs in (23) when p( =	.
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Now, we shall prove-(22). We begin by. defining the preparatory function 

F(s)== _ln(1 -
	_), 

for 5=it0:	.. 

From p(0) = 00 it follows that F(0)= 0. Now; inequality (23) becomes	. 
F(s 1 + 82) 	F(s1 ) + F(s2 ).	 (24) 

Indeed,	 .	S	 S 

F(s(fl)+s( ))=F(1nt	In	)=F(1n ?' 

	

S	 \ 
 —

 
F' (fi'+fi"\\_	2 

\\i.--- fl'")) -
	n	

" \P ki+ 
1 /1 - 2') + 2p(") - 4 

•	 .	

-	 "k 	p(fi)	 S

2. -1n (i -- 3) (i - _,) 
= F(s(')) + F(s(")). - 

Inequality (24) implies that the function	is decreasing in s E (0, cc). In parti-
cular we get	 8 .	- . 

F(r)	 . 
inf 

F(s)	e + 1 eF(8) -- 1	..1	. - ^ hm	= u
.
rn inf	 = Jim mf r -	s	 - 1 2e'() P-0 PAM 

But froui', (5) it follows that	 Hence,
 

T(r)
	.	S	 .. 

•	 r -	 p()	,,	p 
By the definition of.F we immediately get	.	S 

1—	 ' --= e() ^e°"9 (1._fl\6 
PA	 -	'\1+fi/..	S	 • 

From this we obtain (22). We remark that the equality urn mi	1 conjectured 
5	

.5	
. 5	 p—too	P 

, taken to previously, gether with (22), implies p() = 1 + 1/fl I S 
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