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On the representation of Bergnian-Vekua-operators 
for three-dimensional equations 

E. LANCKAtJ 

Die Integraloperatoren von S. BERGMAN und I. N. VEKUA transformieren holomorphe Funk-
tionen einer komplexen Variablen in Losungen linearer partieller, Differentialgleichungen 
elliptischen Typs in der Ebene. Durch Veraligemeinerung dieser Methoden findet'man Inte-
gIaltransformationen für die Losung partieller Differentialgleichungen verschiedenen Typs 
(z. B. parabolischen elliptischen, pseudoparabolischen Typs) mit drei unabhängigen Ver-
tnderlichen. Die Transform ationen verknüpfen holomorphe Funktioneri von zwei Variablen 
und die erwähnten Losungen miteinander. Für cin Beispiel geben wir eine explizite Dar. 
stellung des Kerns dieser Transform ationen' (durch eine Summe eines Duhamelprodukts und 

•	von Cauchyintegralen); dies verallgemeinert neuere Resultat von D. L. COLTON und R. P. 
GILBERT. -	- 

• - HhlTerpaJlbui.Ie onepaToph! C. BEPrMAHA It 14. H. BEKYA npeo6paayi0r r0JI0Mopnrb1e 
4y11iei11 OHOrO EIepeMeHHOI'O B pelueuHa )uf)epeHIuaJihuIbIx ypaBHeHHII C 4acTHbIMII 
np0 11 3BoJHbI31II aJlJlIInTIl qecROI'O mna B HJIOCHOCTH. 06oOiian 3TOT meTOA , MOHIlO IlafiTil 
nuiTerpaJIhnue npeo6pa3013allMn pna peuieHn gH44epeHiAHajIbHQX . ypaBHeHkIrI C MacTualMil 
np01I3BOIuM11 paaiioro (uanp. napa6oJiu'Ieciwro, aJulnnTw!cCicoro, n6en0näpa6onu-
'iecuoro) Tuna B TXMCHOM c.iyae. 3ii11 upeo6pa3onallusI CBH3bIBaIoT roJIollop4MiaIe 
(l)ylrIIltu ABYX nepeMeHnl.ix C BEJ1I.IC Ha313aI1IILIMH pewelluaMu. LIsm ripuepa naeca aBiioe 
npecTaBJ1eHI1e ijipa MIX npeo6paaoaaHlltl (Hale cyia flPOH3BHHH JyxaMe3m H MHTC-
rpaJ]oB Hoiiiii). 3THM o6o6EIeHbI HOBhIC peyziami A. JT. F(OJIbToHa w P. II. FuJIbGepTa. 

The integral operators of S. BERGMAN and I. N. VEKUA transform holomorphic functions of 
a complex ' variable into solutions of linear partial differential equations of elliptic type in the 
plane. Generalizing these methods we find integral transforms for the solution of partial 
differential equations of various type (e.g. parabolic, elliptic, pseudoparabolic) with three 
independent variables. The transforms associate holOmorphic functions of two variables and 
thementioned solution. We give (for an example) an explicit reprcsentatibn of the kernel of 
these transform's (by a sum of a Duhainel product and Cauchy integrals) which generalizes 
recent results of D. L. COLTON and R. P. GILBERT... 

1. Introduction 

Many efforts have been made in the study of linear partial differential equations 
with complex methods. The integral operators due to S. BERGMA1[1] and I. N. VKUA 
[9] allow to construct explicitly the solutions to these equations in the plane, asso-
ciating them with holotnorphic functions. of a complex, variable. In this way an 
etensive study of the function theoretic properties of the solutions to partial differ-
ential equations is possible.  

Following some ideas of S. BERGMAN [1] recently 1). L. COLTON (see [21) and 
R. P. GILBERT (see [4]) enlarged considerably the investigations of generalizations 
of this method to higher dimensions We' also give a contribution to the construction 
of solutions to partial differential equations with three independent variables by 
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integral transforms; Especially we attack the problem to find a suitable represen-
tatiori of this 'transforms, generalizing the statements of COLTON and GILBSRT. 

Let us consider a linear partial differential equation with the independent variables, 
X, y, .. As usuallyin complex methods we perform the analytic continuation of its 
coefficients to complex values of x, y, 6 (in genral "in the small'.') and introduce 

• . new independent variables 'z = x + iy, = x - iy ( = ). This, we study the dif-
ferential equation everywhere in this complex. version; mention especially' 402/az a 
= a2/ax2 .+ 2/y2. If the coefficients of the equation are real for real values of 
x, y, we get a real solution from a complex one by putting = (the conjugate 
complex variable) and taking the real part.	 . 

2. Construction of integral operators 

Our concept to' solve linear partial differential equations is as follows (see 7]; we 
give the method only for a special case)':  

Let u = u(z, , with i ED, ED*, 3 E G (D, D., G bounded and simply con-
neeted,O E D, 0 E D*) be a solution of  

a2  
'Lu=—u+Au=0.	

S	

'	 ( 1) 

Here A is a linear operator, and let (1) be self adjoint with respect to z, 
We dfine a set F of' functions / = /(z, ) and a transform R[/] of these functions. 

Definition I: /(.,..) E F if,and only if  
(a) / = . /(z, .)'is holonorphic with respect to z in D and continuous in  
(b) Constants a > 0, C	0, p	0 (integer) exist with	. 

•	 Am/(z, )I	
C,(M + p)!2 for in > rn0	 ,	( 2) 

for all zED,EGocG.'	 S 

'A function / E F may be called an associated junction o/ equation (1). 

Definition ,2: A Riernann transform R[j] = R[/(t, )] (z, , t, r, ) of equation ( 'I) 
a transform with the properties: For 'z € D0 .D, € D	D, t € D0 ,. 'r E D0* 

(0ED0,0EDo*),EGo:	S	 '	 S	 -' 

(i) a/azR[f(t, )],a/aR[/(t, s)], ag/aZ 01 R[I(t, s)], AR[/(t, )] exist; 
(ii) R[/(t, )] is integrable with respect to tin D0 ;	 S	 ,•	 , . 

L11[/(t, 's)] = 0,	 '	'	•	• (3) 

a/aR[/(t, )] = O for t = z,	,	 "	
5	

' (4) 
• S

	 a/azR[/(t,	_•, 0 for	=  

R.[/(t, s)] = /(t, ) for, t = z,	,	= .	•	
(6) 

- Remark:-In the theory of I. N. VEXcA [9] the Riemann transform is the piiiiti- - 
plication with the complex Riemann function: .	'	•	''	' 

•	
,	It[/(t)']	R(z, , t, t) .. f(t).	 S	 '	 ••	 '
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Theorem 1: For all associated functions/ E F  

u(z) =1 R 1/( t )] dl	 (7) 

(R the Riernann transform) is a solution 61 (1) in D0 X D0* X G. 

Proof'by'.insertion of (7) into (I) , using (3), (4). 

	

Theorem 1': Lt G = G(z, , ) E F(for all E D0*).	 .	.	 - 

•	 .	 '.	 ,'	 . 

U, (z , *	) = ffR[G(t 'r )]dtd'r	 (7) 

is a solution of, .........	 . 

Lu1 = G(z, 1, )  

in D0 'X J)o* x b (II the Riemann transform).  

Proof by insertion of (7') intà (1') using (3), (4), (5), (6). 

•

	

	There are two problems in this concept: the'existence of the Rieniann transform 
and its suitable representation. We give an answer only for,a very special case. •' . 

Theorem 2: Let Abe an operator not- .depending on z, (this is, (if h = l) is a 
function of 5 alone, then h = A  is also a function 61 5 , alone). The Riernann transform 
of equation (1) in D0 x G, where D0 is a closed polydisc in '.	•.''., 

D2 XDi* XD1 XD*n {(z, , t,-'r):'Ivj < l/CJ with. v = (z- t) (r - ) 

is given by
1	. . 

R[/(t, )] =,'' —a vm Am[f (t, )]	 ••	. .	 (8) 
M=O  

for all associated functions f E F 

'Proof (and examples) see [7].,,.  

3. Representation of the Riemann transform .	 . 

'Resulting from the general nature of the operatOr A the 'above method is a very 
versatile one. But one of the main problems in the application of the method is'to. 
find a suitable representation of the transform R[f]. Following R. P. GILBERT [4] 
it is possible to express the transform R for elliptic and parabolic equations (1) by 
a Cauchy integral'	'	 • .	. 

I f	ds
)	'.	

'' 
here K -is,a circle in G surrounding s = . For pseudoparabolic equations (1) (of 

DAI. type) D L. CdLTON [2] . has given a representation of R[f] through a, 
• Duharnel product	 .,	,	'	• .	.	, 

R[/(t, )] =	
0 

H(z,	I x, s - ) f(t s) ds	 (10)
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For these cases both it is possible to construct the kernel Ii with the aid of differential 
equations found from (1). For explicit examples see [6, 8]. 

•	But for more general equations these representations of the transform RU] do 
-•	not hold. We show by an example of an equation of composed type that the trans-

• forni RU] is to be represented by a suni of Caiichy integrals and a I)uhamel product. 
The representations of R. P. GILBERT and 1). L. COLTON are special eases of it. Let 
therefore'	 -	 - 

A = DP + flu + ySP, 

•	, where a, fl, y. are constants, D is the differentiation with respect to : D = 8 is the integration	-	- 

•	
5=f.ds, 

I is the identity, and let p = 1 or p = 2. Thus we consider the equation - 

	

-	2+p'	02P	 ap
(ii) 

Lenniial: For n=0.oni has' 
n-2 •	 A[/] = A 1 [)[/] -	,' A' 2 [z(f)]	'	 (12) 
m=O 

with	 -
DPj 

A11][/]	k!flm! flyL, where L = {-;; '=	(13) 

and with 

Zm	
k±l-;m+i (k+ 1)!1!q!	

sPDP(k_+1)) [/]. 

Remark: We give sonic explanations of these expressions. We have DS = I, 
SD = I - N with N/(t, ) = /(t, 0). From this we find	•	 S 

- 
Dpk_.SPDPkP • ND"	 for p = 1, 

IND2k + SND k for p = 2. 

Thus Zm is a constant with respect to 8 (for p = 1) or linearly depending on (for 

z, n = Amo + Ami, 

and the coefficients Am i ( j = 0, 1; in = 0, 1, 2, ...) are linearly depending on /(t, 0) 
and the derivativesof /(t, ) with respect, to 3 in j =. 0: 

A • -	s-' 	em-'- 1 ,	 - 

	

•	mj	 1	kQi 
•	 k+:=m (k + 1)! 1!q!	

q	
pk-pq+j At, ) O	 (14 

for = 0, 1, if p = 2, for = 0 if  = 1, and	 SO 

Am i =0 for p=1.	 - 

Th-us (12) reduces the problem to find A'[/] for an arbitrary / to . -the problem to 
find it for a linear/. Furtherly: The definition (13) is made in such a way that we 
would have A n  A1 " if SD =D8 = I. 

•	 -•	 _\,
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Proof of Lemma 1 by induction: Obviously (12)is true for n =0 and n	1.
From the validity for n follows for n±  

p	
A '[/] = AA 1 [ '[/]	y ' A''m[Zm(t)].	 (15) 

m=O 

Consider A 11[/] - AA1 'U]. There is a contribution to this difference only from 
the (left) multiplication of the sum (13) by ySP, and this contribution is 

-• 

n 
AA1 ['[/} =	

! 
al-"Ply-L" = 

1. k+m±1=n L.rn. 
•	

k>m	 - 

Inserting this into (15) we have (12) holding for n + 1. instead of n 
Now we give a set of associated funtions for the equation (11). 

Lemm-a 2:/ E F if  /( , ) is holornorphic with respect to 6 in G and continuous 
in 0, 00 G is given by 

•	:I s I> 0	(ô<l)	 S. 

•	for all sE G, E G. Property (a) of Definition 1 may be /ni/i1hd.	
0 

Proof: We prove the validity of condition (2) by the use of (12) in Lemma 1. 
All constants, not depending on n, we denote by c,, c2 ,	without the description of - 
their relations. A constant depending on 6 we denote by Ck(). Let a = niax-(jI, I, 

ii; 1). Using	l!•	3" we have from (13)	
S 

•	%t1[/] ^ (3a)" E IL m [f1I.	 •	 S 

• With- f(z, )I <M in D x we have for 0 k - n n fiorn Cauchy's inequality. 

•	

• 0'	
Lkrn[t]I = DP(m)[/]! :!E^M (pm)!	- 

• On £he other hand, for 0 in - k n we have from 

Spiul =	 ) ff(	s).( 3 - s)Pl-1 ds	 / 

IL m[/]I = ISP( m)[f]I M3 	M*pn. 

Here * = max (1, diarn G).Thus for all Ic, in	•	
•	 .• 

IL m[fII	M c 1 "(6) . (pm)!.	 •	 S 

The sum (13) has (n ± 1) 2 ^ 4" terms, therefore we have 

M c2"(ô) (pn)!.	•	 .	 (16) 

Now We estinite the polynomial ' A"_"'[z,,,(f)]. Each sunimand An-'[z.] consists 
of terms	 •	 m=O	 S 

D"[Zm]	AmoSD'[1] + Am i SD'[31	(x, y ;5 n	n),
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i.e. of powers of 6 with the highest degree pnor pm + 1; thus 
jSD'[z n II	1(IAI+ I4m1I). 

- A m has 3	:E^ 3' such terms, multiplied by alfllyq with k + 1 + q n - m	n, 
therefofe	 S. 

IA" m[Zm (I)il ;5 c3'" 2 max Amj '	 S 

- S	 S 

and

E A' m[Zm(t)1 = (n + 1 c3*2 max I AmjI.	
.	S 

,n=O	 s	
0 j	m=01..... n 

From (14) we find, again using Cauchy's inequality, as above	 . S 

Amj I ^5 (m + 1) 2 3m+1amM (P;	)! ,, 

I

 

max JA l :5: - (n +2)! 3'a'M	for p = 1, 
•	

.	 m - (2n. -f-- 3)! 3° 1aM 2' 1 for p = 2. 

Froiii this we have.	 .	5 

•	(ii ± 3)! c47 0) . 2M'	for p = 1, 
A[z,,,(/)]  

S	 .

 M =O	 - (2n + 4)! c5'5) . 2M	for p 2; 

:and together with (12) and (16) we have (using (2n)!	4' . n!2) 

1 2M* . c6'(â) . (n + 1)!	for p = 1, 
IA'[/J1 < t	 .	(17) 

12M-- . c7')16(n+2)!2 for p=2. 

This is (2) I 
Remarks For p ' =l we have an essential fact. From the convergence of the 

series f dm/m! we have d' < (n + I)! for every d and sufficiently large n > no(d)., 
Thus. •	 . • .	 - 

•	 A[J]J <2M*	(n ± 1)1 2	I.	
0 

forarbitrary d > 0, if n > no(d)., This means, (2) holds for all C> 0. 

Now we may construcf the Riemann transform. From(8) and (12) we have 
•	R[/] = R1 [/]' - ,.	[/]	S	 •	 - 

with	 • 

00	1	 00 V", n-2
=	-- v'A t' ] ,	R2[/] =	X A'21[Zm(/)1. 

flo (n!)' 	m• mO	- 

'Firstly we cbmsider R, (/I: By simple calculations we find from (13) thesymmetric 
exprssion.	•. -	

S	 • 

00	00	CO	 1	 • 

R -	 S	 n1m kV fl+m4-k[fl-k 

.n=O m=O k=O !m!k!(n±rn + A:)!	
S 

,l•	n	k 

flOkO!(1/) (i/ i) 1 n+k(2 T) 1	 S.
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with the modified Bese1unction 'n+k• From this we have	 S	
: 

	

00. 00 

k=0 (n +	([Y ( T/	Ifl+2k(2 I) (Oct,D+	- â 0 1) 

with the Kronecker symbol	Representing the differentiations DPn . by Cátichy 
integrals, the integrations SP' by Duhamel products	.,	 S S 

SP')[/(	
)] = -f (S 	, s) ds 

we find  

R 1 [f] = -b!---	H1 /(t, s)	+	 /(t s) ds - H, (0) /(t ) 

with '	 S	 S	 S 

H 1 =H1 ((s ._ yP),	H 1 = 1Li(y( -	 S 

•	-
 

and	 S	 5	

5 

H6 (x) =E kO (n +/)' k' 
(v)k (i)" Ifl+2k(2 j/) v'	 (18) 

By a simple way we prove the convergence of this series Firstly we use 

I fl + 2k(2 ii) ^ Iv!I2 (m +1 
2L) 

10(2 i') 

and from this immediately follows
 

IH 6 I < I(2 WI) k0 (2L)' 
k'2 IyVI E ( s	IvxI 

The generalized hypergeometric series	

S 

-	
S 

•	
(2k)! (k!)2	

yv2I= 0F3(1, 1, 1/2; 4 yV21) 
k=0 

	
5	

5	

5 

• converges-everywhere, the series	 -	S	

-	

55 

S	

S	 e1''1	 for	p = 1, ô = 1,	- 
•	 • S	 -	 0F20, 1; vxl)	for	p = 1,ô = —1 .	 .• 

S	

( )!o	
(generalized hypergeometric series)	

S 

5.	 =	I	 S 

n=0 	for p=2 5=•1 
1-4IvxI	S 

S	

• 0F3 (l,1, 1/2,4 jvxt) for p =2,ô r-1, 

converges for p = 1 and for p = 2, 6 = —1 everywhere, for p . = 2, 6 = 1 .for 
Ivxl < 1/4. (We remark, that these assertions coincide with the remarks on the 
choice of C in (2), made in thb proof of Lemma 2.) •	 S 

	

Scond1y we consider the transform R 2 [f]: We write it symmetrically	-•	.	S - 

v'' 2	 S 

- R2[/]	
n	n 'o ((?+ m+ 2)!)2 A'[Zm(t)I .	 -	

S ••
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Z,,,(1) depends linearly on /(t, 0) and the derivatives of /(t, ) at the point 0 lip to. 
the order p(rn + 1) - 1,.see(14. We express all these derivatives by Cauchy in-
tegrals, thus we have

1	Fii	 V 

Z.[/( t, )] 
=	

Zm 

	

K,	
{	J 

/(t, s) ds 

K0 a circle in G0, surrounding s = 0. Finally we have 
ds 

V	 R.2[/= H0./((;s)	 V 

with the series	 V	 V

I00 00	 vu f fn+2 

• V	
H0 = 110(z; ,t, ra) 

n	mo (( + m '+ 2)!)2 A [zm ( -
	

( 19) 

We omit here the detailed proof of the convergence of this series. It is based on the 
fact tht Zm 

[s l J = A 0 ± Am i , where the coefficients Am'j are found explic- 
itly by_ (14):  

A = -i-i	(m ± 1)! (PA-
-  pq + 1)! (\k 

R(	
: 

m)	 II.	l\ ,	 p	r	/ 

	

k+I+q=m	-- ) ...q.	\S 
kq	 V 

By these considerations we have found:	 V 

Theorem 3: The 1?iemann transform of equation (II) is given for / V E F by 

V	

N [fiR[/(t,)] =	 .t, s)	
V 

K. 

V V	

+ 	
. /(t, s) ds - I1(0) /(i, ),	

V 

here KS is a circle in G0 surrounding a = 6,the kernels H± i , H, aregiven by (18), (19). 
•	Reniark: In the equation (11) are some interesting special -cases. (Noticing that. 

V	 H1(0) = H_ 1 (0).) For a = 0 we have a pseudoparabolic equation 

ap U+ /9 p U+yUO ;	 •	 ( 11') 
V the Rieinann transform is a single Duhanielproduct (without Cauchy integral), and 

a solution of equation (11') is 

V	 u(z	TVff"' a) dsdt.	'•	V	

- 

Using expressions of this type (for i = , l) D. L. COLTON [2] studied the properties 
of the solutions of pseudoparabolic equations. In our special case we have 

co 
V	

V : 	 _T!(pn
	1/.xn.	

V V
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For (x	0 this kernel is a generalized hypergeoinetric function 

1 0F2 (11 1 A— S) V)	 for p = 1;	- 
10F3(1, 1, 1/2; 4y(6- s) v) for p = 2.	-.€

For y = 0, p = 1 we have aparabolic'equation 
32	

3	 - 

•	 U+-u+,8u=O,	 (11") 

the transform R[/] is asingleCauchy integral (without Duhamel product), and a 
solution of equation (l1") is	 S - 

•	u(z,, )= 	f H1 . 1(1, s)	,dt.	 (20) 
OK 

Here we have 

H 1 =-03 1, 1;  

• -: - this is a hypergonietric fuiction of two variables [3] -, for fi = = 0. we have 
simply

' •H1-=exp. 

The latter result is due to CA). HILL [5]. 
For y 0, p = 2 we have an elliptic equation 

32	 -32	 S 

-.--- u + a - u +8u = 0;	
S 

again the transform R[/] is a single Cauchy integral, and the-sblution u is given by 
(20). Using the equivalent Bergman operators together with Cauchy integrals P. L. 

•

	

	COLTON [2] and R. P. GILBET [4] constructed in this way the solutions of "three-
dimensional" elliptic equations and of parabolic equations with two space variables. 

• Here the kernel is	 S	 •	

S 

•	 •-	 I	 • 
•	 H1.= 2 1/2, 1, 1	4av

; (s - )2' 
fJV 

- again a hypergeonietric function-of two variables [3] -, for = y =0 we have 
simply [6]	 S	

S 

11 1 =	-	
.	••	 • 

5	 - 

Finally, /ór	y= 0 we have a two-dimensional equation; the Rienianntrans- 
form is the multiplication with the Riemann function (due to 1. N. VEKUA)	S 

R[/] = IJ(0) . /(t,) = I(2	) /(t, ). 
(For a= = = 0 the Riemann transform is the identity, RI/i = I. )	-	•
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