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On the Kelloggvmethod and its variants for finding of eigenvalues
and eigenfunctions of linear self-adjoint operators

J. KoLomy -

(Prof. Dr. F. A. Willers zu seinem 100. Geburtstag gewidmet) - . ) N

Es werden die Kelloggsche Methode, die Birgersche Methode und die modifizierte Birgersche
Prozedur zur Bestimmung von Eigenwerten und Eigenvektoren fiir lineare mchmegatlve
selbstadjungierte Operatoren in Hilbertschen Raumen untersucht.
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The Kellogg method, Birger’s method and its modified Birger procednre for determmat,lon of
eigenvalues and eigenvectors of linear nonnegative and self-adjoint operators are investigated.

The Kellogg method, Birger’s method and the modified Birger procedure for deter-
mination of eigenvalues and eigenvectors of linear nonnegative and sclf-adjoint ope-
artors are investigated.

1. Introducﬁon

Tn this note we show that the methods mentioned above converge even in the case,
when the starting approximation is only different from zero. We also give the estimate
for the distance of eigenvalues of two different operators. Moreover, some conditions
for the starting approximation equivalent to that of Theorem 1 are established.

Let us recall that BIRGER [2] has proposed his method without any mathematical
justification. However, he has found (on engineering problems) that his method has
some advantages in comparison with the other ones, sec also MARCHUK [15], where a
similar observation has been done on the ground of physical ideas. The convergence
proofs of the Birger and the modified Birger methods for compact symmetrizable
operators were given in [7, 8] under the condition that the starting approximation is
not orthogonal to annihilator of the certain eigenspace. Later BUckxER [3] inde-
pendently proposed the same method as Birger and proved its convergence for the
class of linear and nonlinear compact operators having some decomposition properties.
Further results in these topics have been obtained undcr various hypotheses by
MAREk [14], PETRYSHYN [16] and the author [9—12]. We refer the reader also for
instance to [1, 4, 13, 16] for some further and related methods. Let us note that the
Birger method and the BGCKNER [3] results have been applied for instance by BIRGER
[2], MarcrUKk [15], CoxwaY and THomas (5] and THoMas [18].
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2. Convcrgence theorems

Let X be a real Hilbert space with the scalar product (-, -), A : X — X a linear non-
negative and self-adjoint operator defined on X. By saying that A is non-negative
we mean that (Aw, ) = 0 for each u € X. Since 4 is self- adjoint and is defined on all
of X, 4 is bounded by the closed graph theorem. The spectrum o(A) of A4 lics in the
scgmum [, 2,], where m = inf {{Aw, w) : |jul| = 1}, m = 0, and 2, = sup {{Au, w) : ||ul]
= 1}. The symbol {£;} stands for the spectral resolution of identity corresponding to
th(, self- adjomt operator A. e
7" "Under the assumptions stated above the followmg apprO\nnab@ methods for deter-
. mination of the eigenvalues and eigenvectors will be considered: '

(i) the Kellogg method:

Sny = [[Atll, gy = o3 Au,  (m=0,1,2,...), (1)

where the starting approximation u € X is such that u, 4 ker A, ||| = 1. According
to our assumptions «, > 0 and |ju,|| = | for each n;

(i) the modified Birger method:

tary = AV, 0a) - 0all72, Vniy F a1 AV, (2)
where the initial appréximabion 2g € X satisfies the conditions vg € ker 4, |wo|l =— 1;
(i1i) the Birger method: '

Guer = {AYn, ¥u) - AWl %, Y1 = QY
where the starting approximation y, € X is such that yy G ker 4, llyofl = 1.

Lemma I: Let A : X — X be a linear non- negative and self adjornt operator, ug, vy,
Yo € X the starting approximations of the methods (1) —(3), respectively, such thut ug = %,
= Yo, Uy & ker A, |lugfl = 1. Then:

(l) lu‘">0: qn>0: ?;n:*:(), :I/,,:#:O
- (i) Un = 0y = q"—l S Mo S Gy = q’Toll;

n+1
(1) Upsy = (n (ai,{*‘i_l)) Unsr s

i=1

. n+-1
(iv) » Y = ( H‘-‘:ql) Uns 1
i=1

for euch n = 1.

Proof: Since A is non-negative and self-adjoint, (Au, v)? < (du, w) (Av, v) for
each u, v € X. According to our assumption u, ¢ ker A we obtain

0 < ot = [|[Augll* = (Au,, Aug)® < (Aug, uo) (A%u,, Aug) = p0,(A%uy, Aug).
Henc.(, w >0 and v, = u, TAyy = p, " Aug = a7 - w4y = 0. Now assume that
e > 0, v, &= 0 for each’k (K = 1, 2, ... n). We are going to show that u,,, > 0 and
v,,+l :%: 0. From ’

0<at,, = (Au,,, Au)? < pni (A%, Au,,)
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we get that pe.) > 0. Moreover, u, = v, |jv "t and " .
g / .
) i o\ . B :
Vnst = pin Avy = gkl - A (5] = sty all Aup = gty ”7'.:,| Unsr
o lvall

. n+1
= ‘xnﬂ,“;-;ll“n/-‘n_l ”vn—lll CUpy = 00 = (rl (ak,uk—l)) Up+y =% 0.

The proofs of the cqualit;v (iv) and the facts.that ¢, > 0, y, O are quité similar.
() e = (Avey, Daad Ioncall? = (A, 1) < A2l ftpeall = J20yl =
g =AYt Uae) Y B = At (A, Uay) T = C(aptn™) Z
A Furt,hermorc, according to the generalized Schwarz inequality -
V= (Auyey, %)™ [ Auey |2 = <A2’1L,, 1 Aw, ) - A, 4 | Au, |
= (A.zu,,_l, Au,,_,) NAw, ||"2 = (Au,,, WUp) == tpsy- -
) This completes' the proof Lemma 1 B

T,emma 1 enables a slight mtmsnon of the corresponding results of [11, 12] for
non-ncgatwc operators.

Theorem 1: Let A: X — X be a linecar non-negative self-adjoint operator, uq, o,
Yo € X the sturting approximation of the methods (1) —(3), respectively, such that

Ug = Vo = Yo, g € ker 4, flaggll = 1
Then the following concluszons are valid:

(1) If ug 18 such that Eluo + uq for each i < 2, then the sequevwes (&n)y (pa), (gn7?
are monolone ncreasing and converge to 2,. ‘ : :

(it) If 2, (not mecessarily an tsolated point of o(A) with finite multiplicity) vs an
ergenvalue o/ A and ug vs such that uy § ker (A — ).II)J-, then (), (,u,,), (gnV) ~ 2 as
S n—>o00.. -

iy If 2, s an isolated pownt of U(A) and ug & ker (A — A, 1)L, then euch of the /ollou,-
mg sequences (), (¥,), (¥a) converge to one of the exgenvectors of A corresponding to 2.
~ Under the additional h?/pothesis that A ©s compact we shall prove that the methods (1) to
(B) are convergent even in lhe case when the starting approxzmatwm Uy, Vo, Yo wre only
dufferent from zero.

We shall use the following

Lemma 2: Under the assumptions of Lemma 1 the sequences (|[v,l]), ({1ylls) are mono-
!onc increasing and decreasing, respectively, and convergend.

Proof: Tt relies on Temma 1 and the arguments of the proof of Lenima 2 [9] and
[8], where the assumptions of positivity of A is superfluous

Theorem 2: Let A : X — X be « linewr non-negative and self-udjoint operator such
that A is compuct for some positive integer ng. Aosume that the stur(mq am)roanat?ons
Uy, Vo, Yo wre such that uy = v = Jo and |[uo|| =

Then there Zé valid:

(1) The sequqnces (&), (ten), (q,,‘l) are monotone wncreasing and converge to some posi-
tive eigenvalue 2* of A.
(i1) The sequence.s (%), (va), (Yn) converge to one of the eigenvectors corresponding .
* a
‘0 ¥,
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" (zn,)- Denote v* = lim z,,,. Tn view of (4) we conclude that »
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Proof: According to f.emma 1 we have that (x,), (#.), (¢,71) » J* asn — oo and
0 < i* < 2, = ||4]]. From (2) it follows that :

anﬂ - vu||2 = H/,t" lAvn - 7)nllz ”vnH”2 - ]I?),,Hz . (4)

for each n. Put z, = v,,, for cach n = 1. By Lemma 2 the sequence (z, —v,) con-
verges to 0 as n — co. Moreover, the s sequence (z,) is. bounded and our hypotheses
imply that A is compact {20: ch. 12]. Hence (2,) contains a convergent subsequence

we —> 0¥, Since (|jv,]}) is
k—>0 .

monotone increasing and vy £ 0 we gcb that v* == 0. But continuity of 4 implies that’
Av* = 7*%v* and u, » 2* = (Au*, u*) . fju*||"2. From (4) it follows that (v,) is a
Cauchy sequence. Since it contains a converging subsequence (v,,), the whole se-
quence {(v,) converges to v¥,

By Lemma 1

S PR 0 I e

B

Since lim [[,]] == sup |[v,ll == JT (&;;7) is finite and positive, there exist lim u, = u¥,
n—-c0 n=1.2.., i=1 n—>00

lim y, = y* and

Ton—00

o0

H ap ) u* =¥ [T (aigi) w* = y*

i=1

Hence u* € ker (A — 2*1), y* € ker (4 — 2*]) and u* £ 0, y* &= 0. Theorem 2 is

proved 1

Using argnments similar to that of (8], one can extend the result of Theorem 2 to
symmetrizable compact operators.

“Tet B: X — X, C: X — X be linear self-adjoint opcrators, Z an eigenvalue of B
such that 2, ¢ o(C), A* an cigenvalue of C. We shall say that 2* is nearest to 2o from
the both sides if there exists a positive number ¢ such that 2* € J = (2 — &, 29 + ¢)
and 2 € o,(C), 2 & 2* imply that 2 ¢ J, where o,(C) denotes the point spectram of C.

The following result is an extension of Theorem 4 of [12].

Theorem 3: Let B: X —> X, C: X — X be lincar self-adjoint operators. Suppbse
that iy is an eigenvalue of B, eq € ker (B — A,1), lleoll = 1 and that 7y & o(C). Let 2* be
an eigenvalue of C such that i¥ is nearest Lo iq from the both sides. I'f e; & ker (C — 2*¥I)1,
then

2% — 2ol £ NC — ZoI) wsll £ -+ S NC — ZI) woll = 11B — CI, '

where (w,) 7s defined by the Kellogg method (1) with A = «I — (C' — 4[)?, ug = ¢q und
o s an wrbitrary constant such that « > (C — Z0)?.

Proof: The operators B, C are both bounded by the closed-graph theorem. Pub
A = ol — (C — 21)2, where & > ||(C — 70)2l. Then A is self-adjoint bounded and
positive definite with the grcatest isolated point 4; of o(A), where 2, = o — (A*¥ — 1,)%
Put C, =C —2I, 2 =2*% —1}y, Cp=0C — /*I ‘"We show that ker (C, — 42])
o ker C2 Quppose, that « € ker C,; this condition is equivalent to Ciu = 2. u.
Then C,2u = C,(Ju) = 22u. Hence u € ker (C,> — %,%I) and we get that ker (4 — 2,I) .
> ker (C — )*I) Therefore ker (4 — 2,1)* < ker (C — *I)! and hence u, ¢ ker (4
— 2, I)t. According to Theorem 3 of [11] ey = (AUp, up) » 2y = & — (A* — ).0)2;:
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Hence ((C — 2I) u,, u,) v (#* — 7g)? as n — oo. This conclusion implies that

2% — 2g S ((C — 7] V2 iy, w2 = (€ — AT} wal] S {(C — 2ol gy, U 2
=(C — 2L) wpll £ -+ S (C — Z0]) eoll = (C — B) ell < IC — Bll,

because ¢, € ker (B — 2[), |lé]l = 1 and u, = e,, which concludes the proof i

We shall consider the condition concerning the starting approxnnatlons of the
methods (1) —(3) which occurs in Theorem 1.

Theorem 4: Let A : X — X be a lineur non- negatwe self- ad;omt operalor, ug € A
Then the following assertions are equivalent:

(i) Ewug = uy  for each ) < iy;
(i1) ' [[A%ug|? — 2, as n — oo;
(iii) (A ug, ugtI® — 2, «us n-—>oco.

Proof: We prove that (i) = (ii) => (i11) = (i).

(i) = (ii): Assume that uy € X is such that E;uy & uo for cach 2 < 4,. Lct £ be an
arbitrary number such that 0 < ¢ < 2,, where 4, denotes the lower upper bound of
a(4). Since HA!! = 2,, the spectral theorem implics that

. )

A
A2 ol = A2 - ol = |A%uolP = (AP ug, uo) = [ 427 ”"71%"2
0
4 _
= [ 2 |Ewl? Z (2 — &)™ g — B, etiol®
A—e

Hence :
2y — & < lim inf HA”'uoI[‘/" < lim sup |[A%||M* < 4,

n—o0 n—>00

Therefore hm | Aol = Z,.

n—o0

' (11 = (ii1): Assume that lim IIA”uO [¥n = A,. We have that (A%, ugh/® < | Ay ||n

R—00

X Huoll”" On the other hand, the Reid inequality [17] implies that
1A sl < (A7) (Ao, ug) < 141 (APtg, t0) < A,7(Amg, o).

Therefore (A™u,, ugh!!® = 2,711|A%4,|2%. Now our conclusion follows at, once from the
above inequalities.
(iil) = (i): Assumc that lim (A%, ug)V/" = 2, for some ug € X, uy += 0. We provc

n—>00
that Fug 3= u, for each 2 < 4,. Suppose conversely, then there exists 4, such that
2o < 2, and Ejuy = 4y. Then we have E;ug = E Eug = K = 4, for cach i =l
l‘hercforc .

A 2o .
(A"?lo, wpy = [ | Bl < 2" [ AlEaolt = 2" 1E220llF = 20" llueg|2.
0 0 .
Hence
0 < (A"ug, ug)'™ < 74 |Juef?n
and

lim (Amatg, ug)/™ == 2y < 2o < 4y,

n—00

a contradiction. Hence Eyuy == uq for éach 2 < 2,. This finishes the proof 8
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"Remark 1: The assertion (i)'=> (ii) of Theorem 4 is stated in [13: chapt. 2]. We
gave the proof of this result here only for the sake of completeness. Let us note that
the conclusion (i) of Lemma 1 was observed firstly by Daxe§ [6]. But our proof
relies on quite another and much more simpler arguments than in [6].

Proposition 1: Under the assumptions of Theorem. 4 suppose that ker (4 — u I) ==

" (0) for some u € (0, %)) and thut uy =%0. o
~ Then-uq ¢ ker (A — ul) of and only of there exist constunls g, 1*, ig = w, AB¥<n
‘such that K; uo =+ u, and h,-(uo) %= 0.

Proof Tt is suffment to prove the converse assertlon U € ker (A — ,ul) if and'

only if Ejuy = %, for each 2 = u and Ejuy = 0 for cach 2 < pu.
~Assume that FKiuy = u, for cach 2 = p and Eyug = 0 for all 2 < p. Let & be such
tlmt:O < & < Min (g, 2, — ). Then i

24 u—e
(A — wl)uolft = f (2 — wrd Bl = lim [ (A — p0)?d |Bul? .
£lo 0
pte : 2
~+ lim f(/ — 1) d||Eul2 4+ lim f(/l — /1,)2 d |\ E 2 = 0.
€]0 pu—e CENO pte N

thce ug € ker (A — ul). Assume now that uo E ker (A — ). Then

u—e

0= |(4 — ul gl = f (A — w)? q B ol

Y
+ [0 = d Bl + f (2 — p)? dIE;ul?.
p—E ute

~ From this equality it follows that E;u, is constant dn the intervals (0, u — €], [1¢ + ¢,

2,) for each ¢ > 0. The properties of the spectral famll) {E)} imply that Fu, = lim E;
x}0

T Xug = 0 for each 7 E [0, p) and Ejug = lim Eiug = ug for each Z€ [u, 2] as desired &

A,
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