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On the existence of the solution of an abstract optimization problem 
related to a quasi-variational inequality 

G. BauCKNER 

Es wird ein ailgemeines Konzept zur Erlangung von Existenz- and Regularit.ätsreBultaten für 
em Optimierungsproblem angegeben, das in einem engen Zusammenhang zu einer Quasi-. 
Variationsungleichung steht. 

aeca o6nstl noAxoA noiytiena pe3yJ1bTaT0B 0 cyuecrBoBauun If peryjiRPHOCTH J1nn 
neHOTOPOR upO6JleMhl 011THMH8a[H1f, icoopaa TCCHO cBaaaHa C 0JHMM RBa3H-BapIfaI1f0H-
IlbiM HepaBesersoM. 

A general concept is given to get existence and regularity results for an optimization- problem 
that is closely connected to a quasi-variational inequality. 

In this paper a general concept is given to get existence results for the problm 

lix - UIIB = inf 'y --, V IIB	 ,•	 '	 (1) 

	

vEX..OEU.	
0 

Iv.VIEG(S) 

where X0 and U0 are closed' and convex subsets of 'a reflexive Banach space' B0 
being continuously imbedded into the reflexive Banach space B, and [y, v] E U(S) 
means that g is a solution corresponding to the parameter v of a certain parametric 
problem in B. 

If the mentioned parametric problem is a parametric variational inequality (and 
this will be assumed later on)  

yEC(v),	vEUc:B 1 
(A(y, v) - y, z -	h(y, v),— h(z, v)	V z E C(v)J	

(2) 

and X0 = U0 then (1) is. closely connected to the quasi-variational inequality 

uEC(u),	uEU0	
' (A(u, u) - yIP, z - u)a ^ h(u, u) - h(z, u)	V z E C(u) 

(cf. [1]).  
The main reasons to investigate (1) instead of (3) are the following: 
(i) (I) can be solved under milder conditions than (3); a solution of (1) can be con-

sidered as a generalized solution of (3). 
(ii) If (3) is solvable then the solution sets of (1) and (3) coincide. 
(iii) To solve (1)optimization techniques can be used (cf. [I] where approximation 

procedures are given). 
Compared with the literature on existence for quasi-variational inequalities (cf. 

e.g. [3, 5 1) here the condition 

8U0	U0	 (4) 
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(where S is the solution operator 01(2)) is not needed. Further, in the sequel the uni-
form coercivity condition of [51 is weakened and other conditions are generalized to 
our case. 

The author is obliged to R. KLUGE for hints and discussions. 

Let. B0, B be reflexive Banach spaces, let B0 be continuously imbedded into B, B* 
the adjoint space of B, (.,.) the pairing between B* and B, 1 . 11 the norm in B and B*, 

the norm * in B0 . Let further U be a w-closed subset of B, X0 and U0 w-closed 
subsets of B0 , U0 c U B0. Let on U a multivalued mapping C he defined, 
0 = C(u) B, C(u) closed and convex. Further, let A( . , u) be an operator from 
(the whole of) C(u) into B* , h( . , u) an admissible functional on C(u), and y € B*. 

We solve (1)'With the help of the following theoreni of Weierst,rass: 
In a re/lexive Bavach space aw-l.s.c. functional aitaines its ml on a bounded, w-closed 

subset. 
The functional 

/(x, u) = lx - u ll 

is w-l.s.c. on B0 x B0. indeed, let be x - x, u 1 - uinB0 . As the imbedding into B 
is linear and continuous it, is also w-continuous, i.e. x, - x, u 1 - u in B. Hence 
Ix - u	lim 11x i - u II because of the w-I.s.eontinuity of the norm. 

Let G(S) be the graph of S, i.e. 

U(S) = {[y, v] € B x U such that y € Sv} 

and,let us suppose that 

there is an [Yo ' vole U(S) with Yo € Xo, Vo€ Uo.	 (5)

We consider the (non-empty) set M 1 c B0 x B0, 

M 1 = ([y, VI € 0(5): i €1, v € U0, 11Y 	v II0	IIYo - v0jj0). 

IfM1is 
(i) bounded in B0 x B0 and 
(ii) w-closed in B0 x B 

then by the Weierstrass theorem /(x, u) will attain its inf on M 1 . This inf then is 
• clearly a solution of (1). 

Sufficient for the boundedness of M 1 in B0 x B0 is that 

M = (y. E Xo: 3 v € U0 s.t. [y, v] € G(S) and II - vlIo	 6 
is bounded in B0 for every c 0.	 ( 

Indeed, let us take c = IIYo - v01I0 . If y is bounded then also v has to he bounded 
since I ly - v 0 :!^ c. This is (i) 

Sufficient for the w-closedness of M 1 is that 
V	

U(S) n (X0 x U0) iswclosed in B0 x B0 .	 V	 (7) 

Indeed, let he [,vl € M 1 , [y,v - [y,v] in B0 x B0 . Since,[y 1 ,v] E U(S) ñ (X0 XUo), 

(7) implies [y, v] € 0(5) n (Xo x U0). We have further IIY - v10	Jim UYa - v0
IIYo - v00 . This is (ii). 

If U(S) is w-closed in B x B then clearly (7) holds. 
In the sequel we will assume that [, v] E U(S) means y is a solution corresponding 

to the parameter v of the parametric variational inequality (2) and give sufficient 
conditions for (6) and (7). 

Let us begin with (6).	 I
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If one of X0 and U0 is bounded M is clearly bounded. In the case where both X0 
and U0 are unbounded we have 

Proposition 1: Let for every u E U0 there be an Nu € C(u) s.t. 

lNulJ ^5 b I lull -- c,	b ^t 0, (8) 
Ih(Nu, u)j ;5 d 1jull + c,	d	0, (9) 

and let y E X0 , U E U0 with Ily - uI!0 ^S c 1 and llllo -S- cc imply 

((A(y, u), y - Nu) +h(y, u ))/lly 0 (10) 
Then M is bounded in B0 for an arbitrary y' € B*. 

Proof: (Attention: Throughout this proof and for the rest of the paper the letters 
C, c1 , c21 ... will symbolize "a certain constant".) 

For y 	M there is a v E U0 s.t. I ly - vllo< c and 
(A(y, v), y —Nv) + h(y, v) :!E^(y*, y - Nv)+ h(Nv, v) 

^5 Jy*	Jy -- NO + lh(Nv, v)J (11) 
We have

IIY - Nv	lly ll + llNvll	llll + b l lvll +c 
and

Dv ii = liv - y + Y 11	liY - vi! + l lyll —:5; llvii + k ii -	i!y +c, 
hence iiy - Ny u	(1 + b) ily ll'+ c. Setting this into (11) and having regard to (9) we get

(A(y, v), y - Nv) + h(y, v) !!:_:^ (iIY*ii (1 + b)'+- d) Ily i! + c	c1 liy i!0 + c, 
i.e. 	

((A(y, v), y - Nv) + h(y, v))/iIy iJo	c if IIY!!o -> 00. 

-The contradiction means that llyllo has to be bounded I 
Remark 1: In the case B0 = B instead of (10) another possibility for a uniform 

coercivity condition is 

((A(y, u), y - Nu) + h(y, u))/Dy - Null -> +cc if Ily - Null cc, 

which is used in the second part of [1]. 

Remark 2 (cf. [4: p. 211]): If 

h(y, v)	_ C 1 IlYll - C2 1 101 - C3	 (12) 
the condition	 c	 S 

(A(y, v), y - Nv)/lJy !lo -> cc for I lyll o -- 00	 (13) 
is sufficient for (10). Indeed,	 - 

(A (y, v), y - Nv) + h(y, v)	(A (y, v), y - Nv) - c 1 iy - c2 i;vui - 
and from liv !!	Ilyll + c and iiy l!	k I y10 we obtain 

((A (y, v), y - Nv) + h(y, v ))/I iy !lo	(A(y, v), y - Nv)/i!y i!0 - c 
for ily llo - cc. 

6*
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It should be mentioned that (12) is clearly satisfied if e.g. h.	0 holds. Further, 
h( . , u) convex and l.s.c. imply h(y, v) -^> —c 1 (v) llil + h(0, v) [4: p. 1361. 

Remark 3 (cf. [4: p. 211): If A( . , u) is monotone and 

I(_4(Nu, u), y - Nu)I/ilyllo 5 c.	 (14)

for llylk -> oo, Ily - ullo ^5 c, u c U0, y € X0 then the condition 

h(y, u)IllyIlo	+00	 (15)

will be sufficient for (10). Indeed, 

(h(y, u) + (A(y, u), y - Nu))/llylio	h(y, )/lly llo + (A(Nu, u), y - Nu)/llylIo. 

If one is only interested in some special y' € B* then a sufficient condition for the 
boundedness of M is given by 

Remark 4 (cf. [31): Let for every u € U0 there be an Nu E C(u) s.t. 

h(Nu, u)	c,	 (161 

and let y € X0 , U € U0 s.t. IIYilo -^ ob and i!y	u ilo	c imply 

(A(y, u) - y*, y - Nu) + h(1,, U) - +00.	 (17)

Then M is bounded. Indeed, for y € M we have 

• (A (y, v) - y', y - Nv) + h(y, v) 5 h(Nv, v) c. 

This contradicts (17) for ll!/llo ± 00. 
We give some easy examples in the case B0 =: B. 

E x a mple 1 (cf. [2]): Let be A: B —m B*, N: U0 .--> B with 

(Ax— Ay, x—y)5(ix—yll),	o(1)>0,	 (18) 

lAyll	L ly ± c,	 .	 (19) 

	

• IlNu ll ^5 b 1 jull + c,	b < 6(1)/2L	(b < m/L if ô(r) = mr2 )	(20)

and h = 0. Then the conditions of Proposition 1 are fulfilled. 
Proof: Taking into account Lmma 1 of the second part of [1] and ll - vii c 

we find for great . illI 
(Ay, y - Nv) = (Ay - A0, y) - (Ay, Nv) + (A0, y) 

- bL lll!2 - c 1 l!y !l - C, 

i.e.	

(Ay, y - Nv)/llyll	
(	

- bL) llylI - C	00 if lly ll	cc. 

Ex a nip! e 2: Let A = J, be the duality mapping corresponding to the function q, 
h = 0, and let N fulfil (8) with b < 1. Then the conditions of Proposition 1 are 
satisfied. 

Proof: We use (Ay, y) 2^ (llll) Ily ll, IlA y ll = q (liy ll) Then 

(Ay, y - Nv) = (Ay, y) - (Ay, Nv)	(lly ll) lly!l - (lly l) ftNvl!, 
i.e.

(Ay, y - Nv)/llylt 2^ q ( y l) 0 - b) - c—i-co if 11Y11 -;-
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We now give sufficient conditions for (7) i.e. G(S) n (X 0 x U0) is w-closed in 
B0 xB0. Generalizing the definition of the "weak A-continuity of C in [3] we 
prove the 

Proposition-2: Let be 
A( . , u) monotone and hemicontinuous Vu € U0 ,	 (21) 
(A (y,	w-continuous onU O x B V  E X0 (e.g.;i/ 
A(y, .) is increasing continuous on U0 ),	 (22) 
h w-Ls.c. on X0 x U0 and h( . , u) convex Vu € U0 .	 (23) 

Let further the following implication be true: 
If	Ut] € 10 X U0 ,	7/,, € Su,,, i.e. 
(A(yt, ut) - y*. z - y )	h(y,,, Uk) - h(z, Ut)	V z E C(u,,), 

and [yt, Ut] -k [y, u] in Box B0 
then	 :	 (24 
(i)yEC(u) and 
(ii) V  € C(u) 3 Wt €C(u) 8 -t - 
Jim ((A(yt, Ut)	w - wt ) - h(wt, Ut)) Z^ —h(w, u). 

Then G(S) n (XO x U0) is w-closed in B0 x B0. 
Proof: We take [yt, u,,] € X0 x U0, y, ,E Sub, [yt, u] — [y, u] in B0 x B0. We 

show that y E Su. Let be w € C(u) then 3 w,, € C(u,,) with property (24) (ii). We have 
0 2- (A(y,,, Ut) - Y, Yt - iv,,) + h(y, U,,) - h(w, Ut) 

= (A(y, Ut) - y*, w - Wk) + (A(yt , Ut) - y*, Yt - w) + h(y, Ut) 
- h(wt, u,,). 

As (A (y,,, Ut) - ? Yt - w) (A (w, Ut) — Y, Ye - w) we have further 
(A(w, Ut) - y', w - Yt) — h(y, Ut) (A(y., Ut) - y*, w - w4. - h(wt, Ut) 

Going over to lim we get 

•—h(w, u) :5 ii {(A(w, U,,) - y*, w — Yt) - h(y,,,'U)}
^ (A(w, U) y*, w — y) - h(y, U). 

This is equivalent to (2), i.e. Y € Su U 

.A . sufficient condition for (24) of Proposition 2 is given by 
Remark I (cf. [1; 3,4]): If 

A is bounded as a mapping from B x U into B*,	 (25) 
ii is [s, wJ-u.s.c. on B x U,	 (26) 
U- € 1J, u,,	u in B0 =' v8,-Lim (C(u,,) n X0)	C(u),	 (27) 
UL. € U0 , ut - u in B0 = C(u)	s-Lim 6(U,,),	 (28) 

then condition (24) holds. 

Proof: Let the assumption of the implication (24) be true. Then y. € C(u,,) n! X,
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and (27) gives y € C(u). Further, let be Wk E C(uk) with Wk -_^- w in B, w € C(u) 
arbitrary. As [yk, Uk] is bounded also A(y,u) is bounded, consequently (A(yk, Uk) 

—y,w — Wk) -->0. Then 

Fim {(A(y, Uk) L.. y*, w - Wk) -- h(w., Uk)} = - Jim h(wi, Uk)	—h(w, u) 

as h(w, u)	Jim h(wk , ILk) ^ lim h(wk, Uk), because of (26). 

In the case where the imbedding of B0 into B is compact a sufficient condition 
for (24) i8 given by 

Remark 2 (cf[3]): If 

A is continuous . as a.mapping from B x U into B* ,	 (29) 

h is [w, s]-u.s.c. on B x U,	 (30) 

Uk,UE UO,uk --uinBsB -Lim(C(uk)nXO)C(U),	 (31) 

v, u € U0, Uk -h u in B C(u) 9 wB-Lim C(uk),	-	 (32) 

then (24) holds. 
The proof goes like the proof of Remark 1 if we use the fact that [ yk, 'Uk] - [y, u] 

in B0 x B0 implies [yb, Uk] - . [y, ] in B x B and that A(yk , Uk) is converging strongly 
in B*. 
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