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Some roperties of a new kind of modulus of smoothness 

V. Torrx	 - 

Der Glattheitsrnodul	S	
( 

w(f, 5)	= sup IIM,,IILp
/ 

tritt bei der Untersuchung positiver Operatoren vom kantorovitsch'schen Typ auf. Wir zeigen, 
dat3 w.,, ähnlich dem gewohnlichen Full q = 1 ist und charakterisieren jene Fuinktionen, für 
die o(t, 5),, , = 0(6) gilt. Die erhaltenen Resultate finden Anwendungen in der Theorie der 
positiven Operatoren.	- 
Moay.ai raaxocT	 - 

w(/, M,p	SUP 10c,IILP 
O<hö 

HOBBUuTCH npu 1iccjIeoBa11HI1 I10I0aHTeTIbH1Jx onepaTopou Tuna HaiiropoBua. MM noKa-
+ceM, iT0 w(/,	HOXOH Ha o6u q I1M Mo1yub c = 1, ii gaem xapaHTepn3aII1Io Tex 

1J1H HOT0hIX w(/, 5)q,p = 0(62). 11oJIyeH11bIe PC3YJ1bTaTbi IlMeloT H1IJTOHHHH B TOHll 
noJ1oHHTemIIMx OflepaTOpOI3. 
The modulus of smoothness 

w(f,	= sup lIdhq,IILP 
-	 O<hã 

has arisen during the investigation of positive operators of the Kantorovich type. Here we 
show' that -w	resembles the ordinary case 4p = 1 and we give the characterization of those 
functions / for which w(I, O)	0(62). The results obtained have applications to positive 


_operators. 

.In connection with approximation by positive operators a; hew kind of modulus 
of smoothness has arisen and it has turned out that this new modulus has an intimate 
connection with the rate of approximation, and that it cannot be replaced by previ-
ously used, "ordinary" measurements of smoothness (see [5, 6 7, 8]). In this paper 
we investigate the basic properties of this new modulus of smoothness and apply 
the results to approximation by Kantorovich type operators. 

Let (a, b) be a (finite or infinite) interval, and op a twice continuously differentiable 
positive function on (a, b) with the properties: 

(i) 99 is convex or'concave to the right (left) of a (b). 
(ii) There is a h0 > 0 such that x ± hop(x) E (a, b) for every x E (a, b) provided 

(a, b).+ (—cc, cc), and if (a, b) = ( — cc, cc) then we require q(x) = O(IxI)(IxI-->oo). 
(iii) Let d(x) denote the distance of x E (a, b) from the nearest endpoint of (a, b) 

when (a, b)	(—co, cc), and let d(x) = Ix + 1 when (a, b) = (—co, cc). Ou ,r final 

') AMS Subject Classification: 26 A 15, 26 A 45.	 - S 

-	
5



168	V. TOTIK 

assumption is that there is  K for which 

'I'(4 199"(x)l ^5K ()	(x€ (a,b)) 

1	 /	d(x)	d(x) 
-	q(x)	(y)	K(x) for y E x - —i--, x + —b--

are satisfied.	 0 

It is clear that both x + h(x) and - hg(x) belong to (a, b) when1x € (a, b) and 
O. h h0 ; furtherniore, (x) tends to zero as x approaches a finite endpoint - if 
there is any - of (a, b). 

Let further B be any of the Ban'ach spaces L(a, b) ' (1 p < oo), C[a, b], C[a, b), 
C(a, bl or C(a, b) with the corresponding LP or supremum norm 11-11B. Fr the sake 
of simplicity any of the last four spaces will he denoted by C{a, b}. The modulus of 
smoothness for./ E B mentioned is defined by  

/	w(f, 5)	= w(5) =	sup	IAfIIs

O<hmin(h,.â) 

where
1h2/(x) = /(x - h) - 21(x) + /(x + h)	 — 

is the usual symmetrical second difference. Th important. point in the definition of 
w(ö) is that in z1 9,(Z)f(x) the distance h92(x) varies together with x. One result-is that 
even the inequality w(2)	Kth() becomes non-trivial. 

We list some properties of w in	 - 

Theorem 1: (i) Defining the so called K-functional by 

	

: .K(t2 , I) =	inf	Of - 911 ± t2 1 109 "1113) 
gEB


g.g'absolutely continuous 

then there is a constant K 1 , independent of / ,and 0	t	h0, such that there holds the 
inequality	 :.	 .	- 

	

w(f, t)	K(t2,/) < K 1 w(f, 1). 

(ii) There is a constant K for which	- 
w(f, ,ô) :5, K22w(5) 

is satisfied for all / € B, 2 > I and 6 > 0. 
(iii) If q and 9 2 are two functions with the above properties, then 	Kçv2 implies 

	

K 1 w(f,	with a K 1 independent of f € B and ô > 0, 
(iv) If w(f, 5)	o(b2) /or a sequence ô - 0 then / is linear. 

,Proof: (i) was proved in [8; Theorem 11, and (ii), (iii) are obvious consequences 
of (i). Finally, to prove (iv) we can argue as follows. Let [a 1 , b 1 ] 9 (a, b) be any finite 
interval. Then there i's a q such that w 1 (x) = 1 for x E (a 1 , b 1 ), and 1(x) K97(x) 
for some K and all x € (a, b). If w(f, n).B = 0(6 2), thenthe comparison assertion 
given in (iii) yields that w(f, 6 fl ), 5 = o(ô 2) is also satisfied and thus, since q 1 (x) = 1 
on (a 1 , b 1 ); we obtain that the ordinary modulus of smoothness of / on (a 1 , b 1 ) is 
0(62) as n —* co; it is well known that this implies the linearity off on (a 1 , b 1 ). Since 
[a1 , b 1 ] cZ (a, b) was arbitrary, (iv) follows I	 -.	0

5-



A new kind of modulus of smoothness	169 

By (iv) w(0) cannot tend to zero faste. than 62. Our next concern is the characteri-
zation -of thOse functions / for which a(6) has order 0(62).	S 

Theorem 2: Let / E B. 
- (i) If B = C{a, b} then 

w(/, 6) B = 0(62 )	(6 - 0)	 (1) 

if and only if / has an absolutely , continuous derivative on (a, b) and p2/" is bounded. 
(ii) If B = L(a, b), 1 <p < co, then (1) holds if and only if / has an absolutely 

continuous derivative on (a, b) with 2f' E L(a, b). 
(iii) For B = L 1 (a, b) (I) holds if and only if / is absotOtely continuous and w2f' 

coincides a.e. with a function of bounded variation on (a, b).	 V 

Naturally (ii) and (iii) mean that / coincides almost everywhere with a furction 
•	having thO stated properties.	

V 

It will be important to extend Theorem 2 to a larger class of the p's, namely, 
V	 assume that (a, b)	(—co, oo) and all of our assumptions on are satisfied except 

•	(ii), and instead of (ii) we require the following: 
(ii)' a) q(x) tends to zero as x tends to a finite endpoint of (a, b). 
b) If a (b) 'is finite, then there is a y < 1 such that (x)/(x - a) ((x)/(b - x)) 

decreases (increases) as x increases in a neighbourhood of a (b). 
- V	 c) If (a, b) is infinite, then q(x)/xj remains bounded as lxi -±oo. 

Roughly speaking, (ii)' allows to tend more slowly to zero at finite endpoints 
• than (ii) did; at infinite endpoints there is no difference between (ii) and (ii)'. E.g. 

90) ' 7 1/x(1 — x) satisfies (ii)' but does not satisfy (ii) on (0, 1). Clearly, we cannot V 

assure any more that the numbers x ± h(x) will belong -to (a, b) together with x; 
so' the definition of co needs some correction. In any case the fact that 99 is convex 
or concave around the endpoints yields that for sufficiently' small positive h there are 
a smallest and a largest (possibly infinite) number, say h* and h**, , with x ± h(x) 
E (a, b) for h* < x < h** (see also [8]). Now for small 6 let	 V 

w(f, 6).B = sup lk'htIlB(h. h) '	 ( 2) V	 O!gh!-,6	 .	 V 

where B ( n h.. ) is the restriction of B to (h* , h**) , i.e.,	- 

	

SU P 1 g (X)1 '	when B—. C{a,b}	 V 

V	 xE(h.5) 

and 
V	

- 

1191lB (5 . h.. ) = IgI Lv (5 . ,5 .. ) ,	when B = LP (a, b) .	 V 

Theorem 3: If B = C{a, b} or B = LP(a, b) then the assertions of Theorem 2 
remain valid for the co defined in (2). In the case B = L 1 (a,.b), however, cu(/, 
= 0(62) (99 being as in (2)) if and only if / is (a.e.) equal to the indefinite integral of a 
function v which is of bounded variation on compact subintervals of (a, b) and for which 

b	 S	 V 

V	
f2(T)div(T)l <Co.	

••	
V	 •'	 V	 V	 '	

•	 V 

Here lvi denotes the total variation of v. 

	

We mention that condition (ii) of Theorem 2 does not hold in general for (2). E.g.	V 

if (a, b) = (0, 1), q(x) = 1/x(i - x) and /(x) = log x; then 9 2/' is of bounded vàri-. V
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ation on (0, 1), but for small h
1 

IIJ/V(h'.1—h')	ch2 I9 2t IIL'(2h.1/2)	ch2 log 
h' 

i.e., w(/, ô)L' 
+ 0(62).

 

Remark: If a is finite, then we cduld define, instead of (2) 

a)(/, 6),. B = SUP !I4/IlB(hs+C(h*_a).h**) 

C> 0 being fixed. Theorem 3 would then hold just as well. The same applies for 
finite b (see [8: Remark 1]). 

The remark justifies our right to write conenient bounds in the norms (see also 
[8: Remark 1]). E.g., if (a, b) == (0, 1), B = L(O, 1) and 92(x) = ]/x(l - x) then 

= h2/(1 + h2), and h** = I - h2/(l + h2), so that () defines 

w(/, 6) = sup II11 ,IIJ ,( h'	, 
L 

but the remark permits us to put 

w(/, 6) = sup I14,!IILp(h.1_h a )	 - 

and for this last w theconclusion of Theorem 3 remains valid. 
Before proving Theorems 2 and 3 we give an application. Let 

•(k±i)f(n+1) 

Kf(x) 
k 

((n + 1) f /(u) du) () xk(l - 

k/(n+i)	•	 - 

be the so called Kantorovitch polynomials associated with / E L(0, 1), 1 p < cc. 
These converge to / in L P-norm and it was proved, by MAIER [21 that for p = 1 

{K} is saturated with order 0  W
, and saturation class 

(/1/ abs. cont., x(l - x) /'(x) is of bounded variation on (0, 1)). 

For p> 1 the saturation order is again 0	but the saturation class is then
n) (see [3,4])

abs. cont., (x(1 - x) /'(x)) € LP (0, 1)}, 

and it was proved in [5] that this coincides with 

(Ill' abs. cont.,' x(1 - x)/"(x) € LP(0,1)}. 

On the other hand, for 0 <a < I the non-optimal order of approximation 

iI K I - /11L9(0.1) = 0(n)	 .	 (3) 

is characterized for every 1	p < o by the Lipschitz 'condition 

ikq,1IiLz(h1.1._h1) = 0(h2"	((x) = }/x(l - x))	 (4) 

(see [5, 6,-81). Now an application of Theorem 3 yields 
Theorem 4: For all I :!E^ p < cc and 0 <a !^-, I, except for the case p = a = 1, 

conditions (3) and (4) are equivalent.
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• If p = a = 1, then (3) and (4) are not equivalent, e.g., for /(x)= log z we have 
by Maier's result (3) but as we have already mentioned (4) is not satisfied. This raises 
the following problem: 

Problem: Find a smoothness condition (similar to (4)) which is equivalent to (3) 
for all 1p<oo and 0<a<1!	- 

In the same way it can be proved that if 
/ (k+1)/n 

S */(x) 
k	 f 1(u) du e	k!	(x ^ 0) 

k/n  
and

k+ /n 
co 

V*/(x) 
kQ (k1 

/(u) du) (n + k - 1) 
xk(1 x)	(x 0) 

are the modified Szsz-Mirakjan and Baskakov operators (see [81), respectively, then 
for every 1 p < oo, / E LP(O, co) and 0 <a 1, except for the case p = a = 1, 
the conditions 

IIS*I - /!IL(O.) = O(n),	- !nI	/IIL P(O.) = O(n) 
and	 - 

1 rpIIiLP(2h) =

	

0(h2)	(o	h 

are equivalent where (x) = }Ix for	and (x) = }Ix(l + x) for V, respecti'vely. 
Proof of Theorem 2: Necessity. Let/ € B and oi(/, ô), ,5 = 0(62). 
(i) The case B = C{a, b}. Exactly as in the proof of Theorem 1 (iv) it can be proved 

that if [a', b] 9 (a, b) and 

VU, 6) = sup Ih2/(x)J 
Ohö 
zEta'.b'J	 • 

is the ordinary modulus of smoothness of / on [a', b'], then v(/, ô) = 0(62) (5 0); 
it is well known that this implies the absolute continuity of/' on (a', b') (see e.g. 
[1: p. 5.]). Since a', b' E (a, b) Were arbitrary, we can conclude that/' is (locally) abso-
lutely continuous on (a, b). But then 

= 9,2(x) /"(x) 

almost everywhere, and so the boundedness of	tJ 1)/(x) implies that of /". 

(ii) The case B = L(a, b), 1 <p < oo. By Theorem 1(i) K(12, /) = 0(12 ) , and 
hence there is a sequence {q} such that the derivative of each g,, is'absolutely con-
tinuous, and	 • - 

Ill	9,,11LP()	0(1),	I19129nILv(a.b) = 0(1). 
•

	

	By weak compactness there is a subsequence {g,} and a function g € LP(a, b) such - 
that 9)2gfl converges weakly to q. Let € (a, b) be fixed. For every x € (a, b) 

lim	(x - r) g(r) dr=fX	T g(t)dr,	 -	- 
k^oo f
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and sinc,e the left hand side is equal to 

urn (gfl (x) - 'g) q) (x -	= /(x) - lirn (gfl k() + g ) (x - 

a.e., we can infer that / , has - the form	-	 - 

/(x) = cx + + fx : t g(r)dt = cx +d +ff_d. (a.e.) 
q2(T) 

Tu /concisa.e. with a function having an' absolutely continuous derivative; 
.furtherrnore, 2 (x) /"(x) = g(x) a.e., i.e., 2/' € LP (a, b). 

(iii) The aise B = L'(a, b). Just as above there 'is i sequence {g} and a finite 
Borel measure d on (a, b) such that {g} converges in L1 (a, b) to I, and 2g" con- 
verges weakly to du. Let € (a, b) be a continuity point of u, and with a fixed 

€ (a, b), E 1 < , set for x 

(t— )	for 

x — t	for	<t<x 
0	 otherwise. 

•	Clearly, h(t) € C{a, b}, and so 

urn f 
h(t) g"(t) dl 

= f	1- di(l), 
n—oo

a	 a	 - 

— 

[9n()	 (x - I-

	

-	-	- 

-' -	p2(T) 
d(r) +1 2() d(r). 

Since lirn g(x) = 1(x) a.e., we can infer that, for x ^ , / is of the form 
-	fl-

 /(x) = cx + d+  f 92 
2(T)	

ip2(T) 
dL()= cx + d +ffT dy. (a.e.) 

It follows readily that we may consider / to be absolutely continuous, that , - 

= c +f-	(a.e.),	 (5) 

and that 2f agrees a.e. with a function having bounded variation on every finite 
interval [, b'], b' < b. In the following we identify /' with the right side of (5). 
Let b' be so large that op. is monotone on (b', b), and we distinguish two cases according 
toswhether op decreases or increases on (b', b).	-	 -
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a) p is decreasing on (b', b). Let x0 < x 1 < ... <x, 1 <b, x0 =b' be arbitrary-
points. Denoting the total variation of 1u by I jul we can. write	 . 

E l(x) /'(x)	2(X.) /'(x)I 

C	(x) - 9'2 (x . ))±	2(X.)
 

fd li(r)l	. 
iO	 i=O	 ('r) 

•	+(2(x) —	
f 

d I/I(	 . 

Xi+t
S	

'	 S 

lCl 9'2(b') ±Ef d l)l +	2(x.) (/ d lii ( r)I JdiL(r)l) 
X. 

.	
+9'2(b)fT	 - -  

• .	

.	

"	 (ici +f'1)9'2(b)'+ 2fdI(r)i <cc. ,	 I. 

Therefore 9'2/' is of bounded variation on (b', b). 
b) p is increasing on (b', b). By our assumption this may occur only when b = cc. 

•	Since	 S	 - 

/(x) —1(y)! 
=	

Kfdif(t)i 

tends to zero as x and y tend to infinit:y, and since / E L'(b', cc), we can conclude that


	

• urn 1(x) = urn /'(x) = o, i.e., urn ( + f	= c +f	=0. This last 
X--).CO x—o	 (t) i	9' (r) 

	

\E	/ 

-.	 -
 

f d1u(T)
•

equality and (a)show that / (x) =----. Hence we have for , every system 

x0 < x 1 < ... < x 1 , x0 = b' the estimate 

2 9'2 (x . ) /'(x,)'— 2(x.) /'(X)I	•	,'	 -.	 S 

00	00 

11

S 

^9'2(X.)f diZ(r)i	(p2(x0 — 2( X,)) f 	^ 2fd !(r)! <cc,	S 

so that p2/' is of bounded variation on (b', cc).  
In the same way it can be proved that q/' is of bounded variation on (a, ) and so 

the first part of the proof is complete.
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SuIticiency: (i) The case B = C{a, b}. Let / €.U{a, b} be such that /' is absolutely 
continuous with 9 2 (x) f"(x)I K a.e. Our assumptions clearly imply that for small 
h and y € (x - h92(x), x + h97(x)) the estimate 

) :!E^ q(y) ;5 K 199(x)	(K 1 > 0)	 (6)


holds. But then for small h and x E(a, b) we have 

	

Jf 	+ u + v) dudv xff 2( +u +v) 
du dv 

—h(X) 

	

2	 2

hrp(Z)/2 

	

KK12	
-.p (x) ff du dv KK12h2, 

• and this is what we wanted to prove. 
(ii) The case B = L(a, b), 1 <p < oc. Let/ € L(a, b) with absolutely ; continuous 

derivative and with q 2/" € LP(a, b). Using the Hardy-Littlewood maximal function 
M( . ) and the maximal inequality, we obtain for small h (see also the above conside-
ration) 

Iiç/llL(a.b)	ff 2(. + t + v) 1( + U	v) /"( + U + v) du dv 
—hq'/2	 L(a.b) 

^ K2 —2 ff I 2(. + u ± v)/"( . +.0 +v) I du  

	

—hg,/2	 [P(a.b) 

^ K 1 2h2 IIkt(q22/")JJLPa. ^ K2h IfrP2/ML"(a.b) 

and we are through with the proof. 
(iii) The case B = T}(a; b). By assumption / has (a.e.) the form 

AX) =G+fdr	(€(a,b))	 -	 (7) 
9/(T) 

with a function v having bounded variation on (a, b). We shall need another repre-
sentation for / and to this end we first prove that (-p'/çv) v E L'(a, b). Clearly, (q"/q ') v 
€ L'(a', b') for every finite interval [a', b'] (a, b). So it is sufficient to show that 
('/p) v € L1 (, b) for some E (a, b) (the reIatior (p'/p) v € L 1 (a, ') for some ' € (a, b) 
can be proved similarly). 

First let us consider the ease b = co. Let > 0, € (a, ) be arbitrary, and let 

v(x)	 •	 - 

'- g(x) 

=	
dr	(x >0). 

f
	•	 - 

	

• Since (7) holds with this , we obtain by integration by parts •	 - 

00	 00 

OX) 
—f2	2(t) 

dr =	/(r) °	
2(r) ':: - 2 2() 

-r /(r) dr.
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If (r) /A 00 as T -* 00, , then / ' (r) = V(T)/T2(T) 
--> 0, and so /(t) -* 0 as -+ 00 

(t€ L1(c,,c)!). If, however, q(t) decreases, or increases to a finite limit, as r -± oo, 

then we have by ( 7)I/(r)I ^5 K + K——. Since we assumed r) = O(t) (r -* oo), 

we have in a'ny case (2(t)/r2) 1(r) = o(1) as r - 00. By our assumptions on 

I	
r4	

I	
T3 

29 (r) q'(r) t 2 —	 , 1 

hence g(x)I	K3 /(x)I ± K3 fiL2! di, and in view of the 'inequality 

If	^ f J/(r) dr we have g € L 1 (, oo). But then 

f9(u)du f L(2) - (T - 0 d + (-
T2
	

f 
T2 

-	= ft'+ xf_ dr — fT2 d	 ' (8) 

is of bounded variation on (, oo). An integration by parts now gives that 

	

00	 00	 00 

	

-. 
xf	dr=x(_ir(t))+'xf±2= —v(x) +xfi1. 

The argument used in point (iii) of the necessity part of our proof shows that the 

function xf ) is of bounded variation on (, 00) and sie v also has this property 

we can conclude (see (8)) that h(x) = fdr is of bounded varition on ( 00). r 

Since h is absolutely continuous this can happen only if v(r)/r € L 1 (, oc). Thus, 
v(r)/r € L'(, cc), and if we multiply this function by the bounded function r'(r)/(r) 
we obtain ('/) v € L 1 (, cc) as was stated above. 

Now let b be finite, and let E(a, b) be so close to b that 

del d(x) , niin(x - a,b - x) = b — x 

is satisfied for all x  (, b). If	 - 

z	 / 
•

f
v(r)

g(d2(r)dt

f2 
- d2(x) /(x)	d2()	j T) ,'(r) d2(r) ± 2d(r) 992(r) 

d4(r)	 1(r) dr,
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then we can show as above that g E L, b) (notice that (t) = O(d(r)) as r —* b). 
But then the function 

g(T) drf	 d2(U	 d2(U = (b — x)f ) du +ff	)du dr	

b; 

	

VW	f dv(u)	 du 

	

v(x) — (b — x) T— + (b — x)	+ f 
S

is of bounded variation on (, b), and we can deduce exactly as above that r(u)/d(u) 
€ L 1 (, b). Since '(u) = O(p(u)/d(u)) as u —* b, we can again conclude that (p'/p) v 
E L1 (, b).	 - 

So far we have proved that (p'/p) v € L 1 (a, b); hence the function 

•	(x) = v(x) — 2f )) v(r) d	 -	
S 

is of bounded variation on (a, b) ( E (a, b) is fixed). Clearly,	S 

dy
f t dy = Jjd( )) =fJ) dy_ (X_)) 

from which it follows that / has the form 

S	 /(x) = c'x + d' +ffT dy = c'x + d' +f	di(r).	
S 

This is the desired representation. 

From here on the estimate of the L'-norrn of	 S S 

x+hq'(X)	 x	 S 

L1()f(X) = f
X +	 Td(r) — f 

x — h(x) — do
	

S 

x	 x—h'(x)	 S 

•	is easy: for small h, say for h	h 1 , r € (x — h(x), x + h(x)) implies that 

S	

w(x) <(r) < K(x)	 S	 S 

for some constant K. So for h h1/K we have	 - 

•	-r — Khq(r) + h(t — Kh(t)) < T,	-	•	 - 

x + K/i,(r) — h(r + 7q2(t)) > T
S
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These results imply at once the estimate 
b -	 b	x±hqx)	 b z+h9'(z) 

fk
1 9, x /(x) dx ^hf p(x) f dI1u(r) dx Khf f dI1u(r)I dx 

a	 a	x—h'(z)	 a z—hr'(z) 

	

= Khf+; 
(1	f	d) dIi()I 

	

a	z:x—hç(z}^x+hc,(x) 

^ Khf 2Kh) d z(T)I ^ 2K2h2fd J(r)I 

	

a	 'a 

for all sufficiently small h, and the proof is complete I 

Proof of Theorem 3: (i) The case B = C{a, b}. It was proved in [8: Theorem '7] 
that Theorem 1 holds for B = 6{a, b} even for the more general functions 4p of Theo-' 
rem 3; so the necessity part can be proved as in Theorem 2. Again, the above-
mentioned proof shows that if/' is absolutely continuous and 1922/"1 ^5 K,. then 

Ll hq, (z )/(X)I	K 1h	 .	.	 () 
for  x E (h* + (h* - a), h** - (b - h**)) (notice that the assumed nionotonicity of 

around the endpoints obviously implies (6) for x € (h* ± (h* - a), 
- (b _h**)) and  € (x - h(x), x + h(x)). By the , analogue of [8: Remark II 


	

for the continuous case, this already implies (9) for all x € (h* , h**) .	. - 
(ii) The case B = L(a, b), 1 <p < oo. By [8: Theorem .21 for the 's under' con-

sideration the relations w(/, 6) = 0(6) and K(t2, /) = 0(12) Tare equivalent, so the 
proof of Theorem 2 work almost word by word (see also point (i) above and [8: 
Remark 1]). 

(iii)' The case B = L'(a, b). Here we have, again the equivalence of CO(/, 6) = 0(62) 
and K(12 , /) = 0(12 ) , so by the proof of Theorem 2 w(/, 6) = 0(62) implies that f. 
has the form 

/(x) =cx ±'d+ff4d	(a.e.)	 (10). 

Putting 

we obtain the necessity of our condition. Conversely, if / has the form. (10), then, 
exactly as at the end of. the sufficiency part of the proof of Theorem 2, one can show 
that for small h 

K42, 

and this already implies o(/, 6) = 0(62) (see [8: Theorem 2]) I 

12 AiiaIyis Bd. 3, Heft 2(1984)
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