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Embeddings of Sobolev Spaces with Weights of Power Type 

D. E. EDMUNDS, A. KUYNER and J. RAxosNI- 

• Die Arbeit befal3t sich mit einigen Eigenschaften gewichteter Sobolevscher Raume W0P, 1$i1k.p und jjk.p in denen als Cewichte Potenzen der Entfernung von einem Teil Al des Ran-
des des Definit . ionsgebietes auftreten. Es werden Bedingungen angegeben, tinter denen these 
Rhume gegenseitig eingebettet und gewisse Normen aquivalent sind. Dabei werden einige 
Ergebuisse aus [1] verallgemeinert und eine in [2] formilierte Vermutung wird bewiesen. 

B paGore HccJIejoBaI!aL HCH0T0HC CBOt1CTBa necoBblx npocTpaHc'rn C. JI. C060iesa W'P, 
WM k.P it HP, BecoBbie HH11411 XOTOh&X HBJ1HI0TCH creneufiMil paCCTonuuH OT 'JacTu M 
rpaurx o6JlacPM oupeeneiiiin. VFca3aHbl ycJIoBHI, npn 1oropux aTH npocTpaHeTna niaiji-
BaloTcH &pyr'n Apyra H HH HoTophix HeKoTophie HOMhI aHBHBaJICHTHbL. 06o61IaIoTdH iie-
ioropiie peáyihTap i 113 [1] II oIea3aHa rllnore3a, copMyJn1poBaHHan n [2]. 

The paper deals with some properties of the weighted Sobolev spaces W0 1' .P,' and H k.P
'

with weights which are powers of the distance from a part Al" of the boundary of the 
domain of definition. Conditions are given which guarantee the mutual ernbeddings of these 
spaces and the equivalence of certain norms. The paper generalizes some results of [1) and veri-
fies a conjecture formulated in [2]. 

0. Introduction 

LetQ be a domain in the Euclidean space RN and let M be a non-empty subset of 
the boundary c9D of Q; given any x € R' write	 S 

S	

dM(x)=dist(x,M).	 (0.1) 
Let a, p € R, with p	1, k E. N, and let WP(Q; dm, a) be the weighted Sobolev space

of (equivalence classes of) functions U: Q - R such that for all := (x) € N0 N with 

•	:=	+ 2 +	+ x ^5 k, the distributional derivative D'u satisfies 

f Du(x)J1'd(x) dx < oo.	 S 

The space - . Wk.P(Q ;d,, a) is a Banach space when equipped with the norm defined 
by	 S 

IuIIw,:= ( E f: Du(x)I P dm(x) dx\' IP .	 (0.2) 
\IIk Q  

We also introduce the spaces WM" P (Q; dm, a) and W0 (Q; dM, a), which are the 
closures in the Banach space W"4'(Q; dm, a) of the sets 

•	CM°°(Q):={wEC°°():suppwr)M'=Ø}	•	
•	 (0.3) 

and C0 (Q) respectively; and the space H" 1'(Q; dm,,-), which is the set of all functions 
U: Q -- Rsuch that for all € N0" with 	k, 

ID"u(x) dM''' P (x) dx < oo. •	S	
•	 S
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Ihis last space is also a Banach space when provided with the norm given by 

hu1111 :=( 2' f lDu(v)l dM_(k_II)P(x) dxV'7'.	 (0.4) 
\kIk Q	:	 / 

Ifs = 0, W"(Q; dM , e) and W0 1" P (Q; d 1 , s) are simply the classical unweighted 
Soholev spaces TVk.1)(Q) and W0 "(Q) respectively; if I.: = 0, then W"(Q; d5 , s) is 
nothing-more than the weighted Lebesgue space LP(Q; d,,  

In [1] the case M = aQ was considered, and it was shown that if for i = 1, 2, ..., k 
the inequality e== ip - 1 holds, then 

TV0 1.11 (Q; dm, ) < JJk.v(Q; dm, )•	 (0.5)€

the symbol * denoting continuous embedding; it was also shown that for all E € II, 

H'P(Q ;. d 1 , s) (-i. W0 '(Q; dm, s).	 (0.6) 

In particular, if e = 0, then for any u € lV k P(Q) such that Du € LP (Q; d 1 , (k - I I) v) 
for all a € NON with jal k - 1, we have u € W0 1' P (Q). The assumption that Q had 
a Lipschitz boundary was important in [1], although insofar as the embedding (0.6) is 
concerned this condition can be weakened. 

When s = 0 it.is possible, .by following unpublished suggestions of D. J. HARRIS, 
toest.ablish (0.6) under the Aole assumption on Q that it should be hounded (see 
Theorem 1.1). The mthod used relies on the properties of 'the maximal function, 
and can be extendedto the case of an arbitrary set M 9Q and an arbitrary e € 11: 
in Theorem 1.2 it is shown that 

Hk.P(Q; dm, e)	wMk.P(Q; dm, e). - 

The embedding (0.5) follows from embedding theorems in weighted spaces;. in 
the case M = a.Q, such theorems hold if aQ is Lipschitzian. It was conjectured in [2] 
that

WM'(Q; dm, e) c- H(Q; dm, e) 

for certain special sets M, provided that for i= 1, 2, ..., k the inequality s ip — 1 
holds. This conjecture is verified in Corollary 3.1, (ii); the main tool is due to the 
third author (J. R.) and is a fuller version of the short communication [4]. 

1. The embedding H W 

First, we shall prove a theorem, which implies (0.6) for the case e =. 0 and M = Q. 
This result is contained in [1], but here, the condition on Q is weakened and the 
method is completely new. 

Theorem 1.1: Let Q be a non-empty open subset of RN, Q + R & , and for each 
x € Q put d(x) = dist (x, eQ); iet p € (1, oo) and k € N. Suppose that u € Wk.P(Q) is 
such that nd' € L(Q) Then u € W0k.P(Q). 

Proof: First suppose Q is bounded. Let 0 <h'< o; define u byu' 6 )(x) = u(x) 
if d(x) > ô and x€Q, u"(x) = 0 otherwise; let 4, E C000 ( RN ) be such that 4,(x) = 0 
if jxj —> , I, cb(x) > 0 if IxI < 1, f 4,(x) dx = 1; and put 4,h(X) = h 54(x1h). Let us 

agree that any function g defined on Q will be supposed extended to the whole R', if' 
necessary, by setting g(x) = 0 for all x € R'1 \ Q. Note that 4, * 0 C0(Q).
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• First suppose that d(x) > ô	h, x € Qand a € NO', II ;5 k. Then since B(x, h) 

	

{ y E AN: Ix - yJ <h}	B(x, 6 ± it)	Q, and d(y) > 6 ify E B(x, it), 
D (4h * 01) (x) = D" f 4h(X — y) u(ô)(y) dy 

-	B(z.h)	 - 

= D, f 4h(X — y) u(y) dy =f h(X - y) D'u(y) dy; 

that is,
D(cb * u(6)) ()	( * Du) (x) if d(x) > 6 + it, x E Q.	(1.1)


It follows that, with ,ll (g) as the maximal function defined by 
41(g) (x) = sup	r)' f g(y)J dy 

r>O	 B(x,r) 

(jB(0. r)I = wyr- being the volume of the ball B(0, r)), we have 

	

* u( 6 )) (x)I 	It(Du) (x) . (ON sup(x
	y 

YEB(x.h) \ 
= J1(Du) (x) . ct^v sup (z) = jut(Du) (x) b(çb), say. 

zEA(ot) 

	

- Next, suppose that d(x)	lit for some 1 E N, and let E ',NON, 	k. Then 

* u(6 )) (x)I 
= f it Hl(Dq5) (x	Y) (ô) (ii) dy 

hNHf (D) (x
	

Y) u(y) d(y)J hk(1 + I)k dy 

<toh(l + 1) Jt(ud) (x) sup I(D) (z)J. 
zEB(O,I) 

Thus if we take 6 = 2h = 2/j (j € N) and 1 = 3, we see that for all x € Q, for all 
€N" with jal	/c, and for all j€ N, 

* u(2/,) (X)) I 
< max {b()2Jt(Du) (x), 41c(c', 4)4t(ud) (x)} := G(x),	(1.2) 

where c(ct, ) = (.oN sup I(D4) (z )I. Since, by [5: Chap. I, Th. 1], 4t is a bounded 
zEB)O,I) 

mapping from LP (RN ) into LP(RN), it follows that G € LP(RN) . Moreover, for each 
x € NON with joc l , ^5 k, cJ * Du Dau in LP(Q) as  , and hence there is a 
subsequence (j(1)) of the sequence of..positive integers such that for all cx € N0" with 

^S k, (0 1 , ) * Du) (x) -*Du(x) almost everywhere in Q. Thus by (1.1), 

	

* (2/5())) (x) -. Du(x)	 .	 (1.3) 
a.e. in P. Together with Lebesgue's dominated convergence theorem, (1.2) and (1.3) 
show that ( i j * u(2U))) -- u in Wk P(Q); that is, u E W0''P(Q). 

If Q is unbounded we simply apply the arguments above to uvrn : urn, where 
1p E Co-(RN), tprn(X) = 1 (Ix I <in), Prn(X)	0 (JxJ > 2m), and note that Urnd' 
E LP(Q) and Urn - u in W". i'(Q) as in - co I	• 

Note that if S2 is bounded, the validity of (0.6), when e = 0 and M = Q, follows 
immediately from Theoreth 1.1. We now set about the proof of (0.6) for general E' 
and M.
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Theorem 1.2: Let Q be a bounded domain in RN , let 	Q, M 0, and let 
pe(l,00),kEN and rER.Then	 - 

Hk P(Q; dm, e) .	WA1 (Q; dm, r). 

Proof: Let u € H(Q; dAf, e), and, for any 6 >0 write 0(x) = u(x) if dm(x) > ó 
and XE Q, u(â )(x) = 0 otherwise. Let be as in the proof of Theorem 1.1 and write 


	

- 4h(X) = 'lr"4(x/h) (h> 0, x E IV). Let h> 0 and set v1, =	* u(3h). We distinguish 
various cases. 

(i) Let x € Q be such that	I 
dm(x)	2h.	 ,.	 (114) 

Then vh(x) = /N +j (X 	Y)U'3h(Y) dy =Q since by (1.4) if y  B(x,h) then 
B(zh) 

dM (y) <3h and consequently u 3'(y) = 0. It follows that 

supp vh	:= {x E Q: dm(x) > h}.	 (1.5) 

• Note that Qh n M = 0. 
(ii) Suppose that x € Q is such that 

2h<dM (x)_ 4h.  

Then if y E B(x, h) we see that 

h <dM (y) <5h;	 (1.7) 

and (1.6) and (1.7) imply the equivalence of h, dm(x) and dM(y): -	 - 

dm(x)	h,	dm(y)	h,	 (1.8)€
with the obvious meaning of the symbol . For all a € No"', Ja i ^5 k, we have 

Dv(x)I	Df h(x - y)u 3 (y) dy = h	 (x	Y) u(31)(y) dy 

	

R v	 RN 

^ 
hH f(D) 

(x - Y) I u(y)J dy 

B(z',h) 

( sup ID4(z)I\ B(0, 1)1 B(x, h)1' h-'' f u(y) dy - 
-	 -	\,ERN	 /	 fl(X,h) 

,	 < ch I1 IB(x, h)1 1 f u(y)J dM ( e IP)_lc(y) dy . h"-"P 

	

B(x.h)	 - 

c1hk1 B(x, h)-1 f Iu(y)I dIP- Ic(y) dy . 
B(x,h) 

the last two inequalities following from the equivalence of dm(y) and h, and that of 
dm(x) and h. Thus we have  

	

Dvh (x)J dM eIp (X)	cl hk_II t(udM P)-k) (x),	-	 (1.9) 

where, as before, 4t stands for the maximal function and any function onQ is extended 
by zero inRN\Q.  

(iii) Let x € Q be such that for some 1 ^! 4,	 •+	 -	 ( 

lh<dM(x)<(l±1)h.	0	 (1.10)
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Let y € B(x, h). Then 

1) h < dM(y) < (1-f- 2) h,	 '	(1.11) 

and (1.10) together with(1.11) imply	 - 

dM(X)ih,	dM(y)lh.	 (1.12) 

• From (1.11)'it follows that u( 3h)(y) = u(y), since dM (y)> (1 —1) it	3h. Fora € N, 
aJ	k, we find, as in (ii), that 

ID"vh(x)I = 1 P. f 4h(x — y) ut31 (y) dy = D, f h(X - y) u(y) d.y 
RN	 Wv 

•	 '• .	

RN 
cbh (x — y)D'u(y) dy =	f (x	

D"u() dy 
-	-	 B(zh) 

C2 ( sup 4(z)\ B(0, 1)1 B(x,-h)i'1	
0 

\ZRN	/ 
•	 S	 x	f D,u(y)l dM(e/P)_(k_II)(y) dy . (1h)-(c1P+k-II 

•	B(x.h) 

^ c34((Du . dM(EIP)_(k_i I ) ) (x) . [dM(x)1_(IP)+kI.  
Hence	 -. 

Dvh (x)I dM(t /P ) (x) ;5 c41(D'u . dM(/P)_(k_II)) (x) . dM"'(x).	(1.13) 
However, since Q is bounded and j X j :!z^ k, dMk1I (x) is bounded. Thus there is a con-
stant. 64 such that 

•	

,	 jDv(x)j dM(t/P)(x)	c44t(D'u . dM 111 ) (x). 
-	It follows from (i), (ii) and (iii) that if 0 < h :!E^ 1, there is a constant 65 , indepen-




dent of h, such that for all x E Qand all a E N 0 N with 

Dv(x)I dM t/P(x)	c5G(x),	 (1.14) 
where G(x) : = max {/I(ud1('IP) _k) (x), ill(Du . d( e/P)_ k + tI) (x)). Since u E H" ; (Q; dm, ), 
Du . dM(IP)_k+II E L(Q) and hence Thu.. d 1 ( tIP)+1I E L(R'); in particular, 
udM(t/P)k € L(R). The properties of the maximal function now imply that 

GELP(RN ).	 (1.15)


By the Lebesgue dominated convergence theorem, the assumption. that as it ._ 0 
IDvh(x) dm'/P(x)_-> ID'u(x) dM'IP (x)	 . .	 (1.16) 

'for almost all x  Q, implies (in view of (1.14) and (1.15)) that ash	0, dMZIPDVh

d 1 /PDu in LP ; that is,  

v1 -*u in W" P (Q; dm,

	

),	 (1.17) 
which is what we need.	 - - 

All that remains to complete the proof of the Theorem is to establish (1.16). To 
do this, let 6 > 0, Q4 = {x € Q : dm(x) > 6), and note that since u E H*P(Q; dm, ), 
u E 1 .V .P (Q6 ). For h € (0,6/4) and x € .Q4 , we have u( 3h )(x) = u(x) and, for jal	k, 
a fixed,	 -	- 

Dvh (x) = D (4h * u(3h)) (x) = D'( h * u) (x) = (4 * Du) (x), 
and ash-->0, - 

Dvh Du in LP(04).
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since cbh * D'-u -* Thu in LP (Q6 ). From (1.18) it follows that there is a sequence (ha) 
of positive real numbers, converging to 0, such that Thvh .- Thu almost everywhere 
in Q6 . Now take 6 = 1/k0 , k0 E N, and let (v(' ) ) be the sequence (vh ) for this parti-
cular 6. Let (v(2)) be a subsequence of (v') such that 

Dv(2) -± Du a.e. in Q11k,+1); 

more generally let (v(')) be a subsequence of (v C'-') such that 

-^ Thu a.e. in Q11(k.+1. 

It follows that the diagonal sequence (wa), w, =	has the property that 

D'w. Thu a.e.inQ.	 (1.19) 

Of course; (w.: n E N} c {vh : h> 0). Moreover, while the multi-index a was fixed, it 
is easy tosee that matters can be arranged so that (1.19) holds for every E N,11 with 
JLxJ.	k. Thus	 - 

dM tIPDwn -. dM IPDU a.e. in 12, 

and the arguments used to pass from (1.16) to (1.17) show that w,, - u in W'P(Q; 
dM, e). Our discussion in (i) shows that suppwn Al = 0 (see (1.5)); moreover, 
w E C00 (RN ). Hence u E WMk,P(Q; dM, €), and the proof is complete, since the 
continuity of the embedding of H in W is clear I 

2. The embedding W c- H 

Now we shall deal with embeddings inverse to those of § 1. For this case, we need 
more special domains.	 - 

Definition 2.1: Put Q=(0,1)'' and Q(rn)={xEQ:xm+ i .=XN=O}, 
m = 0, 1, ..., N — l.A closed subset Al of 0D is said to be a inani/old 0/ dimension m 
on.aQ if there is an open covering {U}r_ 0 (w finite or co = oc) of Q with the following 
properties:	 - 

(i) Al	U U, and there exists s E N such that every system of (s + 1) sets U 
i=I 

is disjoint;	S 

(ii) there exists'6 > 0 such that 

dm(x) 2^ 6, for all x E U0 ;	 (2.1) 

(iii) there are numbers c 1 , c2 , with c2	c 1 > 0, and a system of one-to-one mappings 
/ T:-QnU,(i= 1,2,..., co) such that T1(Q(rn))=MnU1and 

c., Ix -	T(x) - T(y)I	C2 Ix — yJ	 - 

for all x, y E Q and i = 1, ..., co.	 (2.2) 

Remark 2.2: In what follows we shall see that this notion of an rn-dimensional 
manifold on a.Q is suitable for dealing with embeddings of Sobolev spaces with weights 
which are powers of dm. We use simple idea to avoid technical complications, but 
theorems of the type of the following Theorem 2.3 hold for more general sets M. and
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in particular for the set - 

M*:U{x€Q:xjOforj+i}aQ 

which is not a one-dimensional manifold on ÔQ in the sense of Definition 2.1. 
Theorem 2.3: Let Q R N be a dornchn, let M E Q be an rn-dimensional manifold 

on aS2, let m E {O, 1, ..., N - 11 and suppose that p E (1, oo). Then: 
V -^ LP(Q; dm, e - p)	 (2.3)


where 

(i) V = W' 4'(Q; dm, e) if 

	

- s > p + m —N	 (2.4) 
or	 - 

N;	
V	 (2.5) 

(ii)\V = WM1.P(Q; dm, e) i/ 

	

- €=l=p +m—N;	 (2.6)€
V (iii) V = W0 1-(Q; dm, e) if  <N - 1 and e is an arbitrary real number. 

Proof: Let be a partition of unity subordinate to the covering {U1}0 
mentioned in Definition 2.1. Let u E W14'(Q; dm, e) and put u 1 = u4, i = 0, 1, ..., w. 
It is enough to prove that there is a constant c, independent of u, such that for 

-	 V 

•	f ju(x)JP d51 1 P(x) dx :E^ c IIUdIw .	 (2.7) 
UnQ	 . 

For i	0, (2.7) holds trivially in view of (2.1). Nov -suppose that i> 0, and for the

sake of simplicity omit the subscript i on u 1 and U. By (2.2) 

V 

•CIdQ(m)(Y) ;5 dM(T(y))	C2dQ(m) (Y)	 (2.8) 

for all y E -; and from [3: Chap. 2, Lemma 3.1] it follows that there are positive 
constants c3 , c4 , depending only on c 1 , c2 , p and N, such that 

C3 j lw(x)I P dx	f w(T(y)) J P dy 5 c, f w(x)I P dx	/	 (2.9) 

QnU	 0	 QnU	 V 

or all w € LP (Q n U).	 -€
For all y € Q put v(y) =u(T(y)), and introduce the "cylindrical" coordinates 

y = (y+, y") i- (y',O, r),	y' = (Yi, ..:, ;fl),	0 € . := (0, 	r€ (0, R(0)), 

= dQ(m)(Y) = (	+ y2 . The corresponding Jacobian is	, ,	= 7N—-1 

	

\i=m+1 )	
V	 '-Y 	, 

X (y'; 0), and	 V 

•	I lv(y)idi,(y)dy	
.	 V 

Q 
-	 •	 fl(s) 

= f f(y', 0)1 jv(y', 0, r)P rP+Nm1 dr dO dy'.	 (2.10) 
Q)rn)3	-	0 

Sine v(y', 0, r) = 0 for almost all y' € Q(rn), 0 € and for all r in a neighbourhood 
of 1?(0), we can extend the function v by zero for r R(0) with preservation of all
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differentiability properties. Application of the Hardy inequality (see; for example, 
[2: Chap. 5]) to the inner integral on the right-hand side of (2.10) now shows tht for 
almost all y' E Q(m), 0 E S. 

ivy ' , 0; r)j P r p+N—m-1 dr	CHf	(y', ,	r+N—m—I dr	(2.11)
f  

if

	

I6 +N—m-1>p-1	 (2.12)


and lim v(y', 0, r) = 0 (this condition is satisfied trivially), or if 

6+ N—m—l <p- 1	 (2.13)

and

lim v(y', 0, r) := v0 (y', 0) = 0.	 (2.14) 

The constant cH in (2.11) is given by cH =	- p + N - nil. Integrating the '-




equality (2.11) over Q(m) X S and passing back to Cartesian coordinates we obtain 

f
v(y)JP d ) (y) dy	CH 	(y) d;(y) 

C T(Y) d ( m ) (Y) dy. 
j=m+1 J  

0

OU Use of (2.9) with w =udM (n IP)_l . and with w=	dMt/P, the estimates (2.8)and the
av	Nu€

inequality ---- (y) ^5 c2 Z .- (T(y)) which follows from (2.2) now gives (2.7) with 

	

Yj	ii 
I 

Yt 
a constant c which depends only on p, , N, c and c2. 

All that remains is to discuss the validity of the assumptions (2.12)—(2.14). The 
inequalities (2.4) and (2.12) are equivalent. If (2.5) holds, then (2.13) is satisfied. 
Further, for almost all y' E Q(m), 0 E S and for r, h.> Owe have, by Holder's in-
equality,	 - 

r+h 

v(y+, 0, r + h) - v(y', 0, r) 
= f	(y', 0,) do	- 

/ r+h	 1/p 
V	 P 

ee+N_m_ido)

- 
X	f (e+N—m-1)/(1--p) d0	= 0(1) 

as h 0, since the former of the last two integrals is finite and the exponent in the 
latter one is positive.. Hence the function v(y', 0, .) is uniformly continuous in a 
neighbourhood of the origin and the limit v0 (y', 0) in (2.14) exists. Since 

R(0) 
fv(y', 0, r)lre+_m_I dr < cc, 

the assumption (2.5) . yields (2.14). Thus assertion-(i) holds.	 .
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If V = W-P(Q; 6 4f , e), it is enough to deal with functions u in CM°°(Q), sdthat 
supp ,v c Q; and condition (2.14) is then trivially satisfied. The condition (2.6) 
means thaV(2.12) or (2.13) holds. 

Finally, suppose that m < N - 1. If	p + in — N, assertion (iii) follo*s from 
' (ii), since W01.P(Q; dM , e)	WM1(Q; dm, e). Thus suppose that e =p + m - N€

and let u € Co-(.Q). Since m <N — 1, we can write 

2 1I (y 1 + g )	dQ( m ) (Y)	y + p j,	= E Y2 
j=m+1.j1 

(l =m+ 1,...,N;yEQ) 
and

f v(y)P d ) (y) dy ^ e I I I v ( y)J (y + ei) P dy1 dyW, 

Q	 (O.I)-	0	 - 

where yM = (yi, ...,	Y:+i' ..., YN). Takinginto account the fact that supp v	Q

- and e = p +,rn — N <p — 1, we apply the generalized Hardy inequality (see [5: 

Lmma 5.3]) to the inner integral on the right-hand side and obtain 

Jv(y) P d	(y) dy	67f	 dt

au It is now sufficient to use (2.9) with w = UdM(eIP) and with w = -- dM Z1P; the 
assertion (iii) and consequently Theorem 2.3 are proved U 

• 3. Concluding remarks 

We present two natural consequences of the work in § 1 , and § 2. 

Corollary 3.1: Let Q be a bounded domain in RN , let M be an m-dimensional 
manifold on aS2 where m E (0, 1, ..., N - 11, and let p E (1, co), k € N. Then 

Vc*HI(P(Q;dM,e), 
where	 - 

(i) V = W":P (Q; dm, e) if 

s>kp+m—N	 (3.1 
or

e^m — N;	 (3.2) 

(ii)V = WM P(Q; dm, e) if	 - 

e+jp+ m, —N ,	j=1,2,...,k;	--	 -	(3.3) 

•	(iii) V = W0'-P(Q; dm, e) if	• 

m < N — 1 'and sER.	 (34) 

Proof: Use Theorem 2.3 successively for Du with	= k, fl = k — 1, ... U 

Corollary 3.2: Let, the assumptions of Corollary 3.1 be satisfied. Ifs satisfies (3.1) 
or (3.2), then	•	 - 

WM" p (Q ; dM, e) = H"-P(Q; dm, e)	Wk.P(Q; dm, e). 

3 Analysis Bd. 4, Heft 1 (19&>) •	 •



34	D. E. EDMUNDS, A. KUFNER and J.RLKÔSNIX 

If c satis/les (3.3), then 

wMk.p(Q; dM, e) = H". P(Q; dm, s).	 (3.5) 
If in < N - 1, then (3.5) holds for all e E R with W0 1 P(Q; dm, s) instead 0/ W511(Q; 
dm, E). 

Proof: The assertions follow immediately fromCorollary 3.1 and Theorem 1.21 
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