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ltitz-ReguJarization versus Least-Square- Regularization. 
Solution Methods for Integral Equations of the First Kind 

E. SCHOCK 

Es.werden drei Regularisierungsmethoden diskutiert (Tikhonov-, Ritz- und Galerkin-Methode), 
und es wird gezeigt, daB im Falle positiv definiler oder seibstadjungierter Operatoren die 
Ritz- und die Galerkii'i-Methode (die'Ietzte mit nicht-reellem Parameter) bessere Konvergenz. 
eigenschaften haben als die Tikhonov-Methode. 
06cy?+qaloTcfl TII MCTO1,bI peryHM13aIWH (MeTo)u TIiXOHOB 'a, PuT1a 11 raepKrn1a) 14 
no14a3bIBaeTcss, 'ITO B ciyae no31oKuTeJIbHo-o11peeneI1l1ux IIJIH caMoCOupIflKeflHbIX onepa-
TOOB MeTobr PnTIa H raJiepHuHa (nocJ1eH1-Jfl — c,ueBeecTseHHaIM napaMerpoM) o611a-

aioT ni'iwme cBoflcTnoM cxoI1MpcTI1 qeM MTOj TuxoHona-. 

Three principles of regularization methods are discussed (Tikhonov., Ritz- and Galrkin-
method), and it is shown that in the case of positive definite or of selfadjoint operators the 
Ritz- and the Galerkin-principles (the latter with non-real parameter) have better properties 
than the Tikhonov.principle.	. . 

1. Formulation of the minimum principles 

'For the. (approximate) solution of equations with positive definite operators in a 
Hilbert space by minimum principles it is commOn to use a Ritz variatiOnal method 
instead of a least square principle. For linear equations with unbounded operators 
J NITSOHE [8] has shown that the Ritz method has better convergence properties 
than. the least square method, for linear equations of the second kind I proved a 
similar result [9]. For linear equations of the first kind - J. N. FwcK1.rN [3] discussed 
both methods. Here I will improve' the results of J; N. FRAKUN and will show 
that also in the case of the finite dimensional approximations the condition numbers 
of the systems of linear equations which occur in the computational process have 
better properties in the Ritz ease than in the least square case. 

In the sequel if is a real infinite dimensional Hilbert space, W is a dense suhspaee 
of H, and 

•	T:H-*H,	L . : W H 

are linear operators, both elfadjoint and positive definite, but T is compact and L 
has a bounded (for instance if. L = I, H = W) or a compact (for instance if L is a: 
differential operator) inverse. For solving equations of the first kind 

Tx=y	 .	 (1) 

one uses regularization methods to convert the ill-posed problem (1) in a well-posed 
problem. A. N. T.L1, HONOV [11] and others considered the -positive quadratic func-
tionalQa : W -*R" 0, > 0, -  

Q(w) = IITw — y ! 2 + a I!Lw11 2	 -
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and computed the minimum w of Q 

= min {Q(w) : w E W} 

orwEW 

-	Q(w) = mm {Q(w) : w E W}, 

where T4is an n-dimensional subspace of W. In the sequel I will call this method 
the least-square-requkriza1ion. 

By Rilz-regularization. I will denote the following principle: to compute the mini-
MUM of the quadraticfunctional (x > 0) 

R(w) = (Tw, w) — 2(,w) + (Lw, u 

This method is due to M. M. LAURENT'EV [5] and A. B. BAKUSNSKI [1]. For sake 
of siniplicity I will always assume that T_is injective. Also I will assume that 

• y E Range T. If g is an arbitrary approximation of y, than it is known that the 
least-square-regularizat.ionis not worse than the Ritz-regularization (see e.g. G. VAT- 
NIKKO (121).  

2. Ritz -regularization for commuting operators. 

In the case that the operators T and L commute, I can exactly describe the advan-



tage of the Ritz-solution. Let (r) be the sequence of eigenvalues of T, ( ).k) the sequence
of eigenvalues of L,- and (u,) the orthonormalized sequence of the eigenveetors both 
of (r,) and (). The compactness of 7' implies 0 < r —> 0, the compactness of L'

• implies 0 <2 — oo or the boundedness of L- ' implies 0 <inf 2: In each' ease 
Ti	 -

-	 •	 - 

Let	 -	- 
-	 -	- 

It is well known, that w and w R have the representations 

= (T2 +ccL2 Y' Ty = (T2 + L2)-' T2, 

w=(T+L)-'y=(T+L)1T± 
or •

	=	 = 
- The error norms are

	

	
0 •	 -	 • 

Ti 

•:	

— w 2 IJ 2 =	(

i - 2. 1:2)22= 2
	

(2 ±) .2 )	
2

Ti 

= 2 f Gj 2 
+ 

and	 - 

•	111	w 1 II 2 =	
( —

v422	2	

(	

A)2 2	-- - 

•	
=(	

1	)2	 $ •	 -
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The linear operator S. : H --). H, 

e+a 
Sx='2+(zuj)uj	0 

Ei 

has the property - w =	- w), therefore 

II - W"	:!E^ Il - w II,	II - w' ^ *S'II	- w,LII. 

Since S. is selfadjoint the norms of S and S 1 are 
/

2 -	 Cl_I_a	 -1	 e,	a 
- iIII =	

ey + a	
and lISa II = SUp	

+ 

The function f:[O, 1]-^R with f(s) =	a has its maximum for eo = 1/a2 + a - a 
E2 -1--a 

and it has the value jSII f(s) ! (j/a2 + a - a)' = O(a_ h /2) From max 

= 1 it follows	1. This proves the following theoem. 
•	f(s) 

Theorem 1: For the errors t - w and - w,Ls hold 

• 

1p  - wL	 + a - a)' lj - wAIl,	!I - w'j	I - wI. 

Sinceliin 11S.11 = oo the Ritz-solution is always better than the 1east-square-
• solution. Of course these estimates are the best possible ones. J. N. FRANKLIN [3] 

compared the minima of the functionals R and Q,' but since the regularization 
methods are important forum a = 0 and the numerical problems occur for small a, 
it is adequate to compare w.LS with 

- The CoMpUtatio]i of w' and W.Ls are also infinite dimensional problems as the 
solution of (1), therefore one has to ask for theproperties of finite dimensional 
approximations. The optiiial n-dimensional approximation of selfadjoint operators 
is given by approximations which use the eigenfunctions. So if we will compare the 
optimal least-square solution with the optimal Ritz-solution we have to specialize 
• W. = span {u 1 , u2 , ...) u}.	 -	 - 

Corollary 2: in W = span {u 1 , ..., u} for the n-dirnensional Ritz-solution w 
and the n-dimensional least-square-solution ivls hold	

0 

•	
II - w ;5 	+ a - aY' I - w,	I - wI	I - 

Proof: Let F,, : H -* W,, be the ortho'gonal projection.' Then by the same com-
putation as in the proof of Theorem 2 one gets 

•/	1	\2 
—	= a2 E I	) 2 + 11( 1 — F,,) Q2, 

j=1 \C + a -
	 n(Ei" II 7- = a2-Z'  	) 

2 + RI — P,,) 2• 
+	 -
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The linear operator S.,: H - H, 

5

	

	 2'	1^	nj^ 
= e5 + 

Ui,	j>fl 
has the property -	=	- wy,,). Since	 SJj 5 1, the
corollary follows from Theorem 2 U 

3. The general case 

If T and L do not commute then the exact behavior of the errors is not so easy to' 
• compute. But it is possible to obtain a result which shows thatalso in the general 
case the Ritz-solution behaves better than the least-square-solution. 

Theorem 3: For the errors ± - w and ± -	hold..	-	 - 
±—=S(±—x'),	±_x=Si(±_xS) 

where	= I ± B . C with 1 1B.11 > ---.	 S 

Proof: We have again the representations 
VLS (712 

± aL21 T2±,	w = (T + cL' T±. 
The linear operator S. : H - H with the property ± -	= S(± - w,!) is de-
fined by the equation I - (T2 + L2)- 1 T2 = s(I - (T + L)- 1 T). Therefore 

& (T2 + L2)-' (LT + aL2) = I + (I + L 2T2)' (L- 1T - L-2T2) 
•	 -=I-f-B.C.  

-The spectrum of L-21'2 is contained in the non-negative reals, since from L 2T2v = 2v 
follows T2v = AL2v, IITvII 2 = 2.M LvI 2 , therefore the norm of B = (cJ ± L- 2T2)- 1 - 
is fora >0 by [2: Cor. 3/p. 566]IBIl	--- I	 - 

A similar result is possible for the finite dimensional approximations. Let W W 
be an arbitrary n-dimensional subspace of W and F,, : H - W,, the orthogonal. 
projection. Then the minimal solutions of Q resp. R. in TV,, have the representations 

WLS
	S 

wy,, = (PTP,, + oP,,LP,,) 1 P,,T±. 
The operator Sn ,, : H -* H with ± - w-= S,,(± - w,,) is defined by - - 

S	 - 

and, using the abbreviations T,, = PTP,,,- T,, 2 = P,,T2P,,, L,, = P,,LP,,, 
L,, 2 = PnL2Fn ,for x E P,,H	 -	 - 

- I - (T,, 2 + L,,2-' 111,,2 =	- (T,, + LL,,)' Ta). 
Then again	 -	S 

- = I +-(aI ± L,, - 2T,,2 )- 1 (L,,- 1T,, - L,,- 2T,, 2 )	•	 -, 
and	•	 S	 - 

IB . ,,II= lI( I + L2T,,2)1II  

I	 -	 -	 -
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4. Galerkin-iegu1arization	 S 

In the case of linear equations of the second kind the Ritz-method leeds to the same 
equations as the Galerkin-method. But the following example shows that the usual 
Galerkin method for the equation 

Tw+cthw=y. 
does not give a convergent set of solutions Wa with urn iii, = X. 

Example: Let T be selfadjoint, injective and compact with an infinite number 
of positive and an infinite number of negative eigenvalues. For a == 0, a E R the 
equation

Tw +aw — y' -	 - 
has a solution w, if —a is not an eigenvalue of T, so it is nonsense to ask for urn w 
also -in the general case. 

But I will show that, there is a convergent regularization method for non-real 
parameter a. For L = I this method is due to. A. B. BAKUSTUNSKI [1]. Let T : H '--->. H 
be compact and_selfadjoint, L: W -- H continuous invertible and selfadjoint, 
0+ a E R. Then I call the following method Galerkin-regularization: To compute 
a solution wq E W ± iW resp. w,, E W, + iW from 

(Tw+iaLw—y,v)=0 
for all vE W ± iWresp. vE W+iW. 

In the case of. commuting operators T and L as in § 2 one get the solution	-
 00	Ti w	(T + iaL T =
	

- 

r. = Re wq and s. = —Tm w9 have the representations	. 
T 7 2	 ___________ 

ra	' i2 + x22	 ).2 ,2	
''	' =	' r, 2 + 2 

This shows 
a) ra = Wa1S	b) lini ra = ,	') ljrfl s. = 0. 

a— g O	 a—tO 
In the general case a similar result holds. 

Theorem 4: Let T : H - H, L: W —* H be selfad joint linear pperators, T compact 
injective, L continuous invertible and L-' compact and positive definit. For real a + 0 
let u),q. E W + iW be the solution of the equatio?	 S 

( Tw + iaLw—y, v) =0 - 
for all v E W + iW. Then 

Re  = [(L- 1 T)2 + a2ft	. '(L'T)2, 

urn Re w =.t,	urn Tm w9 = .	
S	

(2) 
S	 - 

Proof: Let ra = Re w, s = —Tm w. Then T + iaL is continuous invertible.ja 6.
Since L- IT is compact. L- IT + ial is not invertible only in the case if —a is an 
eigenvalue of LT. But (Tu, u) + ia(Lu, u) = 0 contradicts the condition of
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•	 V	 V	 - 

selfadjointness. The equation (T + icL) (r - is.) = q1± is equivalent to Tr ..+ 

= T, xLr - Ts = 0. With r = -- L'Ts one get TL"J's + c 2Ls = aTt and 

s = ' [(L_'T) + 2I]_1 (J71q?) 

= [(L- 1 71 ) 2 + 2IJ- 1 (L- 1 11 ) 2 x.	 / 

From
- r =(i	(L-'T) 2 [(L- 1 71 ) 2 + 2I]_1) 

XV= x2[(L 1 11 ) 2 + xII-' 

it follows	 -	 V 

(L-'T) 2 ( - r) = x2 r.	V	 (3)
V Since L- 1 is positive definit, it follows 

2([, r) ;5 c(Lr, r)+ (L-"1'@ - r), T( -	-	V 

^ 2(Lr;r) + (L(L-1T)2 ( - rn), £ _-.r) 
•

	

	 ^ x2 (Lr, r) + x2(Lr, i - r)	 x(Lr, ). 

Therefore for all a > 0 

W E K := {wE W: (Lw,w)	(Lw,)}. 

But K is contained in the relativ compact set {w E W: (Lw, w)	(Li, )} because 
iv E K implies JILI12WI12	(L112 w, L1I2 )	IIP12w11 L112M. The injective mapping 

V 

V (L 1 T)2 11? : K	(LT)2 K is continuous invertible, therefore (3) implies -lith r = 
and therefore Urn s = 0 I 

The representation	V 

LS 
WIS [-2172 + 2I]_1 L-2T2 

V shows that r differs from w bnly by a quantity which is given by the measure of 
non-commutativity of L and T. 

C. W. GROETSC [4] discusses the convergence of the finite dimensional approx- 
imations w in the case L = I. In this case	= WA, so his convergence proper- 

V 

ties also hold in the cise of finite dimensional Galerkin-approximations.	
V 

• 5. Condition numbers 

The approxinate' solutions w, w E W. resp. E W, + iW, of the least-
a,n

square-regularizatioh, Ritz-regularization resp. Galerkin-regularization are deter-
mined by systems of linear equations. Here I will discuss the conditions of the systems. 

V	 The condition of a matrix A is defined by	 V	

V 

-	

= hAil •11A1 11 .	-	 - 

In the case of Hilbert space operators it is adequate to use the spectral norms of the 
matrices. 

For arbitrary subspaces W, and non-commuting operators T and L it seems to he
.impossible to find a satisfactory estimate of the conditions. But it is easy to corn- - 
pute V the conditions in the case of optimal choice of VW for commuting operators 
and to compare these optimal conditions.	-	 - 

The following general lemma is folklore.	
V
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L em in a5: Let S : H -*.H be a selfadjoint compact positive definite linear operator. 
Let ( 1u,) be the monotone ordered sequence of eigenvalues of S. Let P, be the orthogonal 
projection onto the space of 

the first n eigenvectors and P. an orthogonal projection onto 
an arbitrary n-dimensional subspace with 

11811 = IIP SP II = tPsPii. 
Then the optimal condition of the projected operator is 

= (PSP) = ^ (PSP): -	 4un 

Proof: The extrernal principle of Poincayé and Fischer states 

(Sx, x)	(Sx; x)	(PSPx, x) = max nun	 mm	 = mm	 = ft(PSP) U 
HcJf XEH	(x, x)	ZEP,,H (x, x)	XEP,H	(x, x) 

To compute the conditions with respect to the solution I assume the following 

assumptions and normalizations: Let T and L commute, the quotients e = - 
•	monotone, s = 1, W.	H with u1 E W,. Then.the following theorem is true. 

r[heorel11 6: For positive definite operators L anl T the condition	of the
Ritz-system  
n 

-	' ,[(Tw,, we)' + cx(Lw,, we)] = -(i, Tw),	k = 1, 2, ..., n 
j=1 

is
1 +  

= 1 -- a	
S 

the condition c(LSan) of the least -square-s ysiem 

E [(Tw, Twe) + a(Lw1; Lw)] = (, Tiv),	k	1, 2,.. .,n 
is

0(LS) = 1 + a 
and the condition x(G) of the Galerkin-system 

n 
E [(Tü, W) + ia(L'w,, wk )] = (, Tw,.),	k = 1, 2, ..., 

is
j=1

/i .+ a 2e 2	- 
= 1 i + a2 

Proof: By Lemma 5 the optimal condition is obtained by-using the first n eigen-
functions, so the systems of linear equations have 'diagonal matrices with the ele-
ments 

•

(1 + ae, 1 ) 5,e,	(1 + a2e 2 ) ô,e,	(1 + iaej_') t5 

for the Ritz-, least-square- resp. Galerkin-systeni. So the modules of the eigenvalues 
are obvious I -	• 

I remark that it follows 

=	 •	 - -

This shows again the advantage of the Ritz- and the Galerkin-regularization.



284	'E. ScHocic	 S 

REFERENCES  

til BAIYII1URCK11I, A. B.: 06 OHOM q HCMCHHOM MeToe pememffl HHTeFpaJIbHSIX ypan-
HeinfO DpegroJThMa I poa. H. siqøci. MaT. H MaT. 113. 5 (1965), 744-749. 

[2] DUNFORD, N., and J. T. SCBWARTZ: Linear Operators. I: General Theory. New York—
London: 'Intcrscience Pub!. 1958. 

[3] FRANKLIN, J. N.: Minimum Principles for Ill-Posed Problems. SIAM J. Math. Anal. 9 
(1978), 638-650. 

[4] GROETSCH, C. W.: On a Regularization .-Ritz-Method for Fredhoim Equations of the First 
- -- Kind. J. Integral Equtions 4(1982), 173-182. 
[5] JIABPEIIThEB, M. M.: 0 uexoTopMx Hecoppe1THux 3aAa qax MaTeMaTwlecIof! 4)HaHIul. 

HoBocM6HpcK: I439-eo C6. oTa-un AHag. Hayii CCCP 1962. 
[6] LUCAs,M. A.: Regularizatioà. In: The Application and Numerical Solution of Integral 

Equations (Eds.: R. A. Anderssen, F. R. de bog, M. A. Lucas). Amsterdam: Noord-
hoff 1080. 

[7] MARTI, J. T.: On the Convergence of an Algorithm Computing Minimum-Norm Solutions 
of Ill-Posed Problems. Math. Comp. 34(1980), 521-527. 

[8] NITSCHE, J.: Zur Konvcrgenz des Ritz'schen Verfahrens und der Fehlerquadratmethode. 
In: Numerisehe Mathematik, Differentalgleichungen, Approximationstheorie (Eds.: 
L. Collatz, G. Meinardus, H. Unger). Base!: Birkhhuser-Verlag 1968. 

[9] SCHOCK, E.: Modifizierte Ritz Verfahren. Computing 7 (1971), 46-52.' 
[10] STOER, J.:* Einfiffirung in die Numerisehe Mathematik I. Berlin—Heidelberg—New York: 

	

Springer-Verlag 1972.	 S 

[11] TIIxoHon, A. H.: 0 peryJIRpH3aIUIm ne1oppeITIIo nocTaB1eIInHx aaai. 1ioiji. Ai<ag. 
HayK CCCP 153 (1963), 49-52. - 

[12] BAf1H1111HO, IT.: MeTogii peweHliFf JInHet!Hblx HeFtoppeRTHo nocTaBaeHHIJx 3aga. 
TapTy (CCCP): TapTycKnf! YH-T 1982. 

Manuskripteingang: 15. 07. 1083; in revidiertèr,Fassung: 30. 05. 1984 

	

VERFASSER:	 S. 

a Prof. Dr. EBERHARD ScHocK 
Fachbereich Mathematik der Universität 
D-6750 Kaiserslautern, Erwin-Schrodinger-Str., PF 3049 

/


