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Prof. Dr. H. Becicert to his 65th birthday 

in der vrliegenden Arbeit werden die Untersuchungen des Autors zu Verz ,weigungs und 
Stabilithtsverhältnissen periodischer Gleichgewichtszustände niagnetischer Flussigkeiten in 
einem vertikalen Magnetfeld auf den Fall endiich tiefer Flussigkeitsschichten ausgedehnt. 
B npooJnHeiIIIu ncenegoBamift aopa B pa60Te aay'iaioTcx ycTounOcTb a 6ypaaiai 
nepHoui1ecHHx- paaHonecHbix COdTORHHft MarHMTHot 7RHAROCTH B BepTImaJmHoM MaUHHT-
HOM noJie. AaeTCF1 paCnpoCTpaHeIIae Ha cJIy'ian FI1ROCTII Honeq Hoft FJIy6HHN. 
This paper continues earlier work by'tho author concerning bifurcation and stability of periodic 
equilibrium states of a magnetic fluid subjected to a vertical magnetic field. Here the treat-
ment is extended to cover the case of a fluid of finite depth. 

Consider a. magnetic fluid in a vertical magnetic field under the influence of gravity 
and surf.ce tension. This paper continues earlier work [2, 3] by the author on this 
subject. Here the treatment is extended to cover the case of -a fluid of finite depth. 
Let —h :!z^ z :5,- Z(x, y) be a layer of magnetic fluid. Any steady-state equilibrium 
position of its upper free surface r: z = Z(x, y) is characterized by the variational 
principle b = 0 1 .E being the potential energy of -the system. Clearly the plane 

•	horizontal interface, which may be taken to be the (x, y)-plane; always represents an 
equilibiium state. As the exterior field	increases 'past a certain critical value H0 r	-' 
this basic solution loses its stability and the system moves into a new, nontrivial 
state.	 - 

As in [3] we look for periodic F-with hexagonal lattiãe structure A. Our approach 
via'Lyapunov-Schmidt procedure is based on analytic expansion 9f E relative to 
the Sobolev spaces H3 of A-periodic functions with mean zero as defined by (1.19). 
It turns out that (provided s 5/2) the first variation DF of the magnetic energy 
F acts as an analytic map from R3 - into I, this improving a corresponding result 
Of [3]. .- an immediate consequence this implies analyticity of DE as a mapping 
from H3 into H8_2 .	 S 

An outline of the paper is as follows. In § 1 our objective is to compute the Taylor 
series of F (resp. E), essentially up to fourth order terms in F. Particularly: dim N 

•	.x (D2E(0)) = 6 at criticality where N denotes the kernel: In § 2, using the .symme-
• tries of E, we solve the branching equations for three types of solutions I, JJ± 

Tested against disturbances in the lattice class A the transcritical'branch II turns 
out to be stable only. Having (2.15) in mind; this indicates hystèresis at Hcr (cf. 
[5, 7]). The final § 3 is devoted to the proof of Theorem 2.1. 

• It should be remarked that a further supercriticafrbranch can be determined by 
means of scaling techniques. Bifurcating solutions to the nonlinear roblem(infi-
nite depth) were first constructed formally by GAiLITIs [5]. For a detailed discussion 
of bifurcation phenomena in the presence of a symmetry group see the expository' 
paper (7].	 -.	 -
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§1 

Consider the upper free surface F: z = Z(x, y) separating a layer —h z Z(x, y) 
of an incompressible magnetic fluid of depth h >, 0 from a vacuum. Subjected to the 
action of surface tension , gravity (0, 0, !_g) and an exterior vertical magnetic 
field	the

,
 plane horizontal interface - say z = 0 - always represents an equili-

brium state. As increases past a certain critical value	this basic solution loses 

its stability an d the, system moves into a new nontrivial state. 

As in [3] we look for periodic states. Choose dimensionless coordinates (x 1 , x21 x3) 
(x, y,z)/i where 1 > 0 measures the wavelength to be specified later on. If in the 

(x1 , x2 , x3) reference-system labelled by 

I': x3 = (x 1 , x2 ) = Z(x, y)/i 

we restrict the interfaces P to be A-periodic with respect to the hexagonal lattice 
A = {k 1 w1 ± k2 w2 : k 1 , k2 € Z} generated by w 1 = 2(1, 0), w2 = 2(1/2, f3/2). Let 

0)11 002, (0 + W2) be the fundamental parallelogram of the lattice. On 'P we assume 
the fluid/vacuum to occupy the regions 

(x1 , x2 ) E 3),	—q	x3 < (x 1 , x2 );	q:= h/i> 0	(1.1)


resp.

Q: (XI, X2)	
9), x3 <	q,	Q+: (x 1 x2 ) E J,x3 > (x1 , x2) 

(lower/upper vacuum part); let Q =	u Q. If necessary, in the following we 

shall distinguish the corresponding fields accordingly by indices ,,f I" (""). Let 

=0 when =0. 
By definition an equilibrium state C has to satisfy the variational equaiton (DE(?), 

h) = Ofor all , admissible variations h where E denotes the energy functional of our 
system. Considering incompressibility we impose and h to have mean zero: 

S	

fdx1dx2=0.	
S	

(1.2) 

If the magnetic field = H V:	
S	 -. 

	

•	 /'(x, , z) =	
+ 1 - •t unl(x1, x2 , x3) on Qfl, 

S	

S	

(1.3) 

du 

#(x, y, z) = z + 1 —	±(x1, x2, x3) on 
S	

IL	 .5 

is permitted to vary in a neighbiurhood of H(V(z'/du), Vz) we get 

	

E f V1 +	dx I dX2 + _
•	

( 1.4) 

for the energy (per unit area) measured in units of fi (surface tension), see [3]. Here 
F = F() is defined to be the minimal value to the quadratic variational problem 

S	
fIVitI2dV+ILfiVuI2dV	min	 (1.5)
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(d V= dx1 dx2 dx3 ) which is to solve subject to boundary and periodicity condi-
tions

'it = (ufl , u±) A-periodic,
(1.6) 

- = x3 + const. onP,	u - = const. on X3 = — q 
The dimensionless parameters q1 , q2 arcdefined by 

8i,u(1 + ' jt) q 1 = (og9 ) l/2 cu - 1) 2 fl2,	112q2 = l(g)hI2 

where o > 0 is the density and u > 0 the magnetic permeability of the fluid (u = 1. 
in Q). Note q =h/l = h }//q2 

To begin, we compute the derivatives of E - at the present stage on a somewhat 
formal way. Consider, in addition to 1', .a family of neighbouring surfaces P: 
= (x 1 , x2 ) + th(x 1 , x2 ), P0 = P. Let D i", Q1± be the corresponding family of domains 
(1.1). Solving (1.5) relative to Qu1, Q 1 ± gives rise to fields u(t; x 1 , x2 , x3 ). Let a dot 
denote differentiation with respect to t at t = 0:	au/st (0; ., ., .). Differentiation

of F yields 

(DF(), h) = - F( + th)I€0 

=2fVuVudV+2jtfVuV'idV 
Q 

+f Cu IVunh I 2 - I Vu+ 1 2 ) hdx1 dx2 ,	 (1.7) 

•the last term due to varying the boundary. Note Au =0 in On (resp. Q) due to 
(1.5). From (1.6) we get by differentiation 

- it1 = (1.—,u - uh) + .const. on P.	 (1.8)€
Therefore (1.7) leads,to  

DF(), k) =f Cu VuuuI2 -1 Vu+ 1 2 ) h dx, dx2 

+2f a	 - -u 
-(u_'i_1)hdP	-	 ,(1.9)


when integrated by parts(note that U; '4€ O(exp (-2Ixa}/Jf ))). In (1.9) the normal 
n has to be taken directed to Q	 . 

Remark 1.1: Remembering (1.3) we get aftr retransformation 

(DE(), h) = ( l)1f (- div 
±VZI2 + 

±JhI2+Inh12))h(,+)dxdy, 

(resp.	being the tangential (resp. normal) component of _Because of (1.2) 
this implies	 S	 S	 . 

vz 1—.0 - div	
± 1YZ12 + g ± 8	

(,,f1 I 2 +	n'I) = const. 

along an equilibrium interface P.



416	K. BEYEB 

Further differentiation gives  

- D2F() {h2} = d12 F( + th)Io 

=2f(jvI 2 +vu Vii) dv+2f(Ivuj 2 + Vu Vii) dV 

•	 + .4 f  cu Vu Vi - Vu Vñ) h dx1 dx2	- 

-.	•	
+ 2J(pVufV4_Vu+Vu,)h2dxidx2.	 (1.10) 

Its value at =0:	 S 

D2F(0) {h2} = 2f Vu I 2dV + 21uf IVuI 2 dV	 (1 11) 

is of particular intçrest.	 S	

/ 

For simplicity we adopt the following notation: 

a(u,v)=fVuVvdV+ufVuVvdV,	 - 

a(u, V)	f CU . Vufl, Vv' - Vu Vv) hdx 1 dx2 ,	 (1.12) 

ä(u, v) =	(i Vu' Vv1' - Vu Vv) h2 dx1 dx2. 
r 

If we keep C (hence Qn1, Q ± ) and h both fixed then we have to think of (1.12) as of
bilinear forms in u; v. Now (1.10), (1.11) reads 

D2F() {h2} = 2a(i, ü) + 2a(u, ü) + 4d(u, ) + a(u, u),	
113 

D2F(0) {h2} = 2a(, ti).	 - 
As above we get by repeated differentiation	-'	 S 

DF(0 {h3} = 6a( U- , u) '+ 6ã(, ), 

• D4F(0) {h4} = 8a(ñ, u(. 3) )k + 6a(ü, ii) + 244(, u) + 12a(ü, ). 

We still have to determine the derivatives of u. We start with differentiating the 
variational; equation a(u, q) = 0 to (1.5) choosing the test function 92 to be suffi-
ciently regular. This yields	-	 • / 

a(, ') + a(u, q') = 0 for all . A-periodic.	 S 

In addition, ñ has to satisfy: (1.6) resp. (1.8). At = 0 this particularly reduces to 

a(i, ip) = 0 for all 99 A-periodic; 

-'?If'= h + const. along x3 = 0,	 (1.15) 
firl —	= const. along x3 = - - q. 

- Similarly by repeated differentiation	- 

•	 a(ü,- p) + 2à(, ) = o,	ii A-periodic, for all q7 A-periodic;'	
I 

fi+ —W1 = —2(ñ - ?i,) h + const. along x3 = 0,	 (1.16) 
= const. along x3 = —q	 -	S	 •
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• at g = 0. Integrated by parts this leads to	- 

= 0 on 92 11 ,	Lü± = 0 on 
•	

S	 (1.17) 
•	 -	= 0 along x3 = 0 (x3 = — q) 

resp.	 S 

Ail" = 0 on Qfl, Aii ± = 0	 S	 S 

fi'
T 

1uü =2 (--,q
 

ü h	- uii) + - h(4 -	along x3' = 0,
X.	X1

C9X j	 ax,
(1.18) 

u— 1u4, = 0 along x3 = —q.	 S 

From now let = Obe fixed. To solve (1.17) resp. .(1.18) expand h in a Fourier 
• series	 S 

h=h eix	h,,=ii .	 (1.19) 
wEA'	 S	

S 

Here A' = {k1 w 1 ' + k20)2 ': k1 , k2 € Z} is the dual lattice to A which is generated by 

S	
w1' = 2/I/(j//2, —1/2), co,' = 2/}/ (0, 1) and oix denotes the scalar product of - 
• to € A' and x = (x 1 , x2). In the following Lemma we consider i, ü to be dependent on 
/2 also.	

S	 S 

S Lemma 1.1:(i) Let =0,then S 

•	 '	2,u	 h0 e r +I c5	. 
•	

(/2+1) wEA'	 1\2eS_2QWI	 S 

•	 S	 5	 \i+1/	 S 

'S	

=	/2± 1	. '	
eix

	(ei + /2	eIws)).	S 

•	

S	 •-	 \i+1/ 

S	
1 -	1 

_2qIw 

/4 + 1	h ê"'	 S	
5 

/2 ± 1 wEA' 1 - fia_—_1\2 e°1 
S	 •\/21/	 S 

(ii) I/ in addition a = 1, then •	 S 

•	

•	 u(x1 , x21 0) = ii" (x 1 , x2 , 0) =-	A(h2 ),	 S	- 

u(x1 , Z2 : 0) = —u(x1 , x2 , 0) =	L(h2 )	•	S 

where A denotes the map -	
S 

h – . Ah = ' 1col h0, e1.	 S 
wEfl 5	 S	 •	 S 

•	Proof: (i) is easily verified when inserted in (1.15), (1.17). Let /2 = 1, then in 
view of (i)	 - 

•	i(x1, x2 , 0) = —'(x1 , x21 0) = 
-_,	• 

•	 S	
i(x j ,x2) O)= i(x1 ,x21 0)= ---Ah. 2. 

27	Analysis Bd. 4, Heft 5 (1985)	 S	• /	 S
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Consequently (1.16), (1.18) reduces to 

ü(x1 , x2 , 0) - ü'(x1 , x2 , 0) = const.,	 S 

	

•	 (1.20)

u(x, x2 , 0) - u.(x1 , x2 , 0) = tX(h2). 

Now consider the harmonic function v on Q 1 with boundar5' values h2 . along x3 = 0, 
and whose Dirichlet integral extended over Q is finite.  Obviously ü =--2 v,,; 

1  .Ü', U , (xI, x2 , X ) = -- v,(x1 ; x2 ,--x3 ) represents the desired solution of (1.20). - 
This immediatelyjmplies (ii) .1 

Inserting (i) in (1.13) we . get after integration by parts


D2F(0) {h2 } = — 2 f	(x1 , x2 , 0) h dx1 d2 
•	 S 

S	 S.	 "-1 

	

1 -	eqI'°l. 

	

2,u	kI/	wi 1hI 2 ,	(1.21) 

	

I + 1	wEA' -
	

-_ e w l	- 

= 2 )(3 A2 . To stress the dependence on the additional parameters in the following, 
we use the notation F(; 4u, q), E(; u, q 1 , q2 ). As above we get from (1.14) by Lemma 
1.1	

5-	 •	 -	 .'	 .	 . 

D3F(0; , q) {h3 } -- 6. f  ,(ü -	dx1 dx2 + 6d(i, ü) 

	

=	(IL - 1) ((Ah, hAk - Ah2) - (h2, e72QAh)) 

	

± 0((,U'- 1)2) ,	 , .	 (1.22) 

where (:,.) denotes the L2 -9calar product on JO and 

e_Ah =L' h, e-2qI e.  
wEA'  

We point out that D3F(0; 1, q) = 0.  
In order to obtain an analogous expression for D4F(0; 1,'q) we differentiate (1.8). 

twiëe in t. Setting C = 0, ,u = 1, this in view of Lethma 1.1 leads to 

-	= —3(143 - ü,) h 3(i - t1) h2 + const. 

3(h Ah2 + h2 &) + const. = —h3 + const - 

along x3 = 0. Now, from (1.14) we get by Lemma 1.1 and the previous formula 

D4 (F(0; 1, q) {h4 } = 8f 24,(u() - U3)	+(3))[
	dx2 ,

 

+ 6 f (jjfljjfi - iiu)i,.o dx1 dx2 + 24d(i, ü) + 12d(ü, ü) 

	

-	- 

5	

S -

	 =4(h,A3h3) - 3(h2 , A 3h2 ).	 -	- (1.23) 

S	 • 

I	 S	

-
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Stability of the unperturbed state = 0 is determined by the second variation 
D 2E(0; u, q1 , q2 ) which we proceed to study. Let  

q1) = 2 5f -'2q1-0. + 
2 l_l'l 

then in view of (14) and (1.21)  

D2E(0, , q1 q2) {h2}	f ( 1 Vh 1 2 + q2 2h2) dx1 dx2 

- q 1 q2 1	D2F0; t, q2 ) {h} 
ju

(1.24) 
wEA' \2  

Lemma 1.2: For z in a neighbourhood o/ It = 1 there exist analytic 1, q i CF > 0. 
such that for all i > 0  

q 1 ) > 0 if 0 ^q1 <qiCr 

and Q(6 r , j, qCr)	0. Moreover Q(, j, q1Cr) > oil 0 + 9cr. 

Proof: The critical values 9cr , qcr are to be determined from Q =aQlaO	0. 
Eliminating q1 leads to 

4 ul	 e28-	 1i2 
2 (z + 1)2 ( - —_1	( - fr_—_] \2	\ -	± 1 

•\	u+1	/\	V'+1!	/ 
where, cc =h//jI . For y near tci 1 this is easily seen to be uniquely solvable 
for 0. Power series expansion shows 

	

•	 èr() = 1 +- e(i— 1) + o((z - 1)2) ,	 -. 

1- • .	 .	/	 (1.25) 
q1cr() .= 1 + -- e 2 u - 1) + O((i..i - 1)2) •\, 

Let H8 (s real) be the Sobolev space of A-periodic functions (resp. distributions) 
(1.19) with finite norm	 - 

1h118 2 = 1h0 1 2 + E 1w1 28 1 h. 12  
0.€A' 

and 118 that subspace of functions in H8 satisfying (1.2). Obviously D2E(0; i,q 1 , q2) 
is continuous on H 1 x H.	 S	 -


If we define the critical "wavelength" to be 

92	
#-1 =	=	(1— e 2 z - 1)+O(( - 1) 2) ,	 (1.26) - 

	

73 Cr

•	27* . -	 -
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then Lemma 1.2 implies positivity of DIE(0; 1u, q 1 , q2 ) on It x11 1 as long as 0	q1 
<q i Cr , whereas

( Iwl	Cr' D2E(0	, Cr ., cr {h2} - I,-, er'2 
12 ,	 12	L' Q --; 

Iw!>2/}	q2	,q1 ) 

possesses the six-dimensional kernel 

N6 . h =	- h,, e,	h_ 
-	-'	 IwI=2/j. 

Accordingly = 'O loses its stability as q 1 crosses q1cr. 

§2 

In this section, assuming s ^5/2, we look at E as a functional- on the spaces ii. 

Theorem 2.1: Assume s ^ 5/2, then (i) F(; u, q) as defined by (1.5), (1.6) is ana-
lytic as a map of a neighbourhood A' of any (0; 1, q) in ii x R2 into R and (ii) its 
derivative DF (with respect to ) maps iV into H3_1 analytically.	 S 

This Theorem is proved in § 3. As an immediate consequence of (ii) and Lemma 
1.2weget,	 - 

Corollary 2A : Let s 5/2. (i) EK; ,(1 + ) q(,), q2cr()) is analytic from a 
neighbourhood of (; --,,u) = (0; 0, 1) in H8 x 1t2 into R. (ii) DE(; , (1 + s) q1(u), 
q2cr(1u)) considered as a map from H3 x R2 into H3_2 is analytic at (0; 0,-!). 

Corollary2.1 implies by interpolation 

Corollary 2.2: Let s 5/2, then D2E(; 4a, (1 + ) q1cr(), q2cr ( 1u)) — originally 
considered on ii. x H3 - is continuous on 1q1 x H 1 . Its continuous extension on 1i x H1 
considered as a map from Ii x R2 into L(11 1 , I; R) is analytic at (0; 0, 1). 

Proof: Let	 - 

(1 + ) qicr(/2), q2Cr()) =	- 1)i Ejjk+2(k+2) 
t.)kO	 S	 - 

be the power series expansion of E; E,k+2 denoting certain symmetric and continuous 
(k + 2)-linear forms in .k+2 = (, ..., )E H8 ,2 . Analyticity of 

DE(; y, (1 + e) q 1 cr , q2cr) =	(k + 2)	- 1)1 E/k+2(1,.) 
i.j.kO 

as a mapping from R3 x R2 into E82 — as referred to in Corollary 2.1 — by defini-. 
tion means convergence of  

(k -F 2) lI'ijk2I1 sa — I)i z	 -	(2.1) 
O	 S 

in some neighbourhood of (0; 0, 1) in R3 where IIEIJk+211 is defined by 

IE1k+2II =	sup	E11+2 ( 1 , h)j. .	
S 

-	 IIJ..lIhIl,_a	1
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Since	.	 -
k+1 

''ijk+2(, h 1 , h2)I	
(k+1)

IL'jik+2 11 III	1h13	1k2112_3, 
(k -f-	1)! 

(cf. [4]) we get by interpolation
(k+1\k+1 

sup	I.E Jk+2 (", h 1 , h2 )1 5 C '	/	I IIE 1 +2II (2.2) 
II..uh,v,,IIh,II,	 (k	-f-	1) . 

where the constant C is independent of i, j, Ic (see e.g. [6]). From (2.1), (2.2) we deduce 
the convergence of	 . 
•	.	(Ic + 2) (Ic + 1) E jk2I E (	- 1) zk  

i.j.kO 	 ' 

in a neighbourhood of (0; 0, 1) E R3 and hence the analyticity of' 

D2E(;, fL, (1 +	) q	q2 r) =	(Ic + 2) (Ic + 1) €	- 1) 1 E1k+2(,.,.) 
i.j.kO 

at (0; 0, 1) E.11,, x 112 considered as a mapping from fi, x R2 into L(11 1 ,	R) I	- 
•	 -4	4 In the following let . 

Lh = --h .-)- -- h - -	Ah denote the linear operator defi- 
V 3 2 ned by the quadratic form (1.24) at (, 1 ,,q2 ) = (1, q 1 (1), q2cr(1)) = (i	i 

Obviously L € L(113 , 1i$_ 2 ) for any real s ^2, its range in H32 being 118_ 2 e .N6 . Fur-
ther:	,	''	 •	 • 
L acts as an isomorphism onto H32 e N6 when restricted to H, 6 N,	' (*) 

We are now in position to solve the equilibrium condition 

(DE(; y, (1 +	) q 1 ), q2cr(,z)),,h) = 0,	€	,' V h E- (2.3) 

near (; e, u ) = (0;-O, 1) for	:According to Corollary 2.1	•	- - 

, (1 ± e) qicr(,L), q2))  

=	(La,	) +.	- 1)i E12 ( 2 ) +	e	-. 1) E k+ 3)'	. 2 (2.4) 
i+j>O	-	•	 i.j.kO	- 

where E003 = E103 = 0 and -	-	- 

•	 -	 •	-, i)i E112 ( 2 )	 -	'	•	- 
-	'	i+j>O  

(q2
 cr)2	

Q (-	
+ -	 •	• - • 

E013 =	
((-- 

A 2 -	A) + ( C 2 ,	e_V3))	•.	• (2.5) 

= ......L (3(2, A32) - 4(, A33)) -  - - f V	dx1 dx2, '.
 6Y35	8 

cf	(1.22)—(1.26).	•	-	 '	-	'
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Remark 2.1: Note that (i): E12(, ii)	0 (i + >0) when E ' 8 N6 and 
hEN6 and (ii): --	 : 

	

I cr\2	 - 
E e(fL - i)i E12(, h) = q2	Q(9cr, , (1 , + ) q1 ) (, h) 

i+j>O	 2	 -.	. 

	

1_1e23	V 

	

- . 

2 cr ' Cr'	/ + 1 
-	-	

V	 -	

q1 q2	 —_1.\2 

±
e"266 

•	 .	.	.	.	 \u1J 
if

	

	 consequence , hE N6 as a consece of (2.5) and Lemma 1.2.	-	S	 -. 

Let denote. .	.	 .	.	.	.	V 

Ered =	- 1)1 E112 ( 2 ) 
V+ ( - 

1) E013 ( 3 ) + E004(.) 

	

i+j>O	 V 

	

•	
and Eres the higher order terms'(i + j- k	2) in (2.4):. 

E(; u, (1 + E) q1 cr, q2cr) =	(L,	Ered . Eres. 

	

V	

Setting C=	± 2 ( 1 E N6 , 2 E 0,'e N6 ) then (2.3) will , be equivlent to 

•	
(L2, h)-= _((DEred + DEt) (C I + C2; e,u), h)	V h € 1I	N6 , ( 2.6) 

0 = ( (DEred + DEres) (+ ; ;u), ii) . \/ hE N6 .	 ( 2.7) 

Because of Corollary 2.1 the linear functional on the right-hand side actually belongs 
to 113_3 . Thus, according to (*) equatiOn (2.6) can be solved for C2 via the contraction 
mapping theorem:	 . 

•	 = 	(u— 1) Zjjk ( j l1 ) ,	.	 .	 (2.8) 

	

V	 V	 .	 i.jO.k1	 V 

whore Z, 1 =Z002 = 0 (i,	0) by comparison of coefficients (of. Remark 2.1). 
Substituting (2.8) into (2.7) we get the bifurcation equations	 •• 

V	 (DEred(1; c,zi), h) + h.o.t. = 0	for all h € N6	.	 (2.9) 

the higher order terms (h.o.t.)' being of order ei(j	1)	11k+2 (i + j+ k 2): 
Introducing on No the real valued Fourier-coefficients	= a ---, ib 1 ,	= a2 - ib2, 

=,a.3 -. ib3 and setting -	 -	S	 •	 S 

a2 =a i 2 + b 1 2 + a22 +b2 2 + a +b32 ,-	.	 •:	
- V 

a3 = a1a2a3 - a1 b2b3 - a2b3b1 --- a3b1b2, •
V	

•	 V 

-.	 • a4 ) .'= (a 2 + b 1 2 ) 2 -?- (a22 +• b2 2 )2 ± (a3 2 + b3 2 ) 2 , • •	• 

•	•	a4 = (a1 2 +.b 1 2) (a2 2 + b2 2 ) + (a2 2 + b 2 2 ) (a 2 + b32)	
V	 • 

	

+ (a32 + b3 2) (a 1 2 + b12)	•	V	

V 

it is easy to check that for C, € N6	
V	 S	 • - 

	

•Ered + . _ O (IU	ca2 •	- 

S	 .	

( 1 + 2e) (i - 1) a3 ±	a( +	(4	- 5) a4(2)} 

S	 • •	 S	 V	 •	 ( 2.10)	'
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We now establish the existence of two types of solutions for which (2.9) reduces to 
a scalar equation. Considering the translational invariance of the energy functional 
we may assume b 1 = b2 = 0 without loss in generality:	. 

(I): a= a3 = b3 = 0, then (2.9) reduces to 

	

E( 1 ;,) + h.o.t. = 0,	C,	2a1 coa 1 'x,	 (2.11) 

(II): a1 = a3 = a3"- b3 = 0, then (2.9) reduces to 

Ered

	

€, i) + h.o.t. = 0,	
(2.12)  

2a1 (cos coj'x +cos a 2 'x + cos (w1', + (') x).	 • 

Remark 2.2: As a consequence of the invariance of E under the group . of rigid 
motions every solution of (2.11) (resp. (2.12)) satisfies the complete equilibrium con-
ditions. For, let T, be the representation of the translational group defined on H. 
as usual. Then  

•	 (DE(C)) = (DE(C)	
) =0
	for all E H8,'

ay  
•

	

	(DE(C), h) = (DE(TT C), TTh)	for ill C, h E H8 ,	 V 

hence C2 (TC 1 ) = T,C2(C1) in (2.8). In particular, if C, is a solution of (2.11) then 

(DE(C1 + C2 ),2ai sinw 1 'x) = . (DE(C 1 ± C2),
ax 

(DE'(Ci -	V	 -	

- 	 + C2), E-1 +	= -.	 ax	dx, 

in virtue of 2E H8_1 e N6- Further, if : x *VX 
+	

V 

(DE( 1 + C2), e i .'x) = (DE(C 1 ,+ C2) T, e°') = — (DE(C 1 + C2), eiw), 

whence (DE(C1 '+ C2), e1W.'X) = 0 as desired. Similarly (DE(C1 + C2) e 1 "°" = 0 
Similar considerations apply to solutions of (2.12).	•	 S	 V 

Returning to (2.11), (212) and applying the Weierstrass Preparation Theorem we 
arrive at the "reduced" bifurcation equation 

__Ered (C ; e,u)	0.	 '	-	•	(2.13) 

Solving (2.13) we get in view of (2.10)	 V 

(I) ,: ai	± 1 (e0),	':	
•	•	

V 

•(JJ): a1	0.078(1 ± 2e28) ( - 1)	
V 

-	 ± {0.0782(1 + 2e_ 28 ) 2 Cu - ' 1) 2 +0.18 1 CII12  

in cases (I), (II) respectively. In fact both solutions (2.14) coincide under translation 

V	 x_±x +-J- .	•	 V
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Remark 2.3: In (2.14), (2.15) those terms from (2.13) have been dropped which 
carry no information about the actual solution. Oberve that (2.15) is sufficient as 
an approximation to (2.13) only in a restricted' neighbourhood JEJ < eu - 1) 2 of 
(0, 1). Further: Suitable resealing of (2.11) resp. (2.12) via the Implicit Function 
Theorem leads to power series expansiohs 

(I): a1	 +	a11et — 

(II): •-a 1	( U - 1) {o.156(1 ± 2e) +a (
	- 1)2) (	

1)i} 

a= (i - 1 ){_	(1 + 2e)' ( — 
1)	 - 

• +a 
(

(,U -' 1)2)	-  

/ We conclude this section ith a stability result. By definition stability of a solu-
tion E 113 means 

D2E() {h2} > 0	for all h € II3 h =$= 0.	 (2.16)

Considering the translational invariance of E which implies 

D2E() {, h} = D2E() {, h} = 0	for all h € H3 

we have to impose some additional constraint, e.g. h J. -J-, -! in (2.16). 
ay 

Theorem 2.2: Solutions of type I (e 0) and II- lad to unstable equilibria, whereas 
the branch II is stable in the sense above. 

Proof: We first study the branch II Inspecting the expansion of the second 
variation D2E along our solution = C1 + C2 (Cl € N6 , C, € H3 e N6 ) yields	- 

DE(, , (1 ± e) qj cr( i ) , q211(/2)) {h2} ,= (LA, h) 

-	+ 6(u — 1) E013 ( 1 , h2) + 12E( 1 2 , h2) + h.o.t.,	 (2.17) 

the higher order terms being of order (
	

e 
2) ( 1u	1)2+i,i ± j > 0. Let h = 

+ h2 (h, € N6 , h E H8 e .N6 ), then	(/2 — 1) 

(Lh, h)	cIIh1112, c> 0,	
5 

(u — 1) E01 ( 1 , h1 , h2)I °, E0(C1 2, h1 , h2)I 

-. 	CCU 	1)2 11h1111 11h2111	-- (1/2	1 l ilh 1 11 2 ± /2	1 1h21112). 

(cf. Corollary 2.2). Thus, for (e, its ) in a sufficiently small neighbourhood Il ;;^; 
X (u — - 1)2 of (0, 1), positivity of (2.17) is implied by that of 

6(,u — 1) E013 ( 1 , h 1 2) + 12E( 1 2 , h 1 2 )	 S.	 (2.18) 

this being true even if we replace	by its first approximation 0,312(1 + 2e)

X Cu -- 1) (cos w 1 'x + eos w2'x +, COS ((01' + 02 ') x). Since the eigenvalues 

0-1, 43, 24 , 25.6) = kI (0,72, 1,37, 2,17, 0) (1 + 2e_28)2 Cu — 1)2
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of the'so modified' form (2.18) are positive (with the exception of	the branch II

is' stable on both sides of criticality. 

Similarly 

DIE(?; it, (1 ± )q j cr , q2cr) {/,i2} = (Lh, h) 
+ 2eE102 (h2) +,.6(u - 1) E013 ( 1 , h2)+ h.o.t.

e along the branch 11, the higher order terms now being of order(	1)2) 
X (a - 1) 2 'i , i + j > 0. Thus, on a neighbourhood of (0, 1) as above, its sign is 

'determined by that of  

2eE 02 (h1 2) + '6( ,u - 1) E013 ( 1 , h 1 2 ):	 (2.19) 

Replacing C, in (2.19) by 

•	-	(1 + 2e 21 (u - 1)i (cos w i 'x + cos (02 x + cos ( W i ' ± (02 ' ) x)


We get.

0-, 2, 24 , 25 . 6 ) =	J (1,'-2, —3,0) e 

for the ' corresponding eigenvalues. Hence the solution II' turns out to be unstable 
always. 
• Concerning the branch I one finds	•	 -


•D2E(; u, (1 + e) q 1 cr , q2cr) {h2} = (Lh, h) + 2--E012(h2) 

+•6(,i - 1) E013 ( 1 , h2) + 12E®4 ( 1 2 , h2) - h.o.t.	, S 

with h.o.t. of order T/'( 1u - 1)', i +'j > 1. Thus its stability is deteriined by the 
eigenvlues of 2eE012 (h 1 2) + 6(u - 1) E013 ( 4 1 , h 1 2) + 12E004 ( 1 2 , h 1 2). Alter replacing 

by (2.14) we get for their values' 

0-1, 4 3 , 24,5 , 26) = I-PI (10,66, 0,83e ± 3,57 (1 + 2e_ 2a ) }/e( - 1), 

0,83e ± 3,57(1 + 2e) vTcu - 1), 0),  

showing the (supercritical) solution I to be unstable I	•	' 

	

Remark 2.4: Concerning the value of Eat a solution II we get	•. 

E(; It, (1 + ) q 1 Ct , q2cr) = (	1) E0I3 ( 1 ) + E0 ( 1 4 ) + h.o.t. 
_m_

	JPj(1 + 2e)4 (i - 1) + h.o.t.< 0 

with higher order terms	1)2)' -,	i + j> 0. 

§3	 •	 ' S	'	S 

We now pass to the proof of Theorem' 2.1. We adopt the.following notation: For any 
open interval I on the z-axis let IjulL denote the norm of u in L4 (I). Let 

Wm, i	{v E L2 (I, I m) : V(m) 
= a InV 

E L2 (I, H)} azM



.5 

426	K. BEYER	 S 

be the Sobolev space of il-periodic function; 
-	v(x, y, z) =	v,.(z) e°-'  

w(4	 S 

with distributional derivatives up to order , m in L2( x I), the derivatives up to order 
rn - 1 being A-periodic again. Choose 

IiVIIn.I '
	

ii voiii 2 -I- L' (1w1 2m iiviii2 + ilv..ii12) 
S	

wEA' 

to be the norm in Wm.j. Similarly, for m ^ 1, let	 S 

{v € JY(I, H) : v', V(m) E L2 (I, H0))'	
S 

normed by 
vi,j =r lIv0 1 11x 2 +' (iwi" iiv112 + iiV (m) ii 1 2).	 (3.1) 

	

wEll'	 .	 • 

In the following for I- = (—co, ?o), P' = (q0 ,'O), 1F =5(0, 
±co) we shall 

consider the various spaces L2 (I-) x L2(I)xL2 (I), Wm = W1111 X Wm iii X Wmj+, 
•	Vm = Vm.i > Vm. in X Vm i+ the corresponding norms of which we denote by if 11, 

resp. Further let c7 ± =P x 1±, 7t1 
= , x Ii'. Accordingly, we write 

v = (Zr, vi', v)fora function belonging to Wrn (resp. Vm).	
. S 

Lemma 3.1: Let z > 0 and a € (Wm ) 3 ; then the unique v € V, which satisfies 
v(x, y, 0) - v(x, y, 0) = const, v'(x, y, 7q0) - v(x, y, —q0) = const. and 

f VvVdV -i-ifVvVdV= f f VdJT+f1V4V	(3.2) 
S	 .Y-u,y	 yf1	 .T'iiJ	 - 

for every q' € V1 (satisfying the homogeneous jump conditions) belongs to Vrn+ i . Moreover' 
rv im+1	Cjfff,,,	

S. 
•	

(3.3) 

with a constant C independent of f.	 -	
S 

	

•	Proof: For convenience we assume = 1. Getting the estimate (3.3) for general 

> 0 requires minor modifications only. Let f = (f /2, /3) and 

= !-	
(z) eiv	(j = 1, 2,3) 

•	

- 

well'	 •	 - 

'its Fourier expansion, (notice: 1, = (/r ' 1/', f)) . We set L = (1i.. /2w, I3.) and


	

• -	
wf,,,.= w(/ 1  f3). Obviously the Fourier coefficients v(z) of our solution have to 
satisfy the variationalequ'ations	-	 •	 - 

f(v,,,' ' + i w i 2v ) dz ± f (v.'' + 1(012V,w)dZ 

	

•	 I-,jI+	 -	 ., I"	 •	 - 

= f	- iwf,,,) dz + f (/,' - iw/,) dz	 - (3.4) 
I-ui'-.	-	 p1- 

•	 -	 S	 - 

	

•	subject to the jump conditions	(0) - v0 '(0) = const., v0 '(—q0).— v0(—q0),

= const., resp. v, + (0) - v,(0) = 0, v'(—q0) - v,(—q0) = 0 if co + 0. Choosing 
the test function T, in (3.4) to be v,, and applying Schwarz's inequalit' we get 

/	-	- S	•	 iv	+ iwi2 iiVwii '	iiLii (iiv 'ii + (,i iiVwii),	-'	- 
•	 whence	 S •	 S	 S 

•	 iIVw1112, + 1 (012 iiv.,I1 2 < 2 11 w 11 2 .	 •	
5	

(3.5) 

This proves (3.3) form 0. Likewise by differentiating the Euler-Lagrange equa-
tions to (3.4) we get	 S	 •	 • - 

_V,,,(m+( + (0 1 2
 Vw(m_1) = _jw/ (rn–I) - /,)	(m >  

Thus	 •	 - 

S	
iiv,rn+1112	3(jw)' IV .(M-1)112 f. iwf 2 iif m 'ii2 +fIf?il 2 )	-	 - • S , -
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Applying the well known inequality	 . 

-	IJU114II2	const. (€k u m+k112 +	Ilu1)II2)	e > 0 

and recalling (3.1), (3.5) gives the desired estimate for m	1 I 
Proof of Theorem 2.1: The strategy is to transform (1.5) into a variational 

problem posed on the fixed domain (T±, sf1) Note that by interpolation it is suffi-
cient to assumes =rn + 1/2, 2 rn E N.	 . 

Nbw, for (, q) E Hm+ i12 x R in a neighbourhood of (0, —q0) let 
x 1 =x , x2 =y , x3 =z ± w (x,y, z)	 (3.6) 

define a diffeomorphLsm from c$° (resp. c, 7') as defined above onto Q (resp. 
Qfl, Q), cf. (1.1). As the example 

i,	w = qO - q, w+ = ' W eb0_I)tz,	 - 
w*O	 - 

q
°
 + q	 e_I(01z	e1°1 -	

= --q0 z
	

( i — 
01.1q.+ 1	e_21w1q.) 

shows, it is always possible to require: 181 the transition /unction w = (w, w e', w) to 
• belong to V,+ , and 2nd the map	 V 

(, q) (E Rm+i2 X R) -± W E Vm+i	• 
tobe analytic at (0, — q0). Let _w = 0 when (, q) = (0, —q0). 

V	 According to (3.6) the variational problem (1.5), (1.6) transforms into 

f(
i vv (1 + w) — 2v Vv vw +	d  

+ f (Ivvi 2 1 + w.) —2v 2 VvVw + ;22) dVrnin	 (3.7) 

(d V-= dx dydz), which has to be solved for v(x, y, z)(= u(x 1 , x2 , x3 )) subject to 
v(x, y, 0) — tfl'(x, y, 0) = (x, y) +'const, v(x, y, —q0) — v(x, y, — q0 ) = const. 
To show, in a first step, the analytic dependence of its solution v on (, u, q) near 

-(0, 1, q) set v = v 1 + v2 where 
V 

- VI	sgn z E C. ei±II'	
-V	 -. 

is the solution to 

-	f IVV,12dJ7+fIVvjI2dV4mjn 

sulject to v(x, y, 0) — v1 '(x, y, 0) = (x, y) + const., v1 '(x, y, — q0 ) — VI - (X , y, 

—q0 ) = const. Notice v11 =	 Then, collecting higher order terms 

f = f(, , q; v2 ) and denoting e2 = (0, 0, 1):	- 

--	= —w Vv+ v VW +	VW	 e,	
(3.8)

 IVW12)

V- IVWI in 
= —( — 1) VV, — wVv +v2 Vw+(VvVW, — 

_____
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on the right-hand side, v2 has to satisfy a variational equation subject to homogeneous 
jump conditions as referred to in Lemma 3.1. If T E L(Wm 3, Vm+ i ) denotes the solu-
tioñ map for (3.2) this equation will be equivalent to 

P2 = T{, L, q; v2 )}.	 (3.9) 
Recall that the spaces W8 form Banach algebras provided that s > 3/2 (see [1]). 

Hence, under the. assumption m L> 2, mapping f which transforms (c, It, q; v2) 
€ Hm+112 X R2 X Vm+i according to (3.8) into , z, q;v2 ) E Wm turns out to be ana-
lytic at (0, 1,q0 0). Thus we can solve (3.9) via 't ' he contraction mapping theorem for 
V2 € Y,,, + , as an analytic function of (, 1u, q) € m+112 x R2 near (0, 1, q0 ). Obviously 
this implies v =	± v2 to be analytic too.	 - 

We proceed by expanding the minimal value (3.7). Its analytic dependence on 
(v, W, /2) € V i X Vm+ i x R is easily seen by Sobolev's embedding theorem. Replacing 
v, w by its power series expansions we get analyticity of (3.7) as a function of (C,,u, q) 
€ 11m+I/2 x R. This proves part (i) of the theorem. 

The remaining part (ii) now follows in a few lines. Observe the earlier -formula (1.9) 
- obtained in § 1 by formal differentiation - actually to be valid in virtue of the 
present hypothesis. By transforming (1.9) according to (3.5) we get 

(DF(), h) = f '(V, VvIoI, Vw120) h dx dy 

\where the integrand is analytic in its arguments. By the trace mapping theorem 
VVIzo, 7Wz0 EHm_ 1 12. Consequently € Hm_ 1 12, since the spaces H8 are Banach 
algebras provided that s> 1. This finishes the proof I 
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