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On Duality and the Maxirnuiii Principle for Continuous Linear Programming 
Problems  

F. TROLTZSCH 

In dieser Arbeit .wird das Grinoldsehe Maximumprinzip für lineare stetige . Optiinierungspro-
bleme erweitert auf Mille, wo die bekannten Dualitätssatze beim Beweis der Existcnz einer 
Optimallosung des Dualproblems in den gebrauchlichen reflexiven L-Räumen versagen. Das 
erweiterte Maximumprinzip wird dann zur Untersuchung eines. parabolisehen Randsteuer-
problems benutzt, bei dm Beschrankungen an die Steuerung und an den Zustand gegeben 
sind.	 S 

B DTOfi paGoTe npuinwri MaiccilMyMa PpunoJIhja jrn 3aaq rlenpepblnHol'o i111HeHoro 
nporpaMMupoBaHhlrr pacwupaec 'Ha cJiyiaf1, rie slanecTHbIe Teopemil jB0flCTBCHHMT1T 
hieaOcTaTO q hibI ann aoiia3aTejibCTBa CYIUCCTB0BSHH5L onTHMaJIbHol'o peweHun BoficTBeHh!ol1 
npo6.TIeMM B pe4eKCI113H&X npocTpahrcTnax L. Ilocie •OTOI'O pacwnpenHlJft npuhiuHn 

MHMMM iiafloJJb3yeTCH I.1n 113y'IeHHn npoüJleMbI onTHMaJIbnoro 'flP1i8JlCHHL, OHHCM-
BaeMofl napa6o3hh1eciuiM ypanHeHueM, rge ynpamiene (CCTBCT iia rpauuie . O6JISCTII Ii 

3ayaubI oI'pauu4eHhIn na ynpaiene LI COCTOHHH. 

In this paper, the Grinold maximum principle for continuous linear programming problems is 
extended to the case where the known duality theorems do notensure the existence of an 
optimal solution of the dual problem in the usual reflexive L-spaces. The extended maximum 
principle is then applied to the investigation of a parabolic boundary control proble in with 
constraints on the control and the state. 

1. Introduction'- 

This paper is concerned' with applications of duality theorems for continuous linear 
programs, thus it contributes to a field of optimization theory where many interesting 
results were found within the last fifteen years. We mention only the basic investiga-
tioms by LEVINSON [3], TYNDALL [9], and GRIN0LD [1], which have been continued 
by many others. The reader may find a short bibliography in the'author's paper [6]. 
These investigations were focused on the following pair of linear programs: 

Primal problem: 

fa(t) T x(t) dl = sup!	•	•	. 

subject to 

.8(1) x(t)	c(t) + fK(t, s) x(s) ds,	 •	(1.1) 
X(t)	O 

almost everywhere (a.e.) on [0, T], x( . ) € L(O, T; 11N), p E [1, co) (by T we shall 
denOte transposition).
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• Dual problem/	 -	 -

	

S	 -	 -	 - 

-	 f'c(t)Tv(t)dt=iiif!	 - 

subject to

B(t)T v(t)	a(t) + fK(s 1)1 v(s) ds,
	 (1.2) 

v(t)	O	 - 

a.e.on[O,T],v(.)EL(O,;RM), 1/q+1/p=r 1.. 
In this setting, a(t) and c(t) are suitable vector-valued functions, and B(t), K(t, s) 
are matrix-valued: We will define them in the next section.	- 

Most of the authors supposed K(t, .$) to be a continuous Volterra kernel (continuous 
•	on 0	s	T and vanishing for s'> t), whereas 1 the more general class (1.1) 

with. (weakly singular) Fredholm kernel was considered by the author [5]. 
The duality theory refers to the following main questions: Do the primal supremum 

and the dual inIimum coincide? (Without assumptions we know only sup iñf.) 
Do there exist optimal solutions to one or both of the two dual programs 

In 1970 ' GRINoLD [2] established his two-level maximum principle for continuous 
linear program's. The firstIevel, being of interest for our paper, is as follows:Suppose 
that x°(t) and v°(t) are optimal for (1.1) and (1.2), respectively. Then 

max [a(t) +JK(s t)TvO (s) ds] x 

subject to  

B(t) x	c(t) + fK(t s) x0(s) ds	 - 

•	 'x:^O  

(x € R'') is attained a.e. on [0, T] by x = x°(t). A similar version holds for the dual 
• .
	 problem (1.2). Clearly, the validity of the maximum principle is intimately linked 

with the existence of a dual optimal solution v°(t) for (1.2).	 V 
• • 

V 

Although the duality theory has progressed very fast in "recent years, -it is often. 
the existence of an optimal solution to the dual problem (1.2) which cannot be guar- 

V anteed. Regard; as a typical example, the simple problem T•	V 

V'	
•	 fa(t) x(t) dt = sup!,	.	,	

•	 .	 - 

o	 -	 V.	 • 

VS	 x(t) — fk(t, s)x(s) ds :!z^ c,	0	x(t)	I. ,
V 

n.e. on [0, T-], where . c, T> 0, a( . ) E C[0, T], and a continuous real function k(t, s) 
on [0, T] -X [0, T] are given, and x(t) is taken from. L2(0, 	This problem fits in 

V (1.1) by p = 2, N = 1,M=3, •. . •	' 
-	B(t) 

= (-i)	
K(t s) 

= 1(-	: : - 
c(t) 

= ()
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The dual problem is therefore	 - 

-f[cv1 (t) +cv2 (t) + v3(t)] dt = iDI!, 

VI(t) - v2(t) ± v3(0 ^ a(t) ± f k(s, t) (vs(s) - v2 (s)) ds, 

-	 v(t)O,	-i=1,2,3, 

a.e. on [0, T], where v(t) = (vie), v2 (0, v3(t))T is taken from L2 (0, T; R3). Using the 
theory of [1] it is easy to prove that an optimal solution of (1.3) exists, and that 
(1.3), (1.4) admit the same optimal values, i.e. max = jul. It is not clear, however, 
whether an optimal solution exists in (1.4). The known duality theorems by Grinold, 
Levinsoñ and Tyndall do not apply, as B, K, and c contain components Nvith different 
signs. 

The difficulties arising from the treatment of problems like (1.1) are caused by tle 
fact that x(t) occurs under an . integral as well as outside the integral, as a ,,free term", 

- thus the space for defining the inequality constraints of (1.1) must be as large as that 
for (t). Consequently, the well-known Slater-conditions cannot beapplied to gua-
rantee the solvability of (1 .2), if x(t) is defined in the usual L,-spaces with 1 p.< co. 
Therefore, one could use a decomposition procedure separating integrals and free terms 
o/ x(t) in order to overcome the obstacles for proving the existence of a dual bptimal 
solution and to establish a satisfactory maximum principle for optimal solutions of 
( i n	 S 

We will pursue.this idea and its consequences in this paper: Oaf approach will 
not lead to entirely new duality, results. To a certain extent, our theory is equivalent 

• to the investigation of the problem in the 'unusual dual'space L. (0, T; RM)*. How-
ever, the decomposition trick enables us to avoid the use of this space completely, 
thus this idea seems to be interesting in its own right. 

As a result, we will obtain a useful geneialization of the Grinold maximum prin-
ciple for problems where the known duality -theorems fail to ensure the existence 
of a dual optimal solution. The maximum principle was successfully applied by the 
author to the numerical solution of a parabolic boundary control problem (see [7]). 
In Section 4 we shall investigate analogously a more general boundary control problem 
by the extended maximum principle, in order to characterize optimal controls as 
precisely as possible.	 . 

2. The maximum principle 

At first, we introduce some notations: If X is a Banach' space, then we shall denote 
by L(O, T; X), C[0, T; X], or NBV[0, T; X]the spaces of functions on [0,-T] with 

- 
• values in X which are p-times integrable, continuous, or of bounded variation and 

vanishing at t = 0 (normalization condition), respectively: R" is the Euclidean 
N-dimensional space . (column-vectors) , and RMXthat of real M x N-matrices. By 

• we shall indicate the norm of L(0, T). If-/ E X* , 5 the dual space to X, then we shall 
write /, x) for.the value of / applied to E X. All other notations will become 
clear from the context.  

In ' order to completethe definition of the. primal problem (1.1), w 8 introduce 
integers N :^!t 1, M ^ 1,, . real numbers T> 0, p E [1, cO), and define q by i/p + 11q 
= 1. We -suppose that a( . ) ELq(0, T; R"), c( . ) E L(0, T; RM ) , - and B( .-) E L - • 

x (0, T; RMX') are given. Moreover, we suppose that a measurable function K(t, s):
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[0, T] x [0, T] - R51>< " is given such that the integral operator 

x( . )	fK( . , s) x(s) ds 

is a continuous mapping from L(O, T; RN) into C[0, T; RM], and that its adjoint 
operator, being a mapping from NBV[O, T; R] into Lq(O, T; R"). has the form 

y(.)fK(s,.)Tdy(s). 

Here we used the notation	 - 

f z(t) dy(t) =' fz(t) dy1(t).	 - 

This property holds, if K(t, s) is continuous on [0, T] x [0, T] or continuous on 0	s 
t	T and vanishing on 0	t <s	T (Volterra kernel). Further kernels are


discussed in [5]. Now the primal problem is well defined. In our approach, the dual 
problem will admit another form thai (1.2) (see Section 3).	- 

Our investigations will he based on the following two assumptions: -	- 
(Al) If z( . ) € L(0, T;RM) is given, then any 'solution x( . ) € L(0, T; Rx) of 

B(t) x(t)	z(t),	x(t) > 0 a.e.. on [0, T], 
is bounded and measurable on [0, T]. 

(A2) (Slater-condition): There are 6 >0 and (t) > 0 froni L(O, T; RI) such that 
the strong inequality

T 

B(t) (t) 15; C(t)	z1 + f K(t, s) (s) ds 

holds a.e. on [0, T], where LI M is the M-vector with all entries equal to 6. 

It should be mentioned that (A2) implies even the existence of (5> 0 and' (t), 
which additionally satisfies (t) A (take (t) := (t) + ezlv with r sufficiently 
small). Note that in the example (1.3) these assumptions are met! 

For proving the duality theorem we shall apply the following statement, which is 
adopted from [8], formulated for a linear constraint.. 

Th e orem 2.1: Let V and Z be real Banach spaces, C V a convx closed set, 
f: V -* R!.. a continuously Frechét -differentiable functional, and T: V Z a linear, con-
tinuous operator. Suppose that v 0 is optimal for the problem 

J(v) = mm!,	Tv = 0,	v E C.	 -	 (2.1) 
•	and that the regularity conditions 

TV=Z	 -	 (2:2)

and

T( - v°) = 0 for some U € mt C	 (2.3) 

are fulfilled. q'he?i there is a Lagrange multiplier y E Z* such that 
f'v°) , v - v°) + (y, T(v — v°)) L> 0 for all v € C.	 (2.4)
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• In the theorem, /'(v°) is the Frechét-derivative 'of / at v0 . In what follows, we shall' 
assume that an optimal solution x°(t) for the primal problem (1.1) exists. This- holds 
true, if the feasible set of (1.1) is bounded in the norm of L (0, T;_ RI). 

Now we shall prove a Lagrange multiplier rule, from which all other statements can 
be easily derived.	 - 

Theorem 2.2: Let x°(t) be optimal /or(1.t),and suppose that the assumptions (Al), 
(A2) are satisfied. The there is a vector-valued function y(t) from NBV [0, T; RM]' 

(hènée/orth called Lagrange multiplier) such that the pair (x°(t), z0(t)), 

At) : f K(t, s) x°(s)ds,  

is a solution to the linear programming problem  

f [a(t) +.f K(s, t) T dy(s)]T x(t) dt - fz(t)T dy(t) = max!	 (2.5) 

subject to

B(t) x(t)	c(t) + z(t),	x(t)	0 a.e. on [0, T],	 (2.6) 

x(..) € L(O, T; RN ) , ,	z( . ) € C[O, T ; , RA'].  

Proof:' Iii order to apply , Theorem 2.1, we write the primal problem' (1.1) in- the 
equivalent, -decomposed form  

f a.(t)T x(t) di, = max!, fK(t, s) x(s) ds	z(t) = 0 on [, T],  
0	 0  

B(t)X(t) —z(t)	
S 

c(t) a.e. on [0, T],	(2.7) 

X(t)	O.	 ,. 

According to'(A1) and the assumption on K(t, s) we can assume x( . ) EL(O; T; RN), 

z( . ) € C[O, T; RM]. Now we define  

•	 V:=1L(0,T;RN)xZ,	Z:=C[O,T;RM],  

•	
. denote the elements of V by v(t) ':= (x(t), z(t)), and introduce	 . 

•	 /(v(.)) :=	(_a(t))T x(t)dt,	(Tv( . )) (t) := fK(t, s)x(s) ds —z(t),	.. 

• C := v( . ) € V I B(t) x(t) - z(t)'	c(t), x(t) ;j^ 0 a.e'. on [0, T]). 

In this way, the problem (2.7) becomes equivalent 'to (2.1), and v°(t) = (X0(t) , z0(t)) 

solves (2.1). According to (A 2), a pai v(t) :	((t) ± UN, (t)) with (t):= JK(t, s) 

x ((s) + ELl A. ) ds belongs to the interior of C and satisfies the regularity' condition 
(2.3). This was the reason for regarding x(t) as a function of L,0 (O, T; RN), as in 
L(O, T; RN) the interior of C would be' empty. Moreover, condition (2.2)'is fulfilled •	(the equation Tv	z is solved by v = (0, z)). Thus Theorem 2.1 yields the existence' 

34 Analysis Bd. 4, lieU 8 (1985)	 •	 •	
0	 ' 

• 

/	-	 .
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of y(t) from Z* = NBV[0, T; Rf] such that 

.f(_a(t))T (x(t) - x0(t)) dt 

T 	T .	 T	 - 

	

•	 + f f K(t, s) (x(s) - x0 (s)) ds - (z(t) _z0(t))] dy(t) - 0	(2.8) 

for all (x( . ), z( . )) € C. Finally, we multiply (2.8) by (-1), put y(t) := —y(t), and 
. change the order of integration (here ve need the second assumption on K(t, s)) so 

that (2.8) takes the form 

j [a(t) + fK(s, I) T' dy(s)T ] (x(t) - x0(t)) dl - !t - z°(t)] T dy(t) ^ 0 

for all (x( . ), z( . )) € C, being equivalent with (2.5), (2.6) I 
Discussing this result we obtain several useful conclusions. 

	

• -	 Corollary 1 (maximum' principle): Under the assumptions of Theorem 2.2 
2'	 - 

max [a(t) +f K(s, t)TdY(s)] x 

subject to	 - 

B(t) x	±fK(t,.$) x9(s) ds,	x	0, 

x E R', is achieved a.e. on [0, T] by x = x°(t). 

Proof:- This follows easily from'Theorem 2.2 after keeping z(t) = z°(t) = fK(t,$) 

	

•	-x x°(s) ds fixed I	- 
Corollary 2: The entries y, (t), ..., y, (t) of the , Lagrange multiplier y(t) of (2.5) are 

monotone non-decreasing on [0, T].  
Proof: It follows from Theorem 2.2 that (x0(t) , z0(t)) must achieve the (finite) 

maximum value in (2.5). In particular, (x0(t) , z0(t)) must be ,,better" than all pairs 

((t), z°(t) + z(t)) with z(t) ^ 0. This can only hold z(t)	0 iplies fz(t)'T dy(t)	0, 
'and this yields in turn the corollary I	S 

Thus y(t) belongs to the dual cone PAf of the cone P 1 of non-negative functions 
• of 0[0, T; RM] .	 --

C or o 11 a ry 3 (complementary slackness principle): Suppose that there are an open 
interval (a; b)	[0, T], 6 > 0, and j € {1, ..., M} such that 

(

G(t)	2' \
(B(t) X0(t))1 < 	+ f K(t, s) x0(s) ds) — 

0-	.	I 
holds a.e. on (a, b) for an optimal solution x°(t) of the primal problem. Th'en y,(t) = y5(a) 
holds. on (a, b) for the j-th component of the function y(t) in (2.5).	 . 

Proof: Assume that the corollary is not true. Then, by Corollary 2, there is an 
e> 0 such that y(a + e) <y,(b	e). We can construct a continuous function 1(t)
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on [0, T] such that	(t) = z10(t) on [0, T] \ (a, b), z°(t)— 6 	(t) ^ z,°(t) on 
(a, a + e ) u(b	e, b) and E j (t) =-z,°(t) - (5 on [a + e, b - e]. It is easy to show that 

T 

f ,(t) dy7 (t) < f z,°(1) dy,(t) . 
0	 0 

Now take z1 (t) := z1 0(t), i' j, z(t) = zi (t). Then (x0(t), z(t)) satisfis(2.6) but achieves
 a greater value in (2.5) than(x0(t), O(t)), contradicting Theorem 2.2 I . 

To illustrate the theory,,we shall now apply the first two corollaries to the example 
(1.3): Here the assumption (Al) is trivially true, as B(t)x(t) 5 z(t), x(t) ^ 0, where 
Z(t) = (zi (t), ;(t), z3 (t))T , implies 0 :5,- x(t) :E^: z3 (t). The Slater-condition (A2) is satis-
fied by (t) - 0. Thus the Corollaries 1 and 2 ensure the existence of non-decreasing •

	

	functions y (t ), y2 (t), y3 (t) from NBV [0, T] such that an optimal solution x°(t) of the 
primal problem (1.3) is almost everywhere on [0, T] the solution of 

• max [a(t) + f k(, t)d(yj (s) - Y2(8))] x -	 -	(2.9) 

subject to	-	 - 

_c+]k(t s)x°(s)dsS,x:5c+fk(t s)x°(s)ds 

O<1.	 -.	-	-	'	 ••!

It should be noted that y(t) refers to the upper bound x(t) 5 c + f k(t s) x(s) ds of 

the -integral constraints, Y2(t ) refers to the corresponding lower bound,and y3(t) to 
the constraint x(t)	1.	 . 

3. The dual problem 

Naturally, our approach does not lead to a dual problem in the form (L2). The 
function 'y(t) must be the optimal solutioii of another type of problems. Under the 
additional assumption of continuity 0/ B(t) and c(t) we can show that the Lagrange 
multiplier y(t) is the optimal solution of the dual problem 

fc(t) T dy(t) =min 

subject to -	 -	•:	 I 

fB(t)T dy(t) - j (a(t)+fK(s, t) T dy(s)) dt E'P, 

y( . ) € PM	 . 

where we denote by P the dual cone to the non-negative cone N of C[0, T; RN]; 

thus P.vconsists of the non-decreasing functions of NBV[0, T; 1]. 
It is easy to see that the derivative v(t) := y'(t) is an optimal solution of the dual 

A1.2), if -y(t) is additionally absolutely continuous with derivative in L[0 T BA1} 
We will not show thaty(t) solves indeed (3.1). The proof can be derived, for instance; 
from Theorem 2.2 and the observation that the subset of all (.) = (x( . ); z(-)) E 7C 

34*	 •	 -	 - 

K
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with continuous part x(t) is deiise in C (the latter follows with some effort from Lusin's 
theorem). Note that the objective functional of (3.1) is defined only for continuous 
c(t). If c(t) is not continuous, then all considerations are more difficult. Themain task 
of this paper is, however, to generalize and to apply the Grinold maximum principle 
rather than to establish a atisfactory duality thedry. Therefore, -we will not further 
consider the problem of-duality and refer to a recent paper by PAPAGEORGIOU [4], 
where similar questions are investigated. 

4. Application to a-parabolic boundary control problem 

In this section we consider'onside the problem. .	•.	

r	 - 

(w(T x) - z(x))2 dx = min t	 (4 1) 

subject to the parabolic initial-boundary value problem 

W, ( t , x) = w(t, x)	 o (O,.T] x (0, 1) 

w(0,x)O	 .	on(0,1),	 - (4.2) 
- .	w(i3O)=O	 on(0,T], 

w(t, 1) = a[u(t) - w(t, 1)] on (0 1 T]	 . 

•(the subscripts indicate derivtives with rbspect to t and x) and to the constraints 

IU(t) - w(t, 1)1	a.e. on [0, T],	 -	-S	 (4.3) 

0 ^u(t ^ 1	a.e. on [0, T],	 .	 (4.4.) 

-. wherewetake the control u(t) from L,,(O, T) and define the corresponding state w(t, x) 

from C([0, T] x [0, 1]) as generalized solution of (4.1) by the expression (4.5) below. In 
this setting T > 0, c > 0, a > 0, and z( . ) E L2 (0,.1) are given.	 - 

If this problem is viewed as a heating process, then u(t) is a time-dependent heating. 
Th,w,,w(e,.x) is the temperature within an infinite plate of thickness one, and the state-
constraint. (.3) is imposed in order to bound thermal stress occuring in the plate. 

• In what follows, we shall denote by u°(t) an optimal control for (4.1)—(4.4), and 
w°(t, )-is the corresponding state. We define the generalized solution w(t, x) of (4.2) by 

- .	 w(t, x) =a f .G(x, 1; t - s) u(s) ds,	•,	-	

.	S	

(4.5) 

where G is the Green function .	. 

G(x	t) =2.'N-' cos (ccx) cos (c) exp (—c2t) 

and0 <c1 <' C2 <  - are the non-negative- solutions to xtan x =, N,,: = 1/2 
+ sin (2c)/4cn. If u(t) is continuous, thou w(t, x) is. a classical solution of (4.2), but 
we need the extension to bounded and measurable controls u(t):It can be shown that 
by (4.5)- a linear continuous transformatiOn from L(0, T) into C([0, T] X [0, 1]) is 
defined, if p > 2 (see [8: Sectioii 5]). Now we take.p > 2 fixed, regard u(t) formally,
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as a function of 4(0, T) and introduce an operator 5: L(0, T) - L2 (0,.1) by 
(Su(.)) () := w(T, x).	 .	S 

In this way, the control problem admits the form 

/(u) : ISu - Z112  = inin!	-	 - 

subject to (4.3), (4.4): Now we obtain from the well-known first order necessary 
optimality conditions (apply Theorem 2.1 to / as defined above, T 0, and C des-
cribed by (43), (4.4)) that u°(t) must be optimal for the linear continuous programm-
ing problem 

	

a(t) U(;) t = max!,	 ...	
5. 

O 

•	u(t)_J k(t, s) u(s) dsc,	.0	u(t)	1	 (4.6) 

u( . ) € L(O,T), where  

a(t) :=—	N- 1 cos (c)ex (L- 2(T - t ))f (Su° —z) (x) co(cx)dx, 

k(t, s) :	G(1, 1; t - s).	•. 

This is formally the same linear programming problem as in our example (1.3), but 
a(t) and k(t, s) are not continuous. We know, however, that a(t) is continuouson [0, T), 
bounded on [0, T] and that k(t, s) is continuous for s <t with a weak singularity in 
s t. Therefore' it can be checked that all assumptions imposed on the data of the 

'primal problem (1.1) are satisfied by the problem (4.6) for p> 2. On account of 
• this, (4.6) can be treated completely analogous t6(1.3). Thus, for u°(t) the maximum 
principle (2.9) must hold. In,the next statement we shall apply this maximum prin-
ciple iri . order to obtain ajar reaching characterization of optimal controls. 

I	
/ 

Theorem 4.1: Suppose that f (w°(T, x) - z(x))2 dx> 0, that (Al), (A2) are satis-

	

- lied, and u°(t) is piecewise continuous. Then there cannot exist any interval (a, b)	[0, T] 
-	where	-	 - 

	

- max (o —c +f k(t, s) u°(s) ds) <u°(t) <' min	 c + f.k(t, s) u°(s) ds) 

-	-	 -	S	

•	 ( 4.7) 
holds for all t€ (a, b).	 - .	-	 -

(Precisel y, we must say that u°(t) is supposed to be a.e. equal to a piecewise continuous 
function).	•	 • -	 S	 -	 •	 - 

Proof: Suppose the contrary, i.e., (4.7) is satisfied on (a, b). We Can assume that • 
all items in (4.7) differ at least by ô > 0, so that the inequalities are uniformly strict - 
on (a, b).	 S	 - 

The optimal control must satisfy the maximum principle (2.9) with certain functions 
y1(t), y2(01 y3(0. By Corollary 3and the note after (2.9) we find	 S 

y(t) = y 1 (a), y2 (0 = y2(a) on (a, b),	 • •	(4.8)
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while the maximum principle (2.9) asserts that (4.7) can only hold if 

a(t) ± fk(s, 1) d(y i (s) — y2 (S)) = 0 a.e. on (a, b). 

According to (4.8) and the series representations of a(t) and k(t, s), this amounts to 

'exp (c 2 t)	exp (—c 2T) (v v°)	 - - 

— N n la n 2 f exp (cs) dy(s)] =0 

on [a, b - e] with E > 0 sufficiently small, where we have introduced a.:= cos 
:= yi (s) - Y2 (8), v(x) := cos (cx), v°(x) :=.w°(T, x) — z(x). Hence, by the 

linear independence of the system {exp (c2t)), 

(v v°) =	exp (c 2(T — s)) dy(s)	n = 1 2	 (4 9) 

We will show that (4.9) implies	 S 

00 

5' (v a , v02 =	oo	 .	 (4.10) 

- (contradicting v°( . ) € L2 (0,1)),unlessy(t) y(a) onthe whole interval [a, T.]. Then, 
however; we get (vs, v° = 0 from (4.9) for all ii = 1, 2, ... and hence v°(x) = w°(T, x) 
- z(x) = 0 a.e. on [0, T],'as the system {cos (cx)} is complete in L2 (0, 1): This is a 
contradiction to the assumptions of the theorem; thus the statement must be 

•	true.  
Therefore, we suppose finally that y(t) is not identically constant on [0, T], and 

it remains to verify (4.10) in this case.  
•	As. Yi and y2 are monotone non-decreasing, there exists 

•	 t0 := {sup t I y, (t)	y1 (a, ) A y2(0 = y2(a)Y. 

We can assume that y 1 (t) and y2(t) are continuous from the right and introduce the 
jump h:= y(t0) — y(t0 — 0) of y(t) in t o . Two cases can arise: 

a) to 	T. Then* h2 > 0, and (4.9.) implies  

(v , v°)2 E 2h2 = +00  

• V	

V	 (since £x (— I)n for n —> oo), i.e. (4.10) holds.*V	V 

b) t0 < T. As u°(t) is piecewise continuous, there is an > 0 such that u°(t) is 
- continuous on (to, t0 ± 2] (the point t0 can be one of discontinuity). Therefore, one 

of the two inequalities	 , V 

V —c.±f k(t.s) u°(s) ds	u°(t)	c +f k(t, s) u°(s) ds,	,	 (4.11)
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say the left one, must be strict on (t0 , t0 +	if is sufficiently small. Now, by 

Corollary . 3, y2 (t) remains constant on ' (10 , t0 + 2], and we obtain in turn 
T 

(c 2(T - s)) dy(s)=exp (C- n 2(T - to)) h+ f exp (c 2(T - s)) dy1(s) 
b—.  

s'
	 T	 --

_1L f exp (c 2(T - s)) dy 1 (s) + f exp (c 2(T - s)) dy(s).	 - 
-	 t,+2'	-' 

If h r= 0, then we choose 77 so ' small that y1(t0 + ) - y1 (a) < IhI/2 and find,


	

exp(c2(T - to)) . ( I h I/2 + a(c 2 ) ) . .	' 

Ifh=0,then  

•	'	
,•	exp (c 2(T - t0 - )) ( y i (to + ) , y(a)± O(C2)). 

In both cases, (4.10) is easily obtained. Ti the right inequality of (4.11) is strict, then 
the proof is analogous I	 .	 . 

Thus, if u°(t) is not too irregular, then [0, T] can be divided into countably (or' 
even finitely) many open intervals where one of the equations u°(t)= 0, u°(t) =1, 
u°(t) —w°(t, 1) = —c, u°(t) - w°(t, 1) = c is fulfilled. These facts' can be used to 
construct a numerical method for the solution of (4.1)—(4.4) along the lines of [7]. 
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