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Uniqueness Theorems for the Determination of a Coefficient	- 
in a Quasilinear Parabolic Equation	

0 

Für die quasilineare parabolisehe Oleich!Ing U1 = q(u) Au werden zwei' Eindeutigkeitssatze 
für die Bestimmung des Koeffizienten q(u) für den Fall, dali q analytisch ist, nnd für den 
Spezialfall, daB q linear von u abhngt . , bewiesen.	- 01 

JL'n HESa:3uJlIIHeIiHoro napa6oJIItMecIoro ypanileilila u 1 = . q(u) Au oIaab1BaIoTcn Teopeslai 
eJulHcTne,InocTI I A.TIR onpejeieiiun Hoa44uuIIeIITa q(u)'B c.iiy'iae, xora q nnieeTcri auanuTIl-
'teciofi yLiI-ilwefi it a Cfl11HJ1bH0M ciiyae mtIIeftHofl 3anucuMocTII q or U. 

Two uniqueness theorems for the determination of the coefficient q(u) in the quasilinear para-
bolic equation u = q(u) Au are proved for the case that q is analytic and for the special case 
that q depends linearly oi\ u.	 - 

I. Introduction 

We consider the quasilinear parabolic equation	 .'	 . 

i1 (x, 0 = q(u(x, t)) Jn(x,J) ..	 (1.1) 

vith an initial condition afid a boundary condtion of thd first kind. Weassunle 
that the unique solution u of this problem is known at interior points of the domain 

- and prove a uniqueness theorem for q(u) for the case that q is an analytic function 
of it and for the special case that  depends linearly on u. 

The case q = q(x) can be found in several paprs (compare e.g. N. VA. BEZNOSHCHENKO [1], 
S. DUaaEL [4], A. L. BUKHG ELM and Al. V. KLIBAN0v [2], C. D. PAGANI [10], V. M. IsAKov 
[ 71) . For the case q = q(u) there are tlso several results (compare e.g. A. 1). JSKENDEROV [8], 
N. V. MUZYLEV [9], P:DUCHATEAU [3]). The mentioned authors assume that there is given 
additional information about u on the boundary of the considered domain. N. V. MUZYLEV 

- [9] and P. DUCI-IATEAU[3] consider the one-dimensional case and the differential equation 
U 1 (X, t) = (q(u(x, t) u(x,	'	.	 . . 

	

The equation (1-A) is cloCely related to the more general equation.	- 

u t = div (q(u)'grad u) = q(u) Au + q'(u) grad'- u.	 (1.2) 

For sufficiently small grad u the equation (1.1) can be obtained from (1.2) by neglecting the 
last term in (1.2).,An equation of the form (&.1) can also be obtained from (1.2) by a suitable 
transformation. But the-theorems of this pkper contain only iesults for (111) and not for (1.2). 
For the freatment of (1.2) further considerations are necessary.	 . 

We' use the following notations. D is a hounded region of the n-dimensional 
Euclidean ' space It" (n =1, 2, ...) with a sufficiently smooth boundary aD, T a 
positive number, Zr = D x (0, T), J'. = aD x [0, T). By M we denote the closure -. 
of the set M (M	or M	R"). Points of the B." are denoted by°x	(xi, 

X2, ..., x 5 ) and I is a real variable (time) with 0	I :5: T. We write C(M).for . the-
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set of all functions which are continuous in M. For points P = (x, 1) and P = ( 3, 1) 
we introduce the distance 

d(P, P) = (lix - iI + it - iD"2. 
Using this distance we denote the space of all functions uniformly Holder continuous 
with the exponent a in ZT by C(ZT). By C 2+a(ZT) we denote the space .of all func-
tions possessing uniformly Holder continuous derivatives up to the order 2 with 
respect to x (1 = 1, 2, ..., n) and up to the order 1 with respect to tin Z. For the 
precise .definitions compare A. FRIEDMAN [5: p. 61]. 

•	. Let the above-introduced boundary value problem he stated in the form 

u(x, t) = q(u(x, t)) Au(x', t)	in 
u(x, 1) = (x, t)	.	on FT.	.	 (1.3) 
.u(x, 0) = w(x)	. -	in D 

•	Here p and are given functions satisfying the conditions 

' E C(I'),	q E C(L),	(x) = v(x, 0) for x E OD.	 (1.4) 

We define 

•	v0 = min min (x), nun. V#, 1) 
xED	(Z,t)EF	 -

(l.a) 

= Max max (x), max (x,  
I, rED	(x,:)(rT 

We assume that v0 < v and that q(u) is analytic in an interval [v0* , v 1 *] with 
v0 < i5 <v 1 <v1 *. Further let q(u) > 0 for n E [v0 , vi ]. In this case we say that, 
q is of the class A or q € A. Let the function v satisfy the conditions, 

'U € C(Z ' ) fl C 2+ (Z),	thu € C(Z).	 (1.6) 
Further we assume that under thetated assumptions for every q E A there is a - 
unique solution u = u(x, 1, q) of the boundary value problem (1.3)., 

2. A uniqueness theorem for the case that q is analytic	•'	- 

In this section we shall show that q is uniquely determined if u(x° 1, q) = g(t) is_ 
known for a fixed x° € D and for all I € [0, T], and if some other conditions are 
fulfilled. 

Theorem 1:-Let 99 and be given functions satisfying (1.4) 'and (x) = d on D 
for a constant d. We assume that g is a function which is continiicn sly differentiable 
in [0, T], and that there exists a positive nun.iber t0 such that 

g(t) > 0 for all I € (0, t0].	 .	 -	(2.1)
Let the function u satisfy (1.6) and the condition 

''uj (x, t, q)	0 for all (x, t) € Z. and q € A.	 •	(2.2) 
FinallyClet x0 D. Then there is at most one q E A such that u(x°,'t, q) = g(1) for all 
I € [0, T]..	 •	•
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Proof: 'We assume that there are two functions q 1 , q2 E A such.t•hat	 - - 

u(z°, 1, q 1 ) = u(x°, 1, q2 ) = g(l) for all I E [0, T]. ,	 (2.3) 

For abbreviation we set t(x, 1)	u(x, 1, q) (1 = 1, 2), it =it 1 - u21 '4 = q 1 - q21 
and we obtain	 '	.	 . 

aftlat = qj(u 1 ) Ju l - q2 (u2 ) zlu 2	 . 

q 1 (u 1 ) zli H- [q 1 (u 1 ) - q ,( 11 2)] Z111;; -f- (u0) zlv 2 . 

For-all (x, 1) E r we defind	 .	. 

q 1 (u 1 (x, t)) - q 1 (u2 (x, 1)) 	11 , (x
 ,	I),	 - 

1) =	u1(x, 1) - it, (X, 1) 

q'(v 2 (x, 1)),	 if u 1 (x, I) = n2 (x,	.	 .	' 

Then it follows that E C(Z7 ) and 

- q(u)4ü - /zln0ü = q(n 2 ) Au2 fof all (x, I) E Z. 
Further we have u(x, 1) = 0 for all (x, I) E 1- and (t(x, 0) = 0 for all x,E D. Now 
let 0 be Green's function of the operator a/et - q 1 (u 1 ) tI - 14v 2 . Then, there holds 

u(x, I) = f 	0(x, 1)	r ) (u 2 (, t)) Au"(, r) d . dt 

for all (x, I) E ZT. From this and (2.3) it follows that 

•	ff G(x°, I, , t) (11 2 (, t)) LIu2 (, r) d dt = 0	 .	(2.4) 

for all I E [0, T]. 	-	 ..	 '	. 
• Since u2/t ^ 0 in ZT, u2 (z,.) is monotone i1creasing for fixed x. Thus d =v0 

with v0 from (1.5). Further 4 is analytic in [v0 *, v i *]. Hence we have: Either = 0 
/ on[v0 , v 1 ]or q has at most finitely many zeros in [v0,'v 1 ]. We suppose the second 

case and denote by z the least one of these zeros which is greater than v0 , if such a 
zero exists. If such a zero does not exist we set z = v 1 . Thus we have v0 <z. Let 
X 1 E D with the property	 . 

z	max {n0(x1 , t):, 0	T}	 ,	(2.5) 

and x2 E D with'the property	 - 

z> max {i 2 (x2, 1): 0	/ < T}.	
•'	

(2.6) 

Since for fixcl x € B he function 'u2(X, -) is continuous and nonotone increasing 
we obtain that' for all x = xt with the propeity (2.5) there exists a 1(x) > 0 such 
that v0(x1, I(x')) = z. For all x = x2 with the property (2.6) we set 1(x 2 ) = T. Then 
we have v0 ;;S: u2 (x, 1.) ^ 'z for all I € [0, 1(x)] and x € D. We put T0 = inf (1(x): x € D). 
Using the relations. iz 2 (x1 , 1(z)) = z and 1(x2)'= 'I', the continuity of u in Z7. , the 
bommndedness of D and v0 <z one can easily see that T0 > 0. 

From the assumption (2.1) it follows that Ll71 2 (x°, I) > 0 for all 1 € (0,to]. Now, 

	

we define' / o* = min {t, T0}. Because of the continuity of At 2 there are a neigh-	 *



422	S. DUMMEL  

borhood S(x°) and an interval (t i , 12)	[0, T0*] such that 

4v0(x, 1) > 0 for all (x, 1) E BT.'	Sr(X°) X (1, 12).	 (2.7) 

From the asuntption (2.1) it follows also that	 -	 - 

u2 (x, 1) > v0 for all (x, 1) €	 ( 2.8) 

There holds either. 

-	(u2(x, 1))	0 for all (x, 1) E ZTI •	 (2.9) 

or the inverse inequality. Let us assume (2.9). Then from (2.8) we obtain that 

•	(u2(x, t)) > 0 for all (x, /) . Br,..	 :	 (2.10) 

Since Green's function G(x°, To*',, r) > 0 for all (, r) E Z7. (compare A FRIED: 
MAN [51) we obtain from (2.2), (2.7), (2.9), (2.10) that 

f  G(x° T0*	x)	t))n2(, T) d dr > .0. 

But this is a contradiction to (2.4) I 

In Theorem 1, (2.2) is used as an additional condition on u. This c'ondition means that - 
u(x, ., q) is monotone increasing for fixedx and q. in Section 4 we shall state conditionsfor 
and ? which imply the relation (2.2).	 -. 

3. A uniqueness theorem for the case that q is linear 

Now we assume that q is a linear function of v. Then q E A and Theorem i can he 
applied. But in this case we can weaken the assumptions for the uniqueness of q. 
The linear function qniay be given in the form 

q(u) = b(u— v0 ) + c	eu € [v0 , v1]), 

where b and c are real constants, with c > 0 and b > —c/(v j - v0). This implies 
q(u) > 0 for all u € [v0 , v1].	 I 

Further we assume that c = q(v0) is known. Then q(u) is completely known if: 
the constant b ist known. Thus now we write u(x, 1, b) instead of u(x, 1, q). We ob-
tain that in this case q is- uniquely determined if onl y u(x°, to q) g* is known 
for a fixed point. (x°, ) € ZT. 

Theo rein 2: Let q and ip be qiven / nnclions satis/ying (1.4). Let the function it satisfy 
(1.6) and the condition.	 . 

u,(x, t, b)	0 for all (x, 1) € Z and all b.	 -	 (3. 1) 

Finally, let (x°, t) € Z-, and let g* be a- real number with (x°)	g. Then there is
at most one nuniber b.> —c/(v j - v0 ) such- that n(x°, t 0 , b) = g*. 

•	Proof: Let b 1 , b2 be two numbers with b1 > — c/(v 1 - v0) ( 1	1, 2) and 

n(x°, 4, b 1 ) = u(x°, t0, b2 ) = g".	 -	-	( 3.2)
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For .bbreviat . ion we set u(x,'t) = n(x, 1, b) (1 = 1, 2), ü = u 1 -	=q,- 
Then u satisfies the differential equation 

aft	(b j(u 1 — v0 ) ±'c) Au — b 1Au2ü = (b 1 - b2 ) (v 2 - v 1 ) An2 

with homogeneous initial and boundary condition. Now let U be Green's function 
of the operator aiat - (b, (u, - v0) + c) zi'— b 1 4v 1 . Then there holds 

=	u(x, 1) = f 	G(x,1, , r) (u 2(, r) — v0) zln 2(, r)d dt(b 1 -	)	.. 

f9r all (x, 1) E Z.T. From this and (3.2) it. follows that 
to 

•	 f 	G(x°, t, , r) (v0(, T) - v0) An2 (, r) d dr(b 1 - b2 ) = 0.	(3.3) 

We have G(x°, to, , r) > 0 for all (, r) E Z. Using q(x°) + g', (3.1) and (3.2) and 
the continuity of u2 (x(l, •) on [0, t] we obtain that there exists a t j E (0, 1) such 
that: u2 (x°, t) > v0 andL1n2 (x°, t) > 0. Thus by the continuity of 71 2(x, 1) and zJu 2 (x, 1) 

it follows that the integral on the left hand side of (3.3) is unequal to zero. Hence 
b 1 =b2 I	 - 

4. Conditions foi the inonotonicit.y of u as a function of t 

In both theorems of this paper we have used the supposition av(x, t)/t	0 for all 
(x, 1) € Zr. In the following proposition we shall state conditions for q' and	which
imply this relation. 

Proposition: Let T , V be given functions which, satisfy the condition (1.4). Let 
•	q € A, and let u be a solution of the boundary value problem (1.3) satisfying condition 

(1.6). In addition we assume that for eery fixed x € OD the function (x; ..') is continu
ously differentiable on [0, 'J'] with (x, 0) = 0 and v, 1 (x,	0, - and	is a constant 

•	function. Then we have au(x, 1)/at	0 for all (x, 1) € Z. 

Proof: From (1.6) and (1.3) there follows that v(x, 1) € C(Z). Let w = 'ui. Then 
there holds 

wc, t) = q(u(x, 1)) Aw(x, 1) -(-. q'(n(x, 1)) zlu(x, 1) w(x, t) in Z., 

w(x, 1) =ip,(x, t) on r,	w(x, 0) =0 in B. 

• q'(u) and Au are bounded in ZT.. On the boundary I T u D we have w(x. t) 0. 
Using a minimum principle (comp. A. M. IL'IN, A. S. KAiAsrtsrIo.vand 0. A. OLEI-
NIK [6: p. 8]) we obtain u,(x, 1) = w(x, t) ^ 0 for all (x, 1) € Z . I 
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