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Nonuniform Conditions for Periodic Solutions of Forced Liénard Systems with 
Distinct Delays 

G. CoNI, R. IANNACCI and M. N. NKASHAMA 

Mit Hilfe der klassisehen Leray-Schauder-Theorie und des Koinzidenzabbildungsgrades vird 
die Existenz periodiseher Losungen Liénardscher Systeme mit versehiedenen Vcrzogerungen 
im Falle nichtgleichmhBiger Bedingungen bewiesen. Es werden Resonanz- und Nichtresonanz-
fálle in der Umgebung des Eigenwertes Null behandelt. 

C flOMOIUbIO IJ1aCc1l4ecKoÜ TCOpITII JIepeuii-ll!ayepa ii cTeneHll coBria Tlemin goiia3UBaeTCF1 
cyu(ecTnouaHne riepuouuecnx peuleHufi no36yH-neHHb1x J1lleHapcKllx cltcTeM C paa.riwi- 
HbIMII 3ana3LBalulHMll fl0J llepaBHoMepHblMu yCJIOHHRMII. PacclaTp11Ba1oTc9 csiy'iau pe3o- 
nanca H iiepeaonaiica O(HOCHT1bHO co6cmeHnoro 3lla4eHlln Hyjib. 

We use classical Leray-Schauder techniques and the coincidence degree in oi-der to obtain the 
existence or periodic solutions of forced Liénard systems with distinct delays, under nonuniform 
conditions. The resonance and nonresonance case with respect to the eigenvalue zero are con-
sidered. 

1. Introduction 

In this paper we study the existence of 2i-periodic solutions for the following Liénard 
systems with distinct delays r 1 , ..., t E [0, 2) 

x"(t)	'[grad F(x(t))I + g(, x 1 (t	..., x(t - rn)) = e(t)	(1.1) 

a.e. on J = [0, 221], where F: R — lt' is of class C2 , g : J x R —> R satisfies Cara-' 
th6odory conditions and e: J 

—> 
R is integrable.	- 

	

The existence of 221-periodic solutions for (1.1) has been recently studied by DE PASCALE and	- 
IAI1NAccI [3] and IAN2cAccI and NKASHAMA [9] in the scalar case under resonance and non-
resonance conditions, respectively. We recall that in the case of effective delay (i.e. r	0), if
1/li E Q, then the eigenvalues of the problem 

x"(t) + ).z(t - r) = 0,	x(0) — x(27z) = x*(0) — x'(221) = 0	 (1.2) 
are not contained in thenonnegative part of the real axis (see [3: Rem. Q. In [9] is given an 
existence theorem of solutions for the problem (1.1) with n = 1 tinder the assumption 

y(t) 5 urn inf 'g(t, x) ^ lim sup x'g(t,x)	r(t) ^ 1 
IzJ-.+ 

uniformly for n.e. t €J, where y can cross the eigenvalue zero of the problem (1.2) on a suitable 
subset of J of positive measure. Moreover, in [3], dealing with resonant situations at the eigen-
value zero, the assumption 

lim sup xg(t, x) :5^ r(t) f,- 1 - 

was still considered.	 - 
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Employing a technique due to GUPTA and MAwHn [6] for r = 0, we consider the 
case when, for every i = 1, . . , n, the expressions urn sup x-'g 1(, x) can cross suitably 

IxI—*+oo 

any number of either positive or negative eigenvalues of the problem (1.2). Notice 
that these improvements are given in the context of systems with distinct delays. 
The paper is divided into two sections. The first section is devoted to nonresonance 
conditions at the two first eigenvalues and in the second section we deal with reso- 
nant situations at the eigenvalue zero. Each section is divided into three subsections. 

In Theorem land Theorem 4 we assume that for every i 

y 1 (t) :s^ urn inf x 1g 1(t, x) ^ liiri sup x . 'g ;(t, x) < r(t) 

and
urn sup x 1g 1(t, x)	Pi(t), 

respectively, uniformly for a.e. t E J, where y j can cross the eigenvalue zero on a 
suitable subset of J of positive measure and Fj can cross the positive eigcnvalucs of 
the problem (1.2) on a subset of J of sufficiently small positive measure, 

In Theorem 2 and Theorem 5 we assume that for every i 

•	1',(t) ^ lim inf x('g(t, x) ;5 lim sup x('g1(t, x)	y(t) 

	

Ix,J—,. + oo	 IxI—+oo 

and
P(t)	lint inf x .1g(1, x), - 

00 

respectively, uniformly for a.e. t E J, where F1 can cross the negative eigenvalues of 
the problm (1.2) and y j can cross zero in a suitable way. 

Finally, in Theorem 3 and Theorem 6 we prove the existence of 2z-periodic solu-
tions of the system (1.1) under the assumption that a part of the equations of this 
system satisfies conditions of Theorem 1 and Theorem 4, respectively, and the re-
maining equations satisfy conditions of Theorem 2 and Theorem 5, resjectively. 

Our results are basedon lemmas giving a priori estimates and degree arguments. Let us men-
tion that for other existence' results concerning either unforced or forced Liénard functional 
differential equations or systems but not directly related to the results introduced here, see 
e.g. HALF [8], GRAFrON [5], MAWmN [12], TNVERNIZZI and ZANOLIN 1111 and the bibliography 
therein. 

2. Notations, definitions and preliminary results	- 

Let us set J = [0, 221]. We will use the symbol x = col (x1 , ..., x,) € R' and the symbol 
J . fl for the Euclidean norm in R". Further, we will use the following spaces: 
1. L"(J, R') are the usual Lebesgue spaces, 1 p ^5 co. We denote their norm by 

IHILP if ii > 1 and by I;ILP if n = 1. 
2. H'(J,R") = {x: J -- R' : x absolutely continuous, x' € L2(J, R'), x(0) - x(221)

	

= 0) with the norm	 -

2ir f 

	

IIxIIi 
= { 

1'	x(t) dt]2 +	(x1'(t))2 

We use the symbol NIH' if ii = 1. 
3. fl'(J, R') = .{x € H(J, R") :f x(t) dt 0}.
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4. W(J, 11?) = {x : J -* R': x and x' absolutely continuous, x(0) - x(2) = x*(0) - x*(2) = O} with the norm

x 1 () (t) I dt ]
211/2 

Ii1	k=O 
!.	L	 J 

5. C(J, R. 	is the Banach space of continuous functions with the norm 

IIIIc = max {IJx ( t)II tE J} 

For the sake of simplicity in the notations of the spaces we will omit R11 when n = 1. 
Clearly ifs = col (xi , ...;x,) E H1 (J,R), then x 1 E W(J) for i = 1, . ., n. We recall 
that every x, E ID(J) can be written in the form 

— + ti with 2i E H'(J) and	= _fx1(t)dt. 

Moreover,

	

= {2 +	f (x1'(t))2 dt} so that IIXJIHI	
JX,12 

JI/2 

In the sequel we will use the following result. 

Lemma I (MAwIrncand WARD [13]): Let I' € L1 (J).such that F(t) ;;E; 1a.e. on J, 
with strict inequality on a subset of positive measure. Then, there exists 6 = 6(f) > 0 
such that for all It € 111 (J) one has 

f(('(t)) — f(t) ((t))2) dt 	 : 

For the sake of simplicity we will write x(t r) instead of (x1 (t — ri ), ..., x(t — 
A function XE W2. I (J, R')will be èalled a solution of (1.1) if it satisfies (1.1) almost 
everywhere. Let h: J -b- R be a real function. We define h(t) = max {h(t), 01 and 
h(t) = ruin {h(t), 0}, t Eu. If h € L'(J) we denote by h the mean value of h in J.	- 

3., Nonresonance conditions 

3.1. The case of assumption B 

The following lemma extends Lemma 3 of [9], when r is an effective delay, to the case 
when rcrosses the positive eigenvalues of problem (1.2) suitably in subsets of J of 
positive measure. 

Lemma 2: Let y, f € L'(J) be such that y(t) f(t) a.e. on J znd f = of 4- 1r 
+fwith	

0 

	

• 1f E L'(J), 1r(t)	0 a.e. on J, and -F E L(J), °°1'(t) :^!.O ae. on J, 
O

	

	L'(J), OF(t)	0 and or(t)	a.e. on J with strict inequality on a 
subset of positive measure, 

and

• 6(°f) —	'fly — lflL .+ 
2n2> 

0,  

19*
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Then, there exist s =e(y, r)> 0 and u = 1u(y, 1') >0 such that for all p € L'(J)' 
satisfying y(t) - e p(t) r(t) + e a.e. on J, all continuous functions /: It —4- It and 
all x € W2" we have 

( —(t)) (x"(t) + /(x(t)) x'(t) + p(t) x(t - r)) dt ^ p IX 12 . 

	

Proof: Assume the, contrary. Then there - exist sequences p}	L'(J), {x} 
c W2.1(J), jx, 1p,= 1, with y(t)	1/n	p(t) < r(t) + 1/n such that 

D(x)	_f {(X(t))2 + p(t) x(t - r) ( - (t))} dt 
2n	 n 

By means of thearguments used in Lemma 3 of [91, we have, taking subsequences if 
it is necessary, that there exist x E H'l(J), p € V(J) such that x	x, x,	x and 
p,	p, with y(t) ;5p(t) < 1'(t) for a.e. t E J and D(x)	0. 

We claim that  

D5 (x)^ (or' ) -	-	
'PIP ± - ;_)	± - (4 + ). 

Indeed we can write 

D(x) =	[f (X1 2(t) -	p(t) (2(t) + 2 (t,—	dt 

+f--P(t)x(t —.T) - (t))2dt] + 

-	 f -- p(t) {_ 2(t) - 2(t - x) + (x(t -	(t))} dt	- 

•	 +	f	- p(t) ( 2(t) ± 22(g_ r)) dt + 

Since. — 2(t) - 2(t - i) LJ (x(t -	- (t))2	32 + ((t) - (t	))2, we have, 
using the inequality • .	 • 

(t) - 5(t - ) I	I i:: I
	 (3.2) 

	

: f ( t) (—(t) - 2(1 - t) ± (x(t -	- (t))2)dt 

	

fp
-(t) ((t) - (t - r))2 dg+ --	 - +
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Since p(i) ^5 °f(t) + 11'(t) + f(t), we have 

X2(t) - 1 p(t) ( 2(t) + 2(t - t)) dt 

	

•x'(t)	
1 f(t) (2(t) + 2 (t	r)) dl 2,-r f	+ 

- 
—

(P + 'F) (t) (2(t —	dl 
27rf 2, 

(°I')- -f -- (P + 'F) (1) (2(t) + '(t - )) di, 
21

• where ô(°P+ ) is the best constant associated to OJ'+ by Lemma 1. Using (see e.g. [15: 
p. 208])	 S 

	

^ xj LI = I XIH' and !lLcx =	Xjji,	 (3.3) 

we obtain	 - 

± 22 (t — T)) ('P ±P) at 
(2 

'flu ± l°°PILOO)	
¼ 

o that, since p(t)	y(i) for a.e. t, 

0 ^ h(x)	(6(o  r) — l flL.+	(2 — 'flu)) li +	(4 ± 

• From (3.1) it follows that = 0 and Y = 0, which yields 'a contradiction since - 
C	 S 

xxand IXnIHI.= I U 

We are now in a position to prove the following existence theorem of 2-periodic. 
solut.ioxs for systdtn (1.1). 

Theorem 1 :Let F € C2(R, R) and g: J X Rn —* B)', g(t, x) = (g,(t, x), ..., g,,(l, x)), 
• such that .	

S	 - 

(i) g( . , x) , is measurable on J for each x € R", 
(ii) g(t, ) is continuous on It" for a.e. t € J; 
(iii) for each real number r > 0 and for any i = I, ..., n there exist a,, b 1 € L'(J) 

(which depend also on r) such that 

	

/	\ 
g,(t, x)I ^ (t(t) -1- b1(t) (	7 X" 

•\k=
n

1 
•	fora.e. I €J, all x € It" with xdr and O :!E^ x < 1.

Assume that forevery i = 1, .. ., n the inequalities 

(Bk )	y,(t) ;5 urn inf.x 1 ' g,(i, x)	urn sup x('g 1 (l, x) :5 P1(t) 

	

Iz,I-+co	 •	Ix1Hoo 

— hold uniformly for a.c. I € J and x1 E It, j + i; and y, f satisfy the conditions of 
Lemma 2.	 V 

Then, system .( 1 1) has at least one 2-periodic solution for each e € L'(J, it"). V -
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Proof: Let e j,y j be positive constants associated to y• and T j by Lemma 2. F rom 
assumption B there exists r•> 0 such that for a.e. t € J and for every x E R' with 
Ix r1 we have y ( L ) - xg1(t, x) F(t) +e. Put = min e, u = min i2i 
and . r =maxr,. Define i : J x R' - R by 

xg 1(t, x)	 if 1x11	r 
r 1g 1(t, x 1 ,'..., x 1 , r, i, ..., x,,) (x1r1) 

50,x)=

	

	 +f'1(t)(1—x,r')	ifO^x,<r, 
r'g1(t, x 1 , ..., x_ 1 ,—r, x 1 ., ..., x) (xr') 

+ P1 (t) (1 + xr') if —r :E^ x, < 0. 
We have

P(t) + E fora.e. t € j,	x  R'.	 (3.4) 

Moreover, the function ,: J x R' - R defined by (t, x) = 1(t, .x) x satisfies 
assumptions (i)—(iii) and (t, x) = q1 (t, x) for all x E R'. with 1x1J ^ r1 . Let h , = g 
- and denote by (

	
i (x(t))) the i-th component of -j (grad F(x(t))). By con-

struction and from the assumptions on g i it follows that 

x)I	2 (ai(t) + b1(t) (
	

I xkI)) for a.e. £ E J, x € R'.	 (3.5) 
k =1 

Our system (1.1).is equivalent to 

x"(t) ±	- (x(t))) + 1(t; x(t - )) x1(i - r)+ h1 (t, x(t -

n. 

By the same degree argument as in the proof of Theorem 1 of [10], it suffices to show 
that the set of 27E-periodic solutions for the system 

• -

	 x"(t) -f- 0 - A) P1 (t) x1(t - r)' -f- A	.!- (x(t))) -- Ah1(t, x(t - r)) 

-f- A5 1 (t, x(t - i-)) x1(t - r1 ) = Ae 1 (t), i = 1, ..., n	 (3.6) 

is bounded for every). E [0 1 1]. Let x E W2.1(J, R') be a 2-periodic solution of system 
(3.6). Multiplying each equation of this system by ( - 1 (t)) and taking into account 
the assumptions on f', (3.4) and Lemma 2, one gets for each i = 1, ..., 

I f	- (t) Y( "(t) ± (
	

(x(t))) + (1 - )) P(f) x1 (t - 

+ Ay(t; x(t - r)) x1(t - ) + ).h(t, x(t -	- Aei (t)) dt 

i	iIc J hjIV -	XIIC leIL1 

Ar	dF 
•	

. + -/ (	- (t)) -	- (x(t)) dt.	 •	 .	 - 

2yr
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From inequalities (3.2) and (3.5) one has 

o	I x I% -	XJ {ie iv ± 2 a IL 1 + 2 IbiIL 
(k 

kkI)} 

	

+	- (t)) .	:! (x(t)) dt 

Let  

L= max (le i IL+ 2 l ajIL1), M= 2inaxfbIIL, 
i	 I	$ 

Af	daF •	 p( 
= 	(	-. 1 (t))	 - (X(t)) dt;	 S 

One gets

	

	 S 

Zz 
HI	

JXJH. IL 
+	lx'l^)j	Pi. •	 j/3	 k=i 

On the other hand, for each i = 1, ..., n one has	
S S •V	)1/2 

= jxllff$ andx	i5.	jxj,	 -. 

hence	 S 

n	2n	 2n 

•	
xkI < • n ItxII and 0 ^ à IxI -	IIxIIw (L ±	nM xIi) +pi. 

Now, adding for. i = 1, ..., n the last inequalities we derive 

0	IL IxIIi - 2(}/)- 1 7r IIx!LH n(L f: 2(If' nM IIxIIi). 
•	Hence

0 ^!u IIx ll '	2(T/) rrnL I[x IlH $ - 4(f3)' 'z2n2M IIxI1.HI 

Hence it is clear that there exists /9 > 0 such that IX IIH $ < /9k; from this and the fact 
that H'(J, R') - C(J, R') compactly, we have that II XIIc </92 for some /92 > 0 and 
the proof is complete I  

3.2. The case of assumption B-

To get the (in some sense) dual version of Theorem 1 we premise 

Lemma 3: Let y, 1' E L 1 (J) be such that y(t) f(ta.e. on Jand f= of ± U' + f 
with	 S	 S	

S	 S 

• • 'f E L'(J), 0	'r(t) a.. on J, and °I' € L(J), 0	f(t ) a.e. on J, 
S OF L'(J), Of'(t)	0 and or(t )	—1 a.e. on J with strict inequality on a subset o/ 

•	positive measure,	 *• 
S -	 - 

and	 S	 S	
5	 •	 • 

• 7T2	 2,z2 
6(_0f-) - T 'JiL t - °°1i Loo - -- (5 + ) > 0,	<
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Then, there exist e = e(v, F)> O and u = u(y, I')> O such that for all p € L'(J)satis/y-
ing r(t) - s	p(t) 5 i(t) + e a.e. on J, all / € C(R. , R) and all x € W2.1 (J) we have 

-	
f —x(t) (x"(t) + /(x(t)) x'(t) + p(t) x(t -	de	xJp. 

Proof: Using the same arguments as in the proof of Lemma 2, it is easy to see that 
it suffices to show that	 - 

D(x)	_f (x 12(t) - p(t) x(t) x(t - r)) dt > 0. 

We have

D(x)^ i-f (X^2(t) + -- p(t)2(t) ± 2 (t— r)) dt 

_!_ f -- p(t) (x(t - r) -. (t))2 dt 

Since p(t)	P(t), using (3.2) - we obtain 

D- (x) > f (x't ± T(t) + 2(t -	dt 

22	
2 ip	

1 
IxI -	u	- -- x2p - -- p-x 

I	 2	\ ^ ö(—°P-)	PIL - 'FIL	
- ---	

II7,. - -- (4	-

and the proof is complete I 
Theorem 2: Let F € C2(R', R) and g : J X lt' —i- B? satisfy assumptions (i)—(iii) 

of Theorem 1. Assume that for each i = 1, ..., n the inequtlities 
(B .)	r(t) :E^ urn inf x 1g(t , x) ^5 lini sup xg(t, x)	y(t) 

hold unifornaly7oYa.e. t E J and xj E R, j =4= i, and y, ri satisfy the conditions of Lemma 3. 
Then, system (1.1) has at least one 2n-periodic solution for each c € L 1 (J , B?). 
Proof: It is similar to that of Theorem 1, using the same notations. Let x E H 1 (J, W') 

' be a 2n-periodic solution for system (3.6). Multiplying each equation of this system by 
(- - 1 (t)) and taking into account the assumptions -and Lemma 3 1 one gets, for 
each i = 1, .. :, ii, 

o	-'f(- - (t)) x"(t) ±2 (
	

(x(t))) ± (1 —2) F1 (t)x 1 (t - 
2.-r	(	

. 

+ Ay j (t, x(t	T)) x(t - Ti) + Ah(t, x(t -	- ;.ei(t))dt

A f - Ixii -	- iIc (IhiIv ± IeIIL) -	x(t) . 	(x(t)) dt.
Oxj 

With a , technique similar to that used in Theorem 1 we obtain that there exists a con-
stant ft > 0 such that Jjx j jc <fl and the proof is coinpletel
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3.3. The mixed ease 

- Theorem 3: Let F E C2(W1, R) and g: J x 1t' -> Rn satisfy assumptions (i)—(iii) of 
Theorem 1. Let nj be an integer such that 1	n0 ;5 n. Assume that for every i = 1, ..., no 

- condition B holds' uniformly for a.e. t E J and x, E R, j - i, where y j and Tj are as in 
Theorem 1. Moreover assume that for every i = no + 1, . .., ncondition B holds uni-
formly for a.e. t E J and x 7 E R, j +-i , where y j and F . are as in Theorem 2. 

Then, system (1.1) has at least one 2:7-periodic solution for each e E L'(J, R"). 
Proof: For each i = 1, ..., no we proceed as in the proof of Theorem 1 and for 

I = no + 1, ..., n we proceed as iii the proof of Theorem 2 to get the boundedress of 
the solutions for system (3.6) I	 - 

4. Resonance conditions 

44. The case of assumption E4 

The following lemma extends Lemma 2 of[3], when -r is an effective delay, to the case 
when I' crosses the positive eigenvalues of problem (1.2) in some subset of J of positive 
measure.	 - 

-Lemma 4: Let e> 0 and FE I}(J) be such that F = Of' + if + °°f with 
if € L'(J), r(t) ^! 0 a.e: on. J, ,and f € L00(J),-T(t) ^ 0 a.e. on J, 
OF € L'(J), 0	Of(g)	1 a.e. on J, with or(t) < 1 on a subset of positive measure. 

Then, for all p € L'(J) satisfying 0	p(i ) < F(t) ± e a.e. on J, all continuous
functions f: R-- R and all x € W21 (J), we have 

•_f	--(t)) (X"(t *) ' ± f(x(t)) x'(t)+ p (i ) x(t - *)) di 

-	- I f'IL 
	

xIP,	- 

where (°P) isassociated to OF by Lemma 1.	 -
Proof: integrating by parts and following the prooff Lemiiia 2 of [3], one gets 

D(x) ^ _f- F(t) 
2(t)± 2(t._ t)] dl 

S	 - ± r 2(t) + 2(t — i:) dt 2a 	2 
J 

+	p(t) [(x(t - ) — (t)) + ] dl. 

Therefore, by Lemma 1 and inequalitie (3.2), we have 
D(x) ^ ô(°í') j5:J 1 - I' liL' I:oo - I°°1'ILOO lIi.._ 

^ [6 (.r)
-	

- 1 0011 L00]	— e I2I, -. 

and the proof iscomplete I
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Theorem 4: Let FE C2(R",R) and g : J  R" R" satisfy assumptions (i)—(iii) 
.of Theorem l and be such that for any i= 1,...,n 
(E 1 ) there exists R > 0 such that g1 (t, x) x1	0 for all x E R' with 1x11 
(E2 ') liin sup x 1g 1 (t, x) :!E^ r(t) uniformly for a.e. t E J and uniformly for x, E R, 

IziI—.+oo 

• Moreover assume that for every i = 1, ..., n, I', satisfies the conditions of Lemma 4 with 
- 213 I 1T'jIL'	OOIiI 00 > 0. 

Then system (1.1) has at least one 2iz-periodic solution /or each e E L'(J, R'2 ) with 
e = 0. 

Proof: Let 0 < e <mm {(°F1) — 7 2/3 I 1 jlL' - l°°fi I Lc0}. Then there exists r• >0 

such that for a.e. I E J and for all x E R with 1xi l ^ r1 one has 0. ^ x h 'g1(t, x) 
1'(t) + E. Proceeding like in the proof of Theorem 1, we can write the system (1 ,. 1) 

in the equivalent form	 .	S 

x"(t) -f- (. I (x(t))	- )	5(t, x(t - r)) z1(t - t) -f. h1(t, x(t —	= 

-	i=1,...,n. 

Degree arguments will imply the existence of a 2;r-periodic solution for (1.1) if the set 
of possible 2r-periodic solutions of the system 

xi- ( t ) + (1 — 2) .T',(t) x(t - r,) + 2 
(Wd_
	

'(x))) -f-.h1 (t, x(t 

+ 1y 1(t,x(t — r))x1(t - TO = 1e 1(01 i = 1 1 ..., n	.	(4.1) 

is a priori bounded independently of 2 E (0, 1]. Let x E W2 . 1 (J, R') be a 2v-periodic 
solution of (4.1). Multiplying each equationof this system by ( 1 - 1 (t)) and integrat-
ing on J, we obtain, using Lemma 4

d OF 
0=	J ( — 2())	+ (1 —2) P1 (t) x(t —;) +2 (x(t))) 

	

S	 + Th(t, x(t	r)) + ;. 1(t, x(t - r)) x1 (t - Ti ) — 2e1(t))dt 

I±i	- (I h1Ii + e l lA.) Ii - jILO0 + P 

with 0 <a < min {ô(°f1) — j 2/3 I 1FIIL' — 1 00f1 1 L00 — e}. By means of the arguments 

used in the proof of Theorem 2 of [2], there exists a constant d> 0 such that llxIIw <d. 
independentl y of 2 € (0, 11 and we can complete the prooflike in Theorem 1 I 

Corollary: Theorem 4 remains valid if we suppose, instead of E and ë = 0, that 
there exist constants a 1 , b 1 , Ri such that a1	bi and 

g 1 (t, x)	b for a.e. t € J and x € R' with x• > R . >. 0, 
g1(t, x) a1 bjor a.e. t E J and x E JV' with; < —Ri. 

- Proof: The system (1.1) is equivalent to  

d OF 

	

•	 •	x1"(t) +	(x(t) + gj'(t, x(t)) = e*(t),	i = 1, . . ., n, 
axi 

/
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where

g 1 (t, x)	g1(t, x) - _- (a 1 + b)- and e11(t) = e .(t) - - (a 1 + b1). 

Observe that g1 1 (t, x) verifies E 1 ; therefore, the arguments used in the proof of Theo-
rem 4 yield the conclusion I 

4.2. The case of assumption E	 - 

The following lemma extends Lemma 3 of [3]. 

Lemma 5: Lete > Oand let I' E L1 (J) be such that 1, = I' • 'I' + 001' with 
'1' E L'(J), 0	'I'(t) a.e. on J, 'and	E L00 (J), 0 > 001'(t) a.e. on J, 
f E L1 (J), 0 °r(t)	—1 'a.e. on J with °1'(t) > —1 on a subset of positive-

•	measure.	 - 
Then/or all p E L'(J) satisfying 1'(t) - e p(t) ^5 0 a.e. on J, all continuous functions 
f: R -> R and all x E W2"(J), we have 

_f (_x(t)) (x"(t) ± f(x(t)) x(t)+ p(t) x(t -r)) dt 

^ 

	

[6(	A2. — or -	 I01'I _6] 2j, 

where ô( —°J') is associated to	by Lemma ;	 - 
Proof: Integrating by parts and using the proofs of Lemma 3 of [: p. 1551 and 

Lemma 4 herein, one gets the conclusion I 

Theorem 5: The assertion of Theorem 4 holds true if tassumptions E 1+ and E2+ are 
replaced respectively by	 S 

(E1-) there exists R > 0 such that g1 (t, x) xi	0 for all x € R" with 1x11 

(E2-) urn inf x1 'g1 (t, x)	17(t) uniformly for a.e. t € J and uniformly for x j € R,. 

	

IXg?+00	 - 
j + i, where ri satisfies the conditions of Lemma 5, and, moreover, 

ô(—°í') T	"IL l _ 1 00F1 L00 > 0. 

Proof: -It is similar to that of Theorem 4 herein and we omit it for the sake of 
brevity. Let us mention the required a priori estimates are obtained using Lemma 5 
above, I	 S 

4.3. The mixed case 

Theorem 6: Let F € C2(R, R) and g: J x W-- It" satisfy assumptions (i)__\(iii) of 
Theorem 1. Let no be an integer such that 1 ;5n0 n. Assume that for every i = i,..., n0, 
conditions E of Theorem 4 hold uniformly a.e. on J and for all x5 € R, j =1= i, where 1', 
are as in Theorem 4. Moreover,' assume that for every i = no + 1, ..., n, conditions E' of 
Theorem 5 hold uniformly a.e. on J and for all x, € It, j i, where Fj are as in Theorem 5. 
Then (1.1) has at least one 2,T-periodic äolution for each e € L' (J, It") with 9 = 0.
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Proof: For each i = 1, ..., n0, we proceed as in the proof of Theorem 4 andfor 
i = no + 1, ..., n, we proceed as in the proof of Theorem 5 for. getting the required 
a priori estimates I 
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