
Zeitschrift für Analysis 
und ihre Anwendungen	S 

13d.6(5) 1987, S. 439-447• 

Two-Sided Estimations for Nonlinear Parabolic Systems with Functionals 

W. Voior 

Es werden nichtlineare parabolische Systeme untersucht, bei denen sowOhl die Differential- - 
gleichungen als auch die nichtlinearen Randbedingungen zusätzlieh FunktionaltermQenthalten. 
Auf unbeschränkten Gebieten werden zweiseitige gleichmal3ige Abschätzungen für die Losungen 
von 'Differential-Ungleichungen, die obigen Systemèn ehtsprechen, hergeleitet. wobei das 
asymptotische Wachstum der Losungen vorgegeben' ist. Aus den Abschatzuiigen folgen Em-
deutigkeits- und Stabilitatsaussagen. 
FICCJ1eLyI0TcH HeJluhIefiHbIe napaGoJl}tYec}due CHCTCMW, y HOTObIX Ii iLWl)4)epeHft.U1a11iI1Ue 
ypaBHCHHff it 11eJIia110Hble rpaiuiiue yc.'ionHn co;epxar OnoJHI1TeJ1htIo 4y1ItEul0HaJIb!lbIe 
uHpa?leHMn. J1,1 11 HeorpauueuniJx oüilacTell o}a3b1BaI0TcH utyxcTopoHIuie paloMepilbie 
oteiii-ct )JTH 1 •pemeuiitl 0cpeHw1a.nbHh1x 'uepaBeJJcTH, COOTBeTCTBYIOIIUIX Ha3naHubIM 
cucTeMaM, npuuëM acHMnToTH'lecxufi pocT peweHilfi 3aau. 143 oeiioic cJIe,yioT yTneprneHI1R 
o6eJ HH cTB e HH 0cTu 11 yc'rotiuiiocrn. 

Nonlinear prabo1ic systems are investigated. The differential equations as well as the non-
linear boundary conditions involve additionally funëtional terms. On unbounded domains, 
two-sided uniform estimates are proved for the solutions of differential inequalities correspond-, 
'ing to the mentionedsystems, while the asymptotic growth of these solutions is given. The' 
estimates provide uniqueness and stability. 

0. Problems with coupling of a artial differential equation or a boundary condition 
with fuOctional terms become more and more significant; One of the domains where 
mathematical models of this kind can be derived is the theory of epidemics (of. 
PAO [4]), where integral terms are involved in the system of the Kermaek-McKen-
drick equations. If thermoelastic displacements are investigated (cf. DAY [21), then 

• integral terms occur in the boundary conditions. Generalizing these problems, we 
obtain functional-differential equations with functional-boundary conditions. Then 
other types of functionals, forinstance delayed arguments, are also admitted. For 
functional-differential equations of parabolic type many results have been published 
by REDHEFFER and WALTER (cf. [5, 6] and other papers). Functional-boundary 
conditions have been investigated by REDHEFFER and WALTER [5] and V0IOT [8] for 
bounded domaibs and by V01GT [7, 9]for unbounded domains. Results for functional- 
differential equations of elliptic type are due to AVANTAGGIATI and MALEC [1] and 

• MALEC (cf. [ 31 and other papers). In the' present paper the results from [9] related 
to two-sided estimates for parabolic problems with functionals are carried out for 
nonlinear parabolic systems with functionáls. Let us remark that here, like in other 
ppérs in this field, only weakly coupled systems and boundary , conditions are 
admitted.  

1. For i E I = 11, ..., m} let G' R' (m ^ 1) be any coni'iected and closed'set 
of all points (t, 'x) .E G, x = (x 1 , ..., xe ), for which real numbers Tj and T exist with 
the properties 

- oo <inf {t: (t, x) E C')' = —T1 ^5 0 <sup {t: (t, x) €G'} =	<.
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Let 0 = n {G': i € I). By 0 we denote all the points (t, x) € 0 for which a number' 
x=(t,x)>0 exists with 

{(-r, x) : t— X(t, x) < r f^ t}	0 and ((t, .T): Ix-	< (t, x)}	G. 
Here the notation IX12 = x11' +	+ I x I' is used. Let 

inf{t:(t,x)EG}=0 and sup{t:(t,x)EG}=T. 
With 0 we define F' = 0' \ G. If for any point (t, x) € F' a sequence ((t, x(i) )) 0 
exists with (t, x(D ) - (t; x),. we say that a (generalized) normal 1 (t, x) in (t, x) exists 
(cf. [10]). We denote all the points of f',-for which such a normal v(t, x)exists, by I','. 
Eventually, we define f1 t = fi \ f2t, J0 = (0, T), J = [0, T], and Jk' = {t:(t,x) € f.'} 
(i €1; k= 1, 2).	 0	 - 

2. For a function Ut: 0' - R, let uti be the one-sided derivative from below below with 
respect to t,u' the gradient and u i , the Hessian. For (t, x) € "2 wedefine a derivativ 
in the following sense:  

u,,(t, x) = Jim (ut(t, x() ) - ut(t, x))/Ix(i) - X1,	- 

where the sequeñce'{(t,x( l))} provides a normal v(t, x) For the sake of brevity we 
write u,'(t, x)= u' #, x). By Ut we denote the set of functions U' defined on a' with 
theproperties: 

Ut € 0(0'), U,ZkE C(G), the derivative; uti and u,' exist in 0 and 6n f'; 
•	respectively (i € I; j; k = l2,-..., U). 

•	Finally, we set U = U' x ... x Urn and write u	(U', ..., Urn).

Now let us introduce operators 

•	P'u = u'(t, x) - /1(t, x, ii, ui', u, u(.)), 
-R iu= '(t, x) - g'(t, x, u, u( . )),	',	(iE I)	 - 

•

	

	R,'u == u'(t, x) - g,'(t, x, ii, u, , u(.)), 
where  

f':0xRm xR'xU R, 
g1i :1',t xRm x U —>R, g2t :r'2 i xRrn xRx U- R. 

- The already mentioned Kerniac-McKendrick equations, for instance, are , of,this 
type. We consider the I'1u as components of the vector Pu := (P'u, ..., Pñu). 

u Analogously, R 1u and R, are defined. U in the domains of definition of /t and g' 
expresses that ft and g,' are functionals of Volterra type with respect to u( . ), i.e. 
/ 'for fied (t, x) € 0' the function U' can be used on the set {(r, x) E G: T < t}. Therefore 

	

•	retarded t, de'caying x, integrals of u' and so on are allowed. If in the case 0' == Gi. 

	

•	the function ui is not defined for certain (t, x) belonging to the domain of definition 
of ui (i	j), we consider Rk'il to be independent of u' in this (t, x).' Inequalities 
between vector functions are to be understood componentwise and poin'twise, i.e. for 

	

• -
	u, v € U holds a	vii and'only if u'(t, x)	v'(t, x)((t, x) E 0', i'E I) 

For nE U we denote by	the set of all? =	., frn ) such that for any fixed 
(1, x) E 0, y = ±1 and i € I with all real symmetric matrices q Z^ 0 

	

•	
•	

y/i(g, x, ii, Us',ui + yq, u( . )) > /i(t , x, u, ur', u, u( . ))	 -
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If f c

	

	then the Operator P is called parabolic with respect to u. For u E U we

denote by flm the set of all 92 = (92 1 , ., 92m) such that for any fixed (t, x) E 1'', 

i = ± 1 and € 1 with all real numbers s ^0	 S 

Y92 Y, x, U, u + Ys, u( . ))	y92'(t, X, u ) u,, u(.)). 
Definition 1 (cf. [6]): (t0,,x0 ) € Gi will be caIledNagumo-point'forthe* funtiOn 

u'€Uif	 - 

u'(t0 , x0) =0,	&(t0, x) :5: 0, - and u(t, x) <0	- ((t,x) . E G, t < to). 
Lemnia 1': 1/ (t0 , x0 ) is a Nagumo-point foi u, then	 - 
(i) for ('a, x0 ) € 0 follows u(t0 , x0) = 0,-u(t0 , x0 )	0 and u'(J0 , x0 )	0; 
(ii) for (f0 , x0 ) E J follows u,'(t 0 , x0 )	0. 
For s € R" we 'set [s] = (ls 'I, . .. smJ) . With continuous functions x' = 

defined for all x with (t, x) € Gi and with the property x 1(x)	1, we define 

lu'Ik (t) = sup { I u (i ,	/() : (1, ) E C', I	t} 

0 1 1I' (t)	(IIu'ii •(t), . . ., IC Utm II)C (t)) . 

For vectors . p € R" and symmetric n x nL matrices q'w denote by 1pl an arbitrary 
vector-norm and by Iq i an arbitrary matrix-norm, respectively. It can easily he seen 
from the context which 'k-md of norm is meant. 

3. For no with 1- n0 n let the domain C be unbounded with respect to the 
do-ordinates ;, i :5 n0 , and be bounded with respect to x 1 , i> no (if they exist). 
Further, let a be a positive constant, which can be chosen so large that for no <n, 
(t, x)€G' u	u Gm'and IxI > a it yields 

•	 x12	 4(lxiI2 ± ... ± x,,2).	 ,.	(1) 

In the following: Ave need for i € I functions A' = Ai(x) wih the domaip 'D(Ai) 
= {x : (t, x) € C', lxl > a) and d' = d'(t, x) ,With the domain D(d')	{(t, x) € C' :lxji> d,

x, 0 ^ 1 = ... = x, =0). The functions 2' and 'd' and the derivatives d' and d,1 are 
required to be continuous and 2'(x)	1, d'(t, x)	1. For lxi —> oo and uriifornil ' 
with respect to t the asymptotic relations 

= O(x'(x)) and Ai(x) =o(d'(t, x))	 S.	 (2 

are to be fulfilled. Now we denote by P(Ai) the set of functions u' € U' with 
u'(t, x) = 0(;'(x)) f6r lxi — 00 #and uniformly with respect to t such that (2) is ful-
filled. Then we can define	 S	 S	 •' 

U(2) = U'(21 ) x	x Um(A).  

	

jFroin now we denote by p E- W' vectors and by q symmetric n X n-matrices with	-' 
p =	= 0 for i, j > n. Let s € ltm, z E R, and let 4) € U(A) be any arbitrary 
function. Now we can formulate the first assumption	S	 S 

(A 1 ) Let v € U(X) be any given function and i € I. Assume the existence of functions 

wo t :Jo xR+ m + 1 _>. R,	wki:JkiXit+rn+	'R	(k=.l,2), 
- •Kk':{x:(t,x)EG}—>R	(k=0,1),	K':{x:(t,x)€1'2'}—>R	--
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such that the following inequalities for each (t, x) /rom the domains of definition of 
the related functions are fulfilled: 
sgn s(/(t, x, v + s,	+ p, v; + q, v( . ) +	(.)). — fi(t , x, v, v.i , vi v(.))) 

w0'(t, [s], 1[4']1 (t)) - IPI .K'(x) -4- II ..K1'(x), 

sgn st(gi t(t , 'x , v -3- s, v( . ) -3-	(.)) - g 1 '(t, x, v, v(.))) 

	

w1t(t, is], I[d]i	(t)),	- 

sgn s'(92'(t, x, V + S. v,' -3- z, v( . ) +	(•)) — 92 t(t , x, v, v, v(.))) 

	

02 (t, [s], l[Il	(t)) -f- lzl .K2 '(x).	 - 

One can easily see that some assumptions are formulated for a function u (parabolicity), 
other assumptions like ( A 1 ) are formulated for a function v. Usually u is an unknown function 
which is in some sense comparable with v, the so-called comparison junction. Because the 
function v is given, the assumptions with v are easily verified.	 S 

The necessity of introducing different functions A, differing in their asymptotic growth, 
follows from ( A 1 ). On the other hand, this assumption allows us to determine that function.),
whieh has an asymptotic growth as fast as possible such that the given investigations are 
possible yet. This is in a certain sense the "optimal" function A. If all the functional terms are 
absent, it is not necessary to use functions A with different asymptotic growth. Then it suffices 
to take A(x) = exp (L3x1 2) (cf. [9, 10]). For examples with respect to A, Kkt and Xi we refer 
to [7, 9].  

In that what follows we denote w = (w01 w 11 w2 ) with w = (Wk', ..., ok.") for 
k = 0, 1, 2. 

Definition 2: Let be the set of all w for which a vector p: J— Lm exists such 
that for iE I, Ic = 1, 2 with given functions O: Jki—> R, &: J - 11, the following 
holds:	 . 

(i) p(t) > 0, o i is differentiable from below on ,J with p'(t)	0. 
(ii) p'(t)\	.a 0(t, p, p) +	(t), I € J0 .	 -	 - 

). 9Y) J_> wk'(t, p, p ) +. k(t), I E Jkt ; '(t) = (0), I < 0. 

Definition 3: The vector w is called admissible if it has the following properties 
(iEI;k=0,1,2): 

(i) For S, S2 € Rm the function wk 1 (t, s 1 , s2 ) is increasing with respect to82 i for j E I 
as well as g1 for j E I 

(ii) For s, s2 , 53 S4 € R_^ m with 0 < s 1	S2 and 0	S3	s4 there exist bounded 
functions ILk' 7 = ,Uk"(t), nk'1 = /.Lk'(t) with 

(JJk'(t, s, s4 ) - 0k4 (t, s, s3 )	(-tki(t) ( 821 - 81i) ± k(t) (84 i - 83')). 
(iii) It holds	

jE! 1	 - 

C := sup JZ (k'(t) + 'i (t)) : t E Jk, i € I, Ic = 1,2 <1. 
7€ I 

The property (I) with respect to s 1 is usually called quas-imonotonicity of Wk (cf. [101) 
The functions d' are connected with the functions Kk' by 'inequalities.. If - 

sup (lx i :(t, x) € P2') is finite for some i, then the constant a is to be chosen larger 
than the values of these suprema. Then the inequalities in the second assumption 
belonging to n?" are to be regarded as not present.
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(A2) There exists a constant K ^ 0 such that for i € I 
'ii + Id'I K1 + IdI K0t — 	K on ((t, x) € G: IxI > a}, 

jEI.j4=i 

. ud' + Id'I K2' —d < K on ((t, x) E r2': IxI > a. 

By f, gk (k = 1, 2) we denote "disturbed" mappings with the same domains of 
definition as f and the g, respectively. They define the operators P and Rk. 
(A3) For any given function v € U(A) and i € I there exist /unction's 72ki (k = 0, 1, 2) 

such that the following inequalities on the domains of de/inition.o/ the functions f 
and g,,, are fulfilled: 

X, v, v, v, v( . )) - Mt, x, v, v, v, V(-))l	7 0 (t)	- 

X, v, v( . )) — 1 i(t, x, v, v( . ))	1'(t) 
X, v, v,, v( . )) — 2 1 (t, x, v, v,, v(-))I'	72(t). 

4. Some given functions of t are to be investigated more detailed. In the case of 
admissibility of to we can derive further properties of the functionsUkii and 

L e n i ma 2: If the vector o is admissible, then 
(I) Izk"(t)	0 for all i, j, k, 1; uk (t) ^ 0 for i == j, all k, t. 

(U) E tk 1'	c for all i and k. 
jEI 

CO := sup	fLk"(t) 1 -	k"(t): t € J, i € I, k = 1 , 21 < 1. 
IjEI	/\	jEl	/	 S 

Proof: (i) follows from Definition 3/(i). With (i) and Definition 3/(iii) we obtain(ii). 
Finally, (iii) follows because of c < 1 and the inequality 

/-k'1 /1 1 - EILk"\ ^ Ic - inf ^'/2k"\ /(1 - ml E/Ak"\ < 1 I 
j(I	/	jE!	I	'.	t.k.i jEI	1/ ',	t.L.1 jEt	/ 

Let 5k be the functions in Definition 2. Further, let ': J 1 ' u J —> R+ (i € I) be 
bounded functions and p an arbitrary solution of the inequalities in Definition 2. 

Definition 4: By Ewe denote the set of functions : J -* R.", (t) = (0),for 
<0, in J0 differentiable from below, with the properties 

= inf {'(t)	w0'(t, , ). -	t) t € J0, i € I} > 0, 
Vk = ml {(t) — wk'(t, , ) - Ôk'(t) tEJk ',iEI}>O	(k=1,2), 
inf {'(t) - p'(t) : t€ J0} > 0 and inf ((t) - p(t): t € J0} > 0. 

Hence, = mm {, 0,, 02) > 0. The structure of the following lemma is due to [6]. 
Here a generalized version is used for functional-boundary conditions. 

Lemma 3: If the vector w € is admissible and ' ^ = const, > 0 (i € I), then 
(i) ' is not empty,	 S	 S	 - 

(ii) for all € E implies	p. 
Proof: Let c 1 € (co, 1)be an arbitrary, but fixed constant. With c 1 we define the 

following expressions: 

Y = sup if (c i o i(t) + 0 'i(t)) : t € J0, i € i} 
jEt 

Ok'(t)	
c1exp (2yt/ci),	y > 0	

Qk'(t) = k'(t)	(j = 2, ..., m). 

	

C j k^ exp (t/c 1 ),	'	0,	 S
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We regard only the case y> 0, the case y 0 is to be treated .analogously. Then 
we can easily derie	= c 1 _ 1 ,	= 2yi_ 1,	^ c1 > 0, and 

i (t) :5^	 00i() + e(t).	 (3) 

Now we show that 

	

P'-i +p provides Pk + p € 2.	 (4) 

With (3) this yields' p, ± p € Z, i.e. E is not empty, and (i) is proved. For the proof 
•	of (4) we denote a = PL. + p. Using the admissibility of w we can estimate 

a, )'— 	2ygi '	-	ho t _	 yc 1 '> 0. 
jEI	 jEI 

Analogously, we get on Jki 0	 '	- 

a' - a.Ikt (t, a, )— Ô k	c 1 (1 - c0 /c 1 ) (1 - c) > 0. 

The remaining properties of a (cf. 'Def. 4) can easily be shown. Because of Pk — 
uniformly on J follows	p U 

5. Now the central theorem of the paper can.he proved. 

Theorem 1: Let the following assumptions be fulfilled: 
(i)-u, v E U(X).	 S	 . 

(ii) f €	g,'E Jim 
(iii) (As) holds for xi > a, for 1x < a with p = O,and'q = 0. Farther, (42) and (A3) 

hold.	 .	-.	 ' 
(iv) IPu - I !vI 5 60(t) and IRku - RkVI ^ 8(t) (k = 1, 2) on the domains of 

definition. ,	 . . 
(v) w € r, is admissible with &k = 6k	i (k = 0, 1, 2). 

Then  
u(t, x) - v(t, x)i	0(t)	((t;x) € G, i E .1). 

Proof: We denote (t) = 1[u- v]I(t). Then (T) < oo. Let E E and with 
arbitrary c 0 > 0	 0	 0 

t<0	 . 
4(t, x) =	(t),	t	0, • xl :5: a	((t, x) E 

(t) + 0d(t, x), t	0, !xI > a	((t, x)	). 
At first the inequality ill - vi < ck is to.he proved. On 1 1 even the inequality 

iu — V i I <	(i E 1)	 (5) 

is valid. To show this, we suppose that there are i E I and .(t, x) € 1, 
Iu(t, x) - v(t, x)i > (t). For such a fixed (t, x) let 

iu (t, x) - v(t, x) I 	(t) := ma (Iui (t , x)	vi(t, ) I —. i(t)) 
S	

1(1	 -	 - 

and lu(t, x) - v'(t, x)I = u'(t, x)— v(t, x). Then follows, 'ith (43 ) and (A1), 

lus-. v'I	0(t, x, U, u(.)) - g 1 '(t, x, v, v( . )) + A I i O	•	

0 

	

< w 1 '(t, [u — v], ) -I'- 1(t).	 - •0

L
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Because of E I, this yields  

Iu - v - <a(t, [U — v], ) — w1(t, A) 

Every component of the vector [u -- v] belongs to one of the-classes	S 

a) lu'— vl. = Ci ,	b) Iui — vu < Ci ,	c) l - vu I > C• 
In a) we substitute jui - vl by Ci . In b) we use the quasimonotonicity of o1'.for 
getting C. Writing 1	{j: ui(t, x) — vI(t, x)l > i} and applying Definition 3/(ii), 
we obtain	 S 

lu — vl —	<ti(t) (1u — v1 — i)	r,( I ui	vi l —	 - 

because of Lemma 2/(ii). This leads to a contradiction, and (5) is proved. 
Now suppose the existence of (t, x) E 0 '\ (u{f1 1 : j € I}) and j € I with lu(t, x) - 

— vi(t, x)j ^ 4i(t , x). By 1 we denote the set of j for which such (t, x) exist. Then for 
each j € I a'Nagiimo-point (t! fl , x exists for the function ui — v'l — . Let,12 be 
the set of j € I with 'lx ,l > a. Then, with from Definition 4 and K from (A2), 
follows	 - 

- Lemma 4' [9]: 1/	xL) is a Nagumo-point for ju i — v'l	4i with lxj > a, 

them there exists an 1 i <_ -Yo srh that for every	a1i a Nagumo-point ( t i ; x2 i ) with 
xj > a exists, and  

1(4K) and	di(ti, x-i) :!E^ /4.-	'	- S -	

(6) 

For K = 0, the first' inequality in (6) is to be omitted. If 12 is not empty; we can 
set  

a ='t'nina 1 ' and t0	min t 1 = t,.  
• '	 jEl.	 jEI, 

Then (t0 , x0) := (t,!', x) is Nagumo-point , for lu"	vk1 

Now let 1x0 1 > a and (t0 , x0)E r2' With j uk - v =uk- v' (the reverse case is - 
to be treated analogously) and ' E E we obtain  

Ck — c2(t0,  

^. 2k((, [U — v], ) — w2 "(t0 ,	+ IP I K2  — ad k.	
S 

- Using the quasimonotonieity Of (02 with -respect to [tI — v] and following Definition 
3/(ii), the right-hand side can be further estimated:	 - 

- - 	P2.(t0) adk(to, x0) + a (	' i"(t) d'(t0 , x0 ) + Id"I .K2'(x0 )	dk(t,,, x0) 
-	'iEI.i*k	 '	S	

,	 - 

Mr	^5 ct9/4 + /4 <-t9/2  
(the inequality P2kk 	c follows from Lemma 2/(i)). This contradiction provides 
(t0 , x0) j ['k	-	 S	 -	

-	 / - 

Suppose (t0 ,x0) € 0: Applying analogous methods.and assumptions, we obtain' 

•	 Ck _ 0k(10, 	_k  

- 
S	 w0k(to, [u-- v], ) — w0"(t0, , ) + a(Idx"I K," + IdI K0" — dk) - 

-	 ^ acd"(t0 , x0 ) + a( -
	

j0ki(t) d' + Id"I k,+ f1j K0" —d"\ </2. 
S	 \IEI.i.i'k	-	 /
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Hence (t0 , x0 ) q G. Therefore we do not have any Nagunio-point with ixol > a. The 
assumption that a Nagunio-point (t0 , z0) with ixoi a exists leads in an analbgous 
way to a contradiction. 

Due to Lemma 4 we do not have any Nagumo-point for a, i.e. the inequality 
ju - vi <4) holds for any (1, x) and arbitrary a :E^ a 0 . For a —^- O in it, the ine-
quality I - VI	follows. Taking the supremuni with respect to x and r 
we obtain 1 (t)	[u - v1 1 (I) 5 (t). For Xt = 1 (i E 1), the assertion of Theorem 
follows with Lemma 3. For the otherx, the assumptions-of Theorem I are fulfilled 
with (t) (cf. [6]). This can be found by using the inequality (t)	1(t) and the

monotonicity of wk(t, s, 82 ) with respect to 821 (j € I). Repetition of the proof with 
instead of g provides the assertion I 

In the case 11L fi < 0 (j € I; k = 0, 1,2) it may be better to use the following assumption 
instead of (A2 ):	 - 
(A2')	2' u0 d+ IdtI K1t + ldI K0 -	K, 

j(I
(iEI) 

2: u20 +1d ,9 K, t - i < K. 
jE I 

If only some few uk' i _are negative, then we use (A2 ') only for these j E I. One speia1 case of 
Theorem 1 for m =- 1 can be found in [9]. Further more specialized cases are regarded in [6]. 

6. Theorem  is the starting point for investigations of uniqueness as well as 
stability. For this, it is necessary t6 restrict the class 6. 

Definition 5: By	we denote the set of w E.6 having thefollowingpropertv: 

For any quantity s > 0 there is a ô = ô(e) 0 such that for the functions 8k Definition 2 with âk	ô (i € 1; k = 0, 1, 2) a function p from Definition l)efinition 2 satisfies 
the inequality 0(t)	s. Especially, for Ô = 0 the class * is to be denoted by 

Now, the solution u of the problem 

P11=0,	Ru=0,	:11211=0	 (7)


can be investigated. From Theorem 1 immediately follows 

Theorem 2: For any two functions u, v € U(X), let the assumptions of Theorem 1 
be fulfilled with 8k = 0 (k = 0, 1, 2). Let w E ". Then uV. 

Finally, we obtain stability results from Theorem 1. Let v E U(A) he such a function 
that	 - 

iPvi	iftivi	If2vi ^62	 (8) 

and (A 3) hold. In the following Definition 6, four definitions are concentrated. InS

 each case, those components of the expressions in the braces belong to one definition 
which are standing in the same places. 

Definition 6: The problem (7) is called stable with respect to


	

-	P	 80 =	= Ylk = -O. (k = 1, 2) 

if for 8 1 6k =71k 0 (k=0,2) 
- 

	

I	It2.	 .	S2=Sk=k0 (k=O,1) 
the solution	- Vjk = 0 (k = O, 1, 2)
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and any quantity s > 0, there is a 6 6(e) 0 such that 

7o6	 -	 - 
6  

12	
implies u(tc x) - v(t, x)I	((t, x) E 0', 4E I). 8 

8k 6 .(k=0,1,2) 

The stability of the problem (7) with respect to the solution u could be broken 
down further. Thus for.instance it is possible that a function v' satisfies exactly the 
condition on r, i (ô =0), but with the operators R 1' (j =r i) it produces non-
identically vanishing defects. It is obvious how to proceed in this case and shall not 
be described further. 

The orem 3: Let the assumptions of Theorem 1 be fulfilled for the solution u € U(X) 
o/(7) as well as v € U(A) satisfying (8). Let w E Then the problem (8) is stable 
with respect to P, R 1 , R2 , and the solution u. 
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