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Inequalities between Entropy and Approximation Numbers	S 

of Compact Maps  

• R. M. EDMUNDS	 - 

Für cine kompakte lineare Abbildung T mit unendlicbdimensionalem Wertebereich von einem 
Hilbert-Raum in einen anderen wird gezeigt, daB für beliebig vorgegebenes N E N gilt e(T) 

2açj(T) für'alle n, die einer gewissen LJngleièhung genugen. Es werden dann Anwendungen. 
dieses Resultates angegeben. 
)1l,an xoMnaiTiioro jumeMioro oToöpaHeHnn T c 6ecKoIIe4H0slepII0fl oGJlac'Iblo 311a'IeHnft 
OT ouioro FIIJ!b6epT0Ba npocTpalrcTBa B Apyroe hoxa3blr3aeTcH, qTo AJIFI fl0II3B0JIbII0 
aaaiiiioro N E N ninoueiio e(T) ^ 2ax +1 (T) )J1H Bcex fl Y)0BJI8TB0PH10[UHX lIFCOTOOM 
HepaBeIlcTBy. JaIoTcH npuMeHeHHn aroro peayJlI,TaTa. 

- it is shown that if T is a compact linear map, with infinite-dimensional range, from one Hilbert 
space to another, then given any NE N, e(T) 2aN+1(T) for any n satisfying a certain 
inequality. Applications of this are given. 

1. Introduction. The object of this paper is to obtain upper and lower estimates of 
the approximation numbers of a compact map acting. between Hilbert spaces in -. 
terms of its entropy numbers. 'Fliis result is applied to show that, in various circum-
stances, upper and lower bounds for the approximation numbers give rise to upper 
and lower bounds of the sahe type for the entropy numbers. In particular, -. it is 
shown that if -the nt" approximation number is bounded above and below by con-
stant multiples of n, then so is the nth entropy number. This recovers, in a Hilbert 
space setting, a result of CARL [2]. 

2. The result. Given any Banach spaces X and Y, denote, the closed unit ball in X 
by B and let B(X, F) stand for the space of all bounded linear maps from , Xto Y. 
The space of all compact linear maps from X to F will be denoted by K(X, F), 

•	and K(X, X) will be abbreviated to K(X). For any T E B(X, Y) and any n E N, 
the ,n" entropy number of T, e(T), is defined by	 •	

0 

e(T) = inf {e > 0: T(B) can be covered	
0	 • 

by 2' balls of radius e}	ç	' 
and the n th approximation number of T, a(T), by	 0 

•	a(T) = inf {I T - FIl:F € B(X,Y), rank F <n}. 

Throughout this paper H, H and H2 will denote Hilbert spaces; and, for 'definite-' 
ness, we shall assume that all Hilbert spaces occurring here are complex. 

•	We can now give the following theorem. 

Theorem 1: Let T E K(H) have infinite-dimensional range. Then given any N € N, 

e. (T)	2aN+l(T)	2jI2eN+2 (T)	 • •	 (1)
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for' any n E N satisfying the inequality	 - 

(n —l)log2	2 log {JIJ 3a,(T)	
(2)' 

V, aN+l( )  

Proof: Since dim T(H) 
=, 

it follows that am(T)> 0 for all m € N. Let u € H; 
then (cf. Theorem 1.4 of SIMoN [6]) 

Tu	
am(T) (u, ) m 

M i
	 . 

where m is a orrnalied eignvector of ITI, the non-negative square root of T*T, 
corresponding to the eigenvalue.a(T) of TI and T. = (1/am (T)) TO.. 

Let N € N and define P v € K(H) by 

PNU = am (T)(u, m ) W.	(u E H). 
In-i 

Clearly, rank PN = N and JIT - PNII = aN+I(T). Since PN (BJf ) can be identified 
with an ellipsoid E in. It2N with semi-axes d 1 (T), a 1 (T), . . ., a(T), 'e claim 
that given any e E (0, aR (T)], PN(BH) can be covered by N, balls of radius e, where 
N, = integer part of 

3a7 (T))2	 .	•-	 - 

Accepting. this for the moment, it follows that T(B,1 ) can be covered b y N, balls 
of radius e + a 1 (T). The choice of e = aN+ I (T) := ' shows that T(B11 ) can be 
covered by Ne balls of radius 2aN.. l (T). Consideration of the inequality N, ^—,, 

•	shows now that e(T)	2a 1 (T), provided that n satisfies inequality (2) This 
'eompletes the proof of the left-hand inequality in (1). 

The right-hand inequality follows since from CARL [1] we have aN+l(T) 
•	X c +2 (J), and by EDMUNDS and EDMUNDS [4], eN+2(I 1'1) = eN+2(T). 

It remains to establish the claim made above. To do this, let S =,{x( 1 )': j = 1, .:., M} 
be a maximal family of pOints in B such that Ixø) - whenever j k. 
Since every ball with centre x0 and radius e/2 is contained in 3/2E, a volume argu-
nient shows that 

M ^ (
3a ) (T)) 2	..	 .	.	 - 

Moreover, the .balls of radius e with centres x( 1 ), ..., x() cover B, for othOrwise the 
maximality of-S would be contradicted. This completes the proof of the theorem I 

We now extend Theorem 1 so that,it applies to maps which act from one Hilbert 
space to another. To do this it is convenient to establish the, following result due 
to H. TRIEBEL and pointed out to us by him. 

Theorem 2: Let T E . B(H 1 , H2 ). Then for all n EN, e(T) = e(T*) = e(JT). 

Proof (Triebel): By the polar deconposition theorem [5], there exists a partial 
'isometry UE B(H 1 ,,H2 ).from (ker T) 1 toimT such that T = U ITI and, ITI = UT. - 
It follows that for all n € N,	 . 

e(T) - e (I T I) hUll = e (I T I),	e (l Tl) ^5 e,,(T) hUSh =
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and hence e(T) = e ( I T I) . Use of the facts that T*	TI U nd ITI = T*U shows
that e(T*) = e (I T I), and the proof is complete U 

Corollary 3: Let T,E K(H 1 , 112 ) have infinite-dimensional range. Then the con-. 
ciusion-of Theorem 1 holds.	 S	 S 

Proof: By Theorem 2, e5 (I T I) = e1(T); also a (I TI) =a(T). These results, to-* 
• gether with Theorem 1, give the corollary I 

3. Examples. To illustrate the usefulness of these results, we give the following 
examples.	 '. 

Example A: Let T € K(H 1 , H) and suppose that for some  > 0, a(T) X n; 
that is; there are 'positive constants c 1 and c2 such that c 1 n	a(T)	c2n for all 
n € N. Then e(T)	n, a result obtained by CARL ([2], Cor. 2) when H 1 and H2 are
Banach spaces withH 1 and H2* of type 2. 

To show this, let N € N and observe that	 - 

S	

'

	 (3c)N 
(N + 1)N

< (ICL)N

 
(N + l) {c T1 (N + 1)1/2 e'} 

(LC2)v C3_.J(N )1  (N + 1)12 ei} 

^ c3 e(N±) (C2)  

Thus	 S	 -	 S 

log {ij 3ai(T)}<KN+K  
,=laN+I( ) 

and hence inequality (2) will be satisfied by an3 n which is a suitably large multiple 
of N. From (1) it now follows that e(T) = O(n). The lower bound for e(T) is 
an immediate consequence of the right-hard inequality of (1) I 

1xample B: Let T € K(HI , H2 ) and suppose that a(T) >< 1/log (n + 1): Then• 
e(T) >< 1/log (n ± 1).	

• 

"
To establish this let N ^! 3. For some constant K ^ 1,	 S 

lpg(3Nfl ai(T)) N log K + . N log log (R ± 2)— log log + 1), 
j= 1 aN+I	 S	 j 1 

and since	•	 -	 S	 , S	 '	 . 

S	

log log (j ± 1)	f log log x dx
logN 

N log log N_L3 log log 3_f_evdy 
• 1093 

•	 -	 S	 S -	 log  
S	

•	 N log log N —3log'lôg3 — fevdy 
• 1093 

S	 •.	

'	 =N(log log N-_-1)-3(log log 3-1), 

15 Analysis BU. 7, Heft 3 (1988)	•	 -	 -
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it follows that for some K1 > 0, 

log (3N 11 
aiT) ^N(1 +log K) + K 1 + N log logN ± 2)). 

log 

Use of the Mean-Value Theorem shows 'that	- 

log log (N + 2) - log log N = 

and so for some positive constants K2 , K3, 
I.Na(T)\ 

log (3N JJ '	) K 2N + K3 for all N 3. 
\	a^1(T)j 

The result now follows in the same way as Example A I 

Example C: Let T E K(H1 ,H2 ) and suposethai/or sonwa > O,a(T) x
(Log n 

Then e(T)	
(lony.	S	

- 

This is established by using techniques similar to those in Examples A and B I 

Example D: Let p, q E N, n =p +q, a >0, a'-> O. Denote points of R' by 
(x, y), where x	(xi ) . E RP, y = (y,) E Jt , and let V: R'2	R be defined by 

•	 -	S	
-	 q' 

V(x, y) = 1x10	
,	

where jxi	jx, ly l = X lyl. 
1=1 

Let'

	

	 -	- 
= {u € W1 .2 (Rn): Vu E L2(W')}. 

Endowed with the norm 

lu I H II := [ftu I W12(R)II2 + II Vu I L2(R)1I21112, 

•	H. is a Hilbert space. DESPLANCHES has proved in, [3] that the ktt1 approximation 
number ak(I) of the embedding I: H'' -i- L2 (R') has the following properties as k -* co: 

if qa <pa' 

ak(i) X (k- 1 log k)°IP' +°') if qa = pa'	
0 

if qa > pa'.	-	- 

it follows immediately from Examples A and C that the entropy numbers ek(I) have 
•	exactly the same properties. 

Other- inequalities connecting entropy numbers and approximation numbers may 
also be obtained. For example, an obvious adaptation of Proposition 2.d.3 of KöNrn 

[5] shows that the following holds.	 - 

Theorem 4: Let  € K(H) be self-ad joint. Then for all k € N, 

1k	ek+I (T)	6lk 
where

- 14 = sup 12-k/2t3 (Ha.(T)) : n- E N. 

Corollary 5: Let T€ K(H 1 , H2 ). Then the conclusion of Theorem 4 holds.
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Proof.: Simply combine Theorems 2 and 4 I 
Corollary 6: Let T E K(H1 , H2 ) .' Then (a. (T)) € 19 i/, and only if, (e,, (T)) .E 
Proof: Similar to that of Corollary 2.d.3 of Köwio [5] I - 
Acknowledgement: I am grateful to Professor H. Triebel for his most helpful com-
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