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On the Nonlinear Boltzmann Equation of the Carrier Transport 
in Semiconductors II: Numerical Approximation of Solutions') 

M; HANKE 

• Zur numerisehen Losung ciner speziellen Form der stationhrenBoIt .zmann-Gleichung wie man 
sie in der Transporttheorie in Halbleitern benutzt, wird em. KollOkationsverfahren vorge-
chlagen und dessen Konvergenz bewiesen. 

llpeJu1araeTcR.MeT0 iomioscaiiiu juin 'nieJieHiloro peiueus cauiioapiioro ypaeisn 
BoJIbEMaHa dneIuaJ1bHoro BHJa, B03IIHH}011O B T0III4 paucnopa HOCIVreaetk aapnja s 
n0JIynp0B0}1I1H0B, n oxa3bIBaeTcn Cx0HMoCTb aToroMeToJa. 

A collocation method for the numerical solution of a special kind of the steady-state nonlinear 
Boltzmann equation used in the transport theory in semiconductors is proposed and the con-
vergence of the method is proved. 

This paper is concerned with numerical methods for solving a special kind of a Boltz- 
mann equation, which is used in the carrier transport theory in semiconductors. In 
Part I of this paper [12] we formulated this equation as an operator equation in suit-
able anisotropic Sobolev spaces and proved the existence and uniqueness of solution 
under rather general suppositions. Two cases were distinguished : .in a first case we 
assumed that no carrier sources or sinks exist, in a second ease we took sources and 
sinks into account.	 - 

In case of small carrier concentrations it is convenient to use a linearized form of 
the Boltzmann equation in order to describe the transport phenomena adequately 
[16]. There are already some works which are devoted to the solution of the linearized 
euation. The methods used are: Expansion of the solution into a Fourier series with 
respect to Legendre polynomials and truncating after a finite number of members 
[7], Monte Carlo methods [5, 14], transformation of the equation into an integral 
equation and computation of an eigensolution [3, 16, 18, 19], finite-difference methods 
[1, 15, 25-27]. If the solution is expanded with respect to Legendre polynomials, 
the coefficients satisfy a system of ordinary differential equations. This system has 
a satisfactory solution only for small numbers of coefficients. The use of more coeffi-
cients leads to inaccurate results: The Monte Carlo techniqueis used for investigating 
many substances. But for computing a sufficiently accurate solution a high-computa- 
tional expense is necessary. The finite-difference method and the integral-equation 
method are closely related. Essentially they differ in the derivation and representation 
of the difference equations.	 - 

The finite-difference methods turned out to be favourable. In our paper we intro-
duce a special collocation method. This method is constructed in such a way ,that 
close relations exist to finite-difference methods. As basis functions we use tensor 

') Part ' I: Existence and Uniqueness of Solutions is published in issue 4 (1988) of this journal.
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products of piecewise linear spline functions:The set of collocation conditions consists 
of pointwise conditions and averagingconditions (subregion method [17, 24]). We 
prove the convergence of the method by means of a discretization theory developed 
by STUMMEL [21] and VAucIKxo [23, 24]. For the solution of the discretized equations 
it is appropriate to use multigrid methods. A convergence proof can be found in [11]. 
Numerical results using models of p-type germanium and p-type tellur are contained - - 
in [8-10]. Section 1 . summarizes the suppositions and-essential results of-Part I of 
this paper [12], which will be needed in the following. In Section 2 we construct the 
discretç approximations of the Banach spaces used. We prove a general prinpiple for - 
constructing discrete approximations of spaces C(K, Z), where K is a compact set - 
and Z is a Banach space, supposed that we have discrete approximations of C(K) 
and Z: Section 3 contains the convergence proof of the collocation method if carrier 
sources and sinks are taken into account (Case (II)), whereas we prove the convergence - 
for the equation free of sources and sinks in Section 4 (Case (I)). All proofs will be, 
doneusing a 2-dimensional phase space. This is due to the expensive-notations. But a 
thorough analysis of the proofs shows that the results are valid in higher-dmcnsional 
phase spaces, too.	 -	 -_	- 

Acknowledgeme?it. I am indebted to my colleagues at the Division of Numerical. 
Mathematics and especially to W. Wendt for many helpful discussions during the pre-
paration of my thesis.	 -	 - 

1. Summary of results from Part I  

In thig Section we summarize-the suppositions and essential results of Part I of this paper [12] 
in order to facilitate understanding. For a detailed discussion of these facts we refer to [12]. 
Finally, we quota some results of a discretization theory [21, 23, 24], '.'hich will be used exten-
sively in the following.	 - - 

We investigate the equation 

F--u+c1u=g	 -	 - 

-	
-	+ f {W( •; k') (1 - u) u(k')— W(k'_ . ) (i - u(k')) it} z(k') dk'	(1.1) 

C	 -	 - 

subject to the boundary conditions	-	-	 - - 
-.	-

 

u(— 1, t)	u(1, t) for all 1 € 02 .	 (1.2) 

LetG = I x 0, I = (-1, 1) R (1 > 0) and 02 9 R'' open and bounded. Further-
more, let k = (x, t) € G where x € I and t E 02 . Suppose z € C(G),z(x, 1) = z(t) > 0 
almost everywhere. Let F € -It, F > 0 b fixed. The integral kernel W has the form 

W(k, k') 
8=-? 

K8 (k, k') o(E(k) - E(k') + 08).  

- E € C'() Js a given function (level structure), and 'w08 € R. Examples are found in - 
[12]. A definition of theintegrals with the kernel W is also given in [12]. We distin-
guish between' two cases:	 - 

-	(I)	c 1 0,g0.	-	 -	- 
-	

(II) c1 (k) ^ 0	for all	k € 0,	0.	 -	-	- - -
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• We introduce the Banach spaces X and Y: 

H'(I).= {v E W1.2(1) I v(—l) = V(0), 
•	x = c(G, H'(I)),	Y = c(d2 , L2(I)). 

Here, for a compact set K and a Banach space Z, C(K, Z) denotes the..Banah space, 
equipped with the supremum norm, of all continuous mappings defined on K and 
mapping into Z. The norms in W"2(I) and L2 (I) are denoted by . and 1 r- Jj o j respect-
ively. The following continuousimbeddings are true: 

X—C(G)—Y--*L2(G).	
0 

We denote the Banach space of all continuous linear operators. defined on X and 
mapping into V byB(X, Y). Let B0 (X, Y) 9 B(X, Y) be the subspace of all compact 
linear operators. If Z is a Banach space, let 1z be the identity mapping of Z. For 
A E B(X, Y), N(A) and R(A) denote the kernel and the range of A, respectively. 
Let c 1 E V. We define the following operators for all u, v € X (Ic, Ic' E G): 

Au(k) = F

	

	u(k) + c(k) u(k), .	.	(1.4)

ax 

C,= CO + c 1 , 1	c0(k) C W(k', k) z(It') dk', 

Bu(k) =f W(k, k') u(k')z(k') dk',  

Bu(k) =f (W(k', k) - W(k, Ic')) u(k') z(k') dk';	• •	 •	 (1.6) 

, Cu(k) =u(k)Bu(k),	.	 (1.7) 

Tu=Au — Bu — Cu,	 .	•	 (1.8) 

Ic') = W(k, Ic') + (W(k', Ic) -' W(k, k'))u(k),	•	 (1.9) 

a	
0 

AvF —v+cuv, Ox 

Cu = C l + co,	c0(k) = f W(k', Ic) z(k')dk', 

• Bv(k) = f W(k, Ic') v(k') z(k') dk'  

Equation (1.1)—(1.2) is equivalent to	 0 

Tu = g, u € X. • . (1.11) 

Moreover, T is analytical and it holds that T'(u) = A - Bu. Suppose that there is 
a d € R such that.  

f C(x, 1) dx :^i d > 0	for all t € 

'. in the following, an eigenvalue of (A, B) is a 2 € C such that the complex ified opera-
tot A - AR has a nontrivial null-space. Under additional assumptions on. 0 and E 
given in Part I the following theorems-are true.	 /
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Theorem 1.1: There are constants a < 0 and r> 1 such that for all u € D 
:	€ X I a < u(k) < r for all k.€ G), it holds: 

(i) A u E B(X,Y) is bijective and B € B(X, Y) is compact. 
(ii) For all z E C, the corn plexified operator A u - zB is of Frédhoim type with index 

zero. The eigenvalues have no finite point of accumulation. 
(iii) There exists an eigenvalue ) 0 € R possessing the properties: 

a) A > 0 and 21 > AO for all eigenvalues ,U+ ). 0 of (A n, Be). 
b) ).0 is algebraically simple. The eigenvectore € X belonging to 2 can be chosen to 
be strictly positive, i.e. e(k) > 0 for all k € 0. 

(iv) 1n Case (I) 2 = 0 1 holds, whereas 2 > 1 in Case (TI). 
Theorem 1.2: In Case (II) we have:	 - 

'(I) Let •u € D and Tu = g Then there exist open neighbourhoods  X, V Y of 
u, g, respectively, such that T = T lu : U —± V is bijective and T- 1 is continuously 
differentiable. 

(ii) There exists ó > 0 such that the equation Tu = g has a solution u'1' € D for all 
g€ Yjgjy<ô. 

In Case (I) the derivative T'(u) = A — B is singularfor every u € D because of 
Theorem 1.1. But it holds

/ 
Lemma 1.3: Let	 I 

0	 {v € 'Y if (k) z(k) dk = o}.	
0	

(1.12) 

Then, in Case (I), T'(u) X = Y' for all u € D and TX	Y'. 

Therefore, we introduce the following notations:	0 

0	
0	

0 e* EX*,	(e*,u):=fu(k)z(k)dk,	

Tn	 0 

H:XxJt— . YxR,	H(u,p)
(e*,u_ P1 

Instead of (1.1)—(1.2) we -consider the equation I1(u, p) = 0. 

•	.Theorem 1.4: Let Prnax =(e* , 1) andD' = {u € X0	v(k):E^ 1 for all k€ G}. 
• In Case (I) it holds: 

• (i) -- II(u, p) is bijective for all (u, p) € D x R.	
0


(ii) There is exactly one analytic solution path u*: [0, p 0>J . —± D' of H(u, p) = 0 - 
with u*(0) = 0 and U	a *(pmx) = 1. Moreover, the equation H(u, p)= 0 has no further 

0	 solutions in D' X [0, Pmaxl	 ,. 

Regarding Theorem 1.4, the following representation of the Boltzmann equa-
tionis appropriate in Case (I):	

0 

Z C([0, Prnax], X),	/ = C([o,	F X R),	
113 

0 

:7/,	u(p)=H(u(p),p).	 (	0


(1.1)—(1.2) is replaced by cTu = 0.
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Corollary: The equation Tu = 0 possesses exactly one solution u E 2) := {u EYI 
u(p) E D /or all p E [0, Furthermore, the derivative Y'(u) is bijective for all 
u E 2). 

Let im be a directed infinite index set. Let Z 1 , Zs,Zjh, Zsh be Banach spaces for h E Im. Let 
4(Z1 , JJZlh, P) and 5A(Z2, HZSh, Q) be discrete approximations of Z1 and Z2, respectively. 
The discrete convergence shall be defined by restriction operators P = (Ph ) hElm and Q = (Q)hEIm. 
Let A € B(Z1 , Z2) and A,, E.B(Z 1,,, Z2h) be continuous linear operators. The sequence (A,,) 

..converges discretely to A if and only if this sequence is stable and consistent with A. The. 
'sequence (A,,) is called inversely stable if there are h0 > 0 and > .O such that, for all j hj < h0, 
Ac' E , B(Z2,,, Z1 ,,) exists and IIAc'II . Obviously, a sequence (A,,) of Fredholm operators 
with index zero is inversely stable if and only if there are h0 > 0 and y > 0 such that y IIu,jiz, 

II A ,,u,,IIz, for all jhj < ho andall u, E Zth . The sequence (A,,) is called regularly convergent to 
A if (A,,) converges discretely to A and every bounded sequence (u,,) € JJZ 1 ,, is discretely com-
pact if (A u) is discretely compact. In the following we denote the discrete convergeiice and 
the convergence in norm by the same symbol "-±" since there is no fear of ambiguity. The 
notation 51 -+ u (4 € Im')" denotes the convergence of the subsequence (U)eim' for Im' Im. 

Theorem' 1.5 [24]: The following propositions are equivalent: 
(i) (A,,) converges to A regularly, A,, (4 € Im) are of Fredholni type with index zero, N(A) = 101. 
(ii) (A,,) converges discretely to A, (A,,) is inversely stable, R(A) = Z2. 

Theorem 1.6 [24]: Let T: D	- Z2, T,,:D,,	Z111 --Z2,,,g E Z2 and (g,,) E 17Z211. 
Let the following be fulfilled:	. 

(I) The equation Tu = g has a solution u E D and T is Frechet differentiable at u*., 
(ii) There is a 5 > 0 such that the operators T,, (4 E Im) are Frechet differentiable in the corres-

ponding balls HUh - P,,u*IPz,h 5 6 of Z1,,, and for any e > 0 there is a 61 € (0, 6) such that, for 
every hE Im, IIT,,'(u,,) - T,,'(P,,u)II ;5 a whenever 1 1 Uh - PhU*lIZh 

(iii) II T,,P,,u - g,,Ilz,,,	0.	 5	 - 

(iv) (T,,'(P,,u))ejm converges to T'(u*) regularly, T,,'(P,,u*) are Fredholn operators of index 
zero, N(T'(u*)) = (0}.	. 

Theh there exist h 0 > 0 and '6o E (0, 6) such that the equation' Tu = g has, for I hI < h0, a 
unique solution u," in the ball IIUA - P,,u*IIz, 0 < 60. Besides u,,* u with an 'error estimate 
(c,,c2 >0):  

c, IT,,P,,u* - g,,llz. 0	lu,, - P,,u*jpz, h	c2 IiT,,P,,u* - g,,Ilz,., 
Theorem 1.7 [28]: Let K	ItIn be compact. Let (A,,),,u m be a sequence of operators A:


K -* B(Z1,,, Z2,,) with the properties: 
(i) (A,,(t)) im is inversely stable for all t € K. 
(ii) For all .t € K, (t)in 9 K, and every bounded sequence (u,,) E 17Z1,,, (A,, (t) - A,,(t)) u 

_.0ifth_-^-t. 
Then there are h0 > 0 and y > 0 such that y IiU,,hIZ ;5 IIA,,(t)u,,lIz,,, for all Uh € Z 1,,, t € K' 

and Jhj <h0. 

2. Discrete approximation of anisotropic Sobolev spaces 

Now we introduce the discrete approximations of the Banach spaces X, Y and .7', /, respec-
tively. At a first stage, we prove a general method for constructing approximations of spaces 
,of the kind C(K, Z) by means of tensor products. Then, using spaces of piecewite linear resp. 
constant spline functions we obtain the desired discrete approximations. 

Tensor products of Banach spaces are well known (cf. e. g. [6, 20, 22]). We use the notation 
of [20]. Let C and Z be Banach spaces. First, we define the product space C 0 Z: Consider the 
set

M={EX1®YJmEN xi €CY,EZ}	
0
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in which for twoe!emcnts the addition and multiplication by a scalar oc E H are defined accord-
ingto

Xj Y) +	xi,(®) = xi®yi m^m' 
7 = 1	 7=1	 j=1 '	)=m+1 

axi (D i) =E(ax,)®y. 

We introduce an equivalence relation in Al calling the two element above equivalent if 
a) m' = m, and x1 = ax',	= y-' for some aE R or	= X,(j). y1' =	for some 

permutation rof{1,...,n}(j=1.....m),or 
b) m' =m +1 and Xj ' =x•, y,' =y (j=1,...,m— 1), and ym'=y==yrn, 

•	 xm = Xm + Xm'	 x' ,== Xm, !lm = !Im + Ym,, 

or if one element can be transformed into the other by a finite number of successive applications 
of these rules. Then, by definition, C 0 Z is the related factor space of M in which we introduce 
the following norm (A-norniln'the notations of [20]): 

x ® y	= sup	I(xi) g(y)	/ E C, g E Z, Il/Il ='lIgIl = 
j=I	 C®Z	 j=1	

I 

Finally, the tensor product C ® Zof C and Z is defiiied by the completion of C 0 Z in the norm 
IHlc®z	-. 

- The following lemma is well known (cf. [6, 9, 22]). 

Lemma 2.1: Let K c R be a compact set and Z a Banach space. Then C(K) ® Z 
C(K,Z).	 • 

Let C and Z be further Banach spaces, R: C—	and `S: Z -	be given linear 
operators. The product R® S: C 0 Z	defined by 

(R (D S) ( 2;' x ® y,) = 2;' (Rx,) ® (Sy1) 
\ j=1	,•	I	i=1 

isa linear operator. If Rand S are bounded, then R ®S is so, moreover, MR 0 S) 
= IIR II ISH, and its unique extension R ® S onto - C ® Z . is clled the'tensor product 

• ofRandS. 

Theorèm2.2: Let KcRo be a compact set and Z it separable Banach space. Let 
• Jt(C(K),. /7 C, R) and 4(2, /7 Z, S) be discret'approximatioms of the Banach spaces 

C(K) and Z, respectively. Every operator R and S be linear. Then, c/L(C(K) 0 Z, 
/7 C, ® Z, (Rh (D Sn)) is a discrete approximation of the set 0(K) 0 Z, which is dense 
inC(K,Z).	• 

Proof: It is sufficient to show that, for every x € C(K) ®Z, 

II(Rh 0 SO XIIChØ	- IIXIIc(Kz) .	 (2.1) 

Let x =2;' x1 ® y,. For every e > 0, there are functionals f € C(K)* and g E Z* 

such that IIfII = IIII = 1 and 
m 

1k!CC(K.Z) - 2;' /(x,) g(y,) < e. 
j=1 

since C(K) and Z are separable, there exist functionals / € Cl, * and gj, E Zn* such 
'that	I, Il/II - ItfM, g	g, 11gt,11 -	(h E Im) ([23: Theorem 1(37)]; Here.
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denotes weak discrete convergence). Hence, 

lim ii ICR5 0 S5 ) XItC,ØZh 
h(lm	 helm	lush hlg5hl 

^/(xj)g(yj) _^llxhlc(K,z)	 S 

Therefore,	h(R4 0 S) XIICh®Z,	hlx IIc(K.z) . Suppose now that IimjI(R5 0 S) XIJc,1®z, 
helm	 helm 

> hIhICK Z)• Then there would be an e > 0, a subsequence Im' 9 Im andfunetionals 
f, E Cl,*, g,, E Z5* (h E Im') which 111h11	I19511 = 1, 

IhhlC(KZ) ± e (hE IM').	 S 

As C(K) and Z are separable, there are functionals f  C(K)*, g € Z, as well as a 
subsequence Im"	Thi' such that /h -,/, g5	g (h € fm") [23: Theorem 1(47)]. 
Using 11/I1 1I/,1 = '1, hlhl	lini hh g5hl = 1 we obtain 

hElm"	 hElm"
-I 

llXlhc.z + e	liZ /5(R5x) g5(85y1) 
helm" j=1	. 

•	 S	

.• T	fx,) g(y,)	hlxhhc(K;z).	
S 

This contradiction proves (2.1) I 
When constructing concrete approximations of a Banach space E it is possible, in most 

cases, to define the restriction operators S5 on a dense linear manifold Ed E. But there exists 
an extension of Sh onto B such that 4(E, 17E5 , 5) is a discrete approximation of E. This exten-
sion is uniquely determined up to equivalence. Usually, the operators Sh are linear such that 
the extensions can be chosen to be linear (not necessarily bounded) [23: Theorem 1 (18)]. 
Hence, the supposition on the linearity of the restriction operators in Theorem 2.2 is often 
fulfilled.	.	 S	 .	 S..	 5 

0•	

I 
If CA 9 C and Z5 Z are subspaces, C5 0	can be viewed as a linear subset of 

C ® Z. Let x 
= + 

x1 ® y E C5 0 Z5. If € C, then /ICh € C5* and lhticIl	11tH. 

Therefore, hhx lJcØzh	!IxhIc®z . Let / € C5*, g E,Z5* such that I jxIlCh®z -	1(x1)


X g(y1 ) /(IhflI IIM) <. By the Hahn-Banach Theorem, there exist extensions / € C, 

.E Z. such that Il/Il = Il/Il, jjqjj = 11g 1j . He
n
ce, IhXhICh®Z	llx lIc®z . Consequently, 

C5 ® Zh is a subspace of C ® Z.	
S 

In connection with projection methods the following theorem is useful. 

Theorem 2.3: Let K c R" be a compact subset and Z aBanäch space. Let cs4(C(K), 
1IC5, R) and c.4(Z, 17Z5 , S) he discrete approximations of C(K) and Z, respectively, such 
that, for all h € Im, C	C(K) and Z5 9 Z are subspaces and	 . ( 

a)Rh € B(C(K), C5), II R5X — xhlc( K ) -+0 for all x € C(K),	 . 

b) Sh E B(Z, Z5 ), II S5y — Yhlz -±0 for all y € Z.	 . -
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Then, L(C(K, Z), UCh ® Z, (Rh ® Sb )) is a discrete approximation of C(K, Z) with 
the properties 

(i) Rh ® Sh E B(C(K, Z), Ch ® Zh ), h E Irn. 
(ii) II(Rh 0 S x - 'X IIC(KZ) — . 0 for all x € C(K, Z). 

Proof: It is sufficient to show (ii) for x € C(K) (D Z since the sequence ( j IRh ® $') 
M 

is hounded because of a), b). Let x = ' x1 ® y. Then 

(Rh ® SO x - XJfc(Kz) 

_F II( R	Sb) (x1 (@ y) - x5 ® YJIIc(x.z) 

-'	
(IRx, - XjJIC(K) I ShYjIIZ + IxjHc ( K ) 1I5hYj - yi IIz) - 0 

Let us remark that the above construction can be applied recursively. If I, J	R 
are compact intervals, then C(I) ® C(J) = C(I x J) [6]. 

For 'our purposes we use the construction principle according to Theorem 2.3. We 
confine 'ourselves to the case of the two-dimensional Boltzmann equation, i.e. 
G2 = (a, b) R. This is mostly due to the complicate notation. The results are 
easily extended to the higher dimensional case. The Banach spaces C[a, b], H 1 (a, b), 
L2(a, b) are approximated by spaces of spline functions. Let i, o be given grids where 

(2.2) 
o:a=t 1 <t2 < ... < t=b. 

We define the following B-splines: 

B: (x)' - J 1, x E [x_ 1 , x)	fi = 1, ..., m 
10, otherwise	 x E I 


x—xi_1
'x E [X i-" x ] 

x—xi_1	
[xg_

 
•	 iz=0...m B 2 (X)= x• 1 - x	 I x E [x i , x1] -	 x € I 

•	 XH1Xi 

-	0, otherwise	• • 

t E [t1_ ] , t]	 •	• 

ti+l_i1t•	
n' •	B,3(t) =	 ,	I € [t,,	 \ t € [a, b] 	- j+1—ti 

•	'
 

10,	otherwise 
Now, let  

Sp(t, 1) = un {B11 I i =, 1, . . ., rn} ,	 • 

Sp(,2) =	 aE R'

	

(i = 0, ...,m), a,	Cv'n

•	S - 

•	Sp(o, 3) = un {B, 3 I j = 1, ..., n}.	 ' -
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• Denote by Irn a directed infinite index set. Let, for every h E Im, grids (h), e(h) be 
given according to (2.2). We denote 

LJx(h = max {x — x_ 1 },	Vx(h) = mm (x 1 - x1}, 
1^i!9m	-	 1Sm 

ii(h) = max {t1 — 

'Suppose, that there is an ' R such that Lbi(h)/Vn(h) !E^ x for all h € Im. If h € Irn, 
let IhJ max An(h), 4(h)}. We assume h — . 0 (h € Im) to hold. The dependence of 
the knot sequences 'r(h) and (h) on h will not be noted for the sake of simplifying the 
notations. Let,. 

Ch = (Sp(e(h), 3), II . IIC(a.bi),, 
Lh- = (Sp(-r(h), 1), .	,  

..	W,, = (Sp(x(h), 2), II.  
We choose the restriction operators as follow:	- 

Rh: C[a, b] - (J,- . R,u = + u(1 1 ) B13 ,'. 

Sh : L2(I)	L,4 ,	Shy =E (x - x i)fv() dB1, 

Sh I : H'(!)	Wh ,	Shlu =E u(x 1 ) B12 .	 .' 

The following lemma is well known (cf. [2]). 

Lemma 2.4: We have:  
'(i) Rh € B(C[a, b], Ch ), 11Rhu — UICLa.b1 - 0 /or all u € G[a, b]. 

(ii) Sh € B(L2(I), Lh), IIShV' — vu0 -> 0 for all v E L2(I).  
(iii) Sh l . € B(H'(I), Wh ), IISh,I U - uIIj - 0 for all u € f(,,,'(I). 
Let  

Xh =Ch ®Wh ,	Ph=Rh®Shl, Yh=Ch®Lh, .Qh=Rh®Sn. 

Corollary 1: c4(X, [JXh, (Ph )) and it(Y, fJ Yh, (Q)) are discrete approximations 
'of the Banach spaces X and Y, respectively, by subspaces. Moreover, Ph € B(X, Xh), 

• Qh E . B( Y, Yh), II PhU — u lIx -* 0 (hE. Im), IIQhv — 	0. 

The operator Qh has for v € Y the representation 

Qv =	E (x 1 — x 1_ 1 ' fv(,t1) dBJ3B11 .	 (2.3) 
1 = 1 j = 1	 - 

In order to solve the Boltzmann equation iii Case (I) it is necessary to approximate 
the Banach space Y' x IL If we want to preserve the bijectivity of aH(u, p)/&u 
(Theorem 1.4(i)) while dicretizing, we have to ensure the condition dim Xh 
= dim ( Y 'h x R). Therefore it is appropriate to approximate Y" by spaces Yh'	Yh 
with codirnensiori 1. We choose Yh'	Y, n Y'. Let a sequence (eh)/,Elm	Yh, having

the' properties  

e 5 (k)	0 (k E 0), 
• f e4(k) z(k) dk = 1,	eh -. e € Y



462	M. HAKE 

be fixed. Now, set 

Vh E B(Yh, Yh '),	V,v = v	f v(k) z(k) dk eh, 

Qh = VhQA.	.	 '. 

Corollary 2: .4(Y' x R, U(Yh ' x R), (Qh X Is)) is a discrete approximation. of 
Y' x R. Moreover, Qh x 'RE B(Y' x R, Y5 'x R)and ll(9h X -(R) (V , CO - (v, a)IIy'a-*0 
for all v E Y' and N E R.	 .	.	. 

Finally, wedefine	 . 

Y	C[O, pmax]VØ X4 ,	 ® Ph,	 S 

Yh = C[0 , prnaxl ® (Y' >< R),	Ch	'cIo.pm..j 0 (Q< R) 

Corollary 3: cI,UYh, (Qh)) and it(y, TJYh, (9h)) are discrete approximation 
of the Banach spaces 2- and. Y 

'
respectively. Moreover, dah E B(.T, Yh), 2h E B(, Yk) 

- lk4u — u 112- —0 and 110,,v - vily-* 0 for all u E 2 and alt-v.E Y. 

3. Discrete approximation of the Boltzmann equation in Case (H) 

In this section the collocation method is introduced and its convergence will be proved. 

The operator. Th := QhTlx, hE Im, describes the diseretization of the Boltzmann 
equation (1.1)—(1.2) in Case(TI).Namely, if g, E 1',, is an approximation of g E Y, 
e.g. g, = Qq, (1.1)—(1.2) is approximated by the equation 

Thuh =gh .	-	-	 V	 (3.1)' 

If Uh = Qg, (3.1) is equivalent to Qh(TiA —g) = 0, Uh EXh. Regarding the represen-
tation (2.3) of Qh, this is quivalently given by  

	

t1 ) — g(,t1 )) d	'0	(Uh E Xh; 	). 

These are the collocation equations, where averaging conditions (in -the x-direction) 
and pointwise conditions (in the t-direction) are, used. 

We recall that'the operators A u and B,, are.defined by (1.9)—(1.10) for u E X. 

•	Lemma 3.1: Let u, uh E X (h E Im) and J1 u' — ?Jljx -->- 0. Define' Bh U = QnBuhlx. 
Then, the sequence (Bh.u ) h(/ m is discretely compact and consistent with B. 

	

Proof.: For all;v E X it holds	 /	S 

ll(B	.Bh) V ll y = ll(u - uh) Bv lIy	a lu.	uh ll x llvilx .	.	. 

Hence, JIB. — BU llB ( x, y ) -*0. By Corollary 1 of Lemma 2.4, the sequence (Q) is 
- bounded. Using Bh.,.v = QhBUV + Qh(BU. — B,.) v for all v E Xh and Theorem 1.1(i) 

we obtain the assertions I	 .	. .	 .	 . 

Lemma 3.2: Let u ED; uh E X (h E Im) and llu' — ulIx –* 0. Define Ah,. = QhAuhIxh. 
Then (A h ,.) cOnverge regularly to A,, N(A u ) = { 0}, and every operator A h . 0 is of Fred- - 
hoim type with index zero.	 /
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Proof: (i) N(A) = (0) is a consequence of Theorem 1.1: .Becau'se of dim'XA 
= dim 1',,, for all h, every operator A A is of Fredhplm typewith index zero. It holds 

A,,) V l y = II(co.,, — co . .,,) VIly 

-	
y II co,u -	y IIvIIx	y IIB (u' — U ) l y I lVIIX 

y huh - ubhx hhvhhx 

for all v € X. Therefore, I IA Uh - A UhhBX.Y)	0. By Corollary 1 of Lemma 2.4, the 

sequence (A hU ) is stable and consistent with A,,. Hence, A A ,,- A,,. 

(ii) It remains t' show that the sequence (A,,,) conveges regularly to A,,. For 
E [a, b], let; A,,(t) € B(H1(I) , L2(fl) and A,,,(1) € B( WA, L) (h € jm) be defined by 

A,,(t) v = A,,w( ., t),	w(x, 1) = v(t) 

A,,,,(t) v1 = A A ,,wA(, 1),	Wh(X, t) = vA(t) ' (x E I). 

Since A u (t) is bijective, N(A,,(t)) = (0). Because of dim WA = dim LA , every 6perator 
A h ,,(t) is ofFredholm type with index zero. Now, let vA E WA and v € H I(I) uch 
that vA — v. Therefore, the elements WA and w fulfil wA - w. Hence, 

IA A (t) VA - A(t) vII 0 < sup hIA h.U(s ) VA — A u (s) v 
8E(O,bJ 

= IA AUwA - A,,whhy -±0 
• since by (i) AhU —> A,,. But this implies A A ,,(t) -* A u (t) for every I € '[a, b]. 

(iii) Now let vh € WA , IIV,,111 !E^; x < oo such that the sequence (AA:U(t) VA) is discretely 
compact.. Since the sequence (VA) is bounded, it is precompact in C(I). Therefore, 
{c,,( . , s) VA I h E Im} is precompact in L2(I) for every s , [a, b]. Because of 

s) VA — vhI	II(c,,L s) T c(, s)) vo + IIc,,( s) VA	vj 

yx hIc,,(, a)	c,,(, S )110 .+ IIc,,(, s) — V 110- 
for every. v € L2 (J),	 - 

{c,,i( . , ,$) vA I h € Im) is precompact for every a € [a, b].	 (3.2) 

(c,,) is a convergent sequence, therefore, it is also precompact. By the Theorem of 
Arzela-Ascoli [4: Theorem 7.5.7], the set (c,,) is equicontinuous with respect to a. 
Now, the set M = ( C,, ftwh h € Irn) is equicontinuóus with respect tos. Together with 
(3.2) we obtain by the Theorem of Arzela-Ascoli that M is precompact in Y. Since-the 

•sequence (QA) is stable, QA (M) is precompact. Moreover, the set{Q Ac,,wA (t) I h € Im} 
is precompact. Using the discrete compactness of (A A ,,,(I) VA) we conclude that the 

• sequence (FVA ' )A€Jm is discretely compactin .4(L2(I), liLA, (SA )) (cf. (1.4)). The bounded-
ness of (VA) in H I (I) implies the precompactness of (VA) in L2(I). Hence, (VA) is dis-

• cretely compact in 4(L2(I) , [./LA ,. (Sn)). Summarizing we obtain that (VA) is discretely 
compact in jt(Hp '(I),JJWA , (SA,I )). Step, (ii), of the proof and Theorem 1.5 provide' 
the inverse stability' of the seqUence (AAu(I)). 

(iv) Now, let I € [a: b] be fixed and (th )ñ€im	[a, b] a sequence such that t" -± I. 
Moreover, let (VA) € -JJW,, be a bounded sequence. We will investigate the sequence 

- ((A A ,,(t")	A A .. U (I)) VA)AEJm. Let 

=fc,,,1i)VA()d	
( = : :::::)•	•
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We fix j, j(h) € (2, 3,..., n), such that I € [I_', t i ], th € [tj(h) .-i, t) (h)]. Using (2.5) we 
obtain 

I	II(A.u(t) - Ahu (th )) VhIIo2 
in

(xi'- X _,)' (2 max flaij- i.j(h)I, Iij  

Ji.j-i	i.j (h)I IJ_1 -	i.j(h)-1 I} )2 

(c) is a sequence converging in Y, therefore, it is equicontinuous in particular. Let 
e > 0 be given. Then there is a 6 > 0 such that jIc(., s) - C.4` 1 2)I11 < e for all 
81, 82 E [a, b] such that Is, - 821 < 6 and all h € Im. Choose h0 > 0 such that, for all 
h €-In with lh < h0 , it holds that max {t - t j(h)I, 1t 1_ 1 - t/(h) l, lt 1 — t., (h)_ i I, Iti 
- t j(h)-1I} < 6. This is possible because of t' - I and IhI -.- 0. Hence, for all 1, 1' 
E {j, j - 1, j(h), j(h) -

1/2 

- 1i'I	y II V !!i (x 1 - x 1 ) 1 I 2	(c(, t ) -	t1))2 d) 
Xt-

If IIV,lli	x, we have 

II(A h,u t) - A hU (thi )) vIIo2 

24y (vh II 1 2 f	t,) - c, t . )) d :E^ (2yxe)2. 

Therefore, (A hU(t) - A hU (t')) Vh - 0 
(v) Because of dim Xh = dim Y, every operator Ah, U is Fredholm type with index 

zero. Using (iii), (iv), and Theorem 1.7 we obtain the inverse stability of the sequence 
(A hU ). Now, A h . 0 converges regularly to A by (i) and Theorem 1.5 I 

After this prparation we are in the position to prove the main theorem of this 
section on the convergence of the solutions of the discrete equations (3.1) to the solu-
tion of (1.11). 

Theorem 3.3: Let the suppositions of the Case (11) be fulfilled. Let u € D and g € V 
such that Tu* = g. Moreover, let (g,,) € [JYk be a sequence such that g -* g. Then there 
exist h0 > 0 and 6 > 0 such that, for every h € Irn with1 lhl <h0, we have: 

(i) The equations ThUh = gh have unique solutions Uh* in the balls defined by 
II PhU - UhIJX <60. 

(ii) These solutions fulfil uh* --->- u'. Furthermore, The following two-sided error esti-
mate is true (c1 , c2 >0):	 - 

Cl IlTPu" -	Juh* - Pu"	c2IIThPhu* - ghlly. 

Proof: The statements are consequences of Theoiem1.6. Obviously, assumptions 
(i) and (iii) of Theorem 1.6 are fulfilled. Assumption (ii) of Theorem 1.6 holds, since 
Th '(uh ) = QhT'(uh )Ix h (uh € Xh ; h € Irn) and the sequence (Qh)iulm is bounded. By 
Lemma 3.1 and Lemma 3.2, Th'(Phu*) converges regularly to T'(u*) [23: Theorem 
2 (55)]. N(T'(u*)) = (0) because of Theorem 1.1. Obviously, every operator Tn'(Phu*) 
is of Fredhoim type with index zero. Hence assumption (iv) of Theorem 1.6 is fulfilled, 
tool 

It remains to solve the discrete equations (3.1). Under the hypotheses of Theorem 
3.3 the Theorem of KANTOROV16 [13: Theorein XVIII. 1.6] applies such that the
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method of Newton-Kantoroviè is appropriate for sot ving.(3.1). Since sufficiently fine 
grids lead to high-dirrensknaI discrete problems, the expensa for solving the arising 
linear systems 'of equations becomes considerable. 'Thè'special structure (1.3) of the 
integral kernel W does not lead to full matrices certainly, nevertheless, there are 
relatively many non-zero entries. Therefore it is advisable to use iterative methods. 
In [9] the con vergeice of special block-Jacobi and block-Gauss-Seidel procedures is 
investigated But , in practical cases sufficient efficiency is not obtained unless multi-' 
grid methods are applied. A convergence proof is given in [11], whereas [10] contains 
some numerical resuIts	 '	- 

4. Discrete approximation of the Boltzmann equation in Case (I) 

In Case (I) the collocation method is slightly modified. The reason is the special structure of 
the image space Y' (1.12). Therefore, the convergence proof is considerably more complicated. 

The operator Y : =' hcTl2-, h € im, defines the discretizatjon of the equation 
3u = 0, where Y is given by (1.13): 

= 0,	U1, E 2.	-.	
'	 -	

. '(4.1) 

Let a ij denote the expansion coefficients of eh of (2.4):	 - 
in	n 

eh =' L'c11B,iBj,3.  

Now, (4.1) is equivalent to	 S 

ft(, t,) d = (Xi 	x4) d(uh) aq( =	 in 

s(e*, Uh) = p,	p E [0, Pmax],	d(uh)	(, (TU/,). 

In order ' to show the convergence of the solutiOns of the equaions (4.1) to the 
solution u of 3u = 0 we will use Theorem 1.6 -again. The most expensive part of 
the proof consists in establishing its assumption (iv). 'For this, we need resolvent 
integrals [21]. Let Z', Z2 be. Banach spaces over the field C of the complex 'numbers 
and U, V € B(Z', Z2), V compact. Assume that the spectrum (U, V) consists of at 
most countably infinitely many values which possess no finite point of accumu-
lation. Let zJ 9 C be a,bounded domain such that its boundary F = A is a rec-, 
tifiable Jordan curve and F r a(U, 'V) = 0. Denote So.) = U - V for A € C. Then 
the integrals	 .	 S	 ' 

r =	fsoA1 VdA,	q=
	

VS(A)'dA	'	' ( 4.2) 
2ni,	'	 276  

"S	 S	 - 

exist (i - imaginary unit). r E . B(Z') and q € B(Z2) are projections which induce the 
decompositions  

Z11	Z',	Z' = r(Z'),	Z12 = (I - r) (Z'), 
5	

(4.3) 

Z2 = Z21	Z22,'	= q(Z2 ),	Z22	(I	q) (Z2).	.


Denote  
=UIZ-J, VO VIZ'j, j = 1,2.	 5	 '	 (4.4), 

30 Arnilysis Bd. 7 Heft 5 (1988) 

/
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Then U1, Yj  E B(Z'),Z21). For the spectra it holds 

i(U', V1 ) = i(U, V) n 4,	a(U2 , V2) = a(U, V) \ .	 (4.5) 

Lemma 4.1: Let u.E J. Then the sequence (Yh'(hU))ft E Jm converges regularly to 
Y'(u), the operators Yh ' (J hu) are 0/ Fredhoim typeith index zero, and N(T'(u)) = {0}. 

Proof: (i) By the corollary of Theorem 1.4, Y'(u) is bijective, that means in parti-
cular also N(r'(u)) = {0}. 

(ii) In the sequel we assume all spaces and operators to be complexified. For the 
• time being let p € [0, Pmax] be fixed. We only write u instead of u(p). Let A and B 

be defined by (1.9)—(1.10) and set A h = QhAphujx, BhU = QhBPhUX, and Jh 
= ('Yh — Vh ) (A h - B) for h € Im. Then T'(u) =	- B and 

QhT'(Phu) = '4h, - Bh. 0 — Jh.u.	 (4.6) 

(iii) By Lemma 3.2 and Theorem 1.5, the sequence (A h. ) is stable and inversely 
stable, and consistent with A. 

(iv) By Lemma 3.1, the sequence (Bh.U ) is discretely compact and consistent with B. 
(v) Let V E B(Y, .Y') be defined by 

Vv=v—fv(k)z(k)dke,	yE Y 

with e given by (2.4). Obviously, the sequence (Vh ) converges discretely to V. Hence, 
(JYA - Vh) converges to ly — V. Let (Vh)hEIm', Irn' Irn, be a bounded sequence 

\vithvh E Y. This implies that the sequence 
IG

	

(k) z(k) lk I hE Irn'}	C is boun- 

ded. Therefore, there exist an aE C and a subsequence Jm" Im' such thatf v(k) z(k) dk 

a (h € Im"). Since ehl  e (h € Im), the sequence ((IYh — Vh ) vh)hEIm" converges. 
Hence, the sequence (Iy — Vh) is discretely compact. Because of the steps (iii) 
and (iv), the sequence (Jh) is so, too. By Lemma 1.3, (ly — V) (A.'— B) = 0. 
This implies --> 0 (h € IM). Moreover, R(Iyh — Vh) = ilin {eh} holds such that 
every operator Jh,. is compact. 

(vi) The number 1 is an algebraically simple eigenvalue of the pair (A n, B) which 
has the smallest modulus among all eigenvalues (Theorem 1.1). let LI = ' (z € C I 
< 1 + s} such that zi n a(A, B) = (I) -and e > 0. By [21: Theorem 11-3.2(8)] and 
steps (iii)—(v), for every h € Im, IhI sufficiently small, there exists exactly one eigen-
value ;h £ a(AhU , Bh , U ± Jh.) (which is algebraically simple) such that A n 
Bn U ± Jh) = {1h}. Moreover, 2 -* 1. Furthermore, for every 2h thereis an eigen-
vector Wh £ Xh such that wh -* w. Here, w denotes a strictly positive (real) eigenectpr 
of the eigenvalue 1 of (A n , B,,). On the other hand, since (e*, (A hU — Bh U - Jh.,,) v) 
= 0 for all v € Xh, h € Im, by the definition of J,,, 1 € a(A h ,,, Bh ,, + 'Jh.) for all 
h € Im. Hence, 2h = 1. But this implies that the real part of W4 is also an eigenyector. 
Because of Wh -- w, this real part is strictly positive for sufficiently small IhI, say for 
IhI <h0 . We assume without loss of generality that Wh has a vanishing imaginary 
part. Hence, we obtain	 • 
•	w(k) >0 (k € G),	(e* w,,)	a >0 (h- E Im IhI < h0 ).	(4.7) 

(vii) Let h0 > 0 be chosen such that (4.7) holds. Let 1= aA. We define for h € im,.. 
hi < h0 (cf. (4.2)—(4.5)):	•	 - 

r= -__f (A,, — ).B.)- 1 B,,d).,	q=	BU(AU	d).,
 2ni f 2ni
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r5 =f (An,, - A(Bh ±Jh.u))' (Bh + J4.) d2,	 - 

+ J)Ah,. - 2(Bh. ± Jh.)) d2,' 

'X2 = (IX r)(X),	Y2=(Iy—q)(fl, 
Xh2	(IX — rh) (Xh ),	17h2 = (I	- qh) (Yb), 
A,,2 =	B2 = BuIx., 
A 2 -	 p2 —(P Li \ h,u	h,u X,,',	h.0 — ' h.0 -r	h,ul X,,'• 

It holds that' A,, 2, B 2 € B(X2, 172) and A 2  h.,,, B € B(Xh2, Yb2). 4(X2, [JXh2, 
((i — r) P5 )) and 4(Y2, TJYh, ( (IYh — q) Qh)) are discrete approximations of X2 
and y2, respectively [21: Theorem 11-3.1(8)]. For them, the following is true: 

(Ac) is consistent with A,,2 as well as inversely stable (cf. step (iii)). 
(B,,) is consistent with B,,2 as well as discretely compact (cf. step (iv)). 

Using [21: Theorem 11-2.2(1)] we obtain that, for all 2 E 0(A,,2 , B,,2), there is an 
h0 ().) such that A,, — B,, € B(Xh2, 1742) is bijective for every hi < h0 (2) and 
(A,, - 2B,,)-' —> (A,,2 - ),B.2)-' (h € Irn, IhI < h0 ().)). By (4.6), this is true in 
particular for 2	1. Hence, there is a fl E R such that 

Ii( A ,, — B,,) - ' ii :5:,8	(h € Im, IhI -z ' h0 (1)).	 ' (4.8) 
(viii) Next we show that 172 17'. Let y € 17' = 'R(A U — B,,). Let v E X such that 

(A,, — B,,) v = y. Assume v = v 1 + v2 with v 1 E, R(r) and v2 € R(I - r) = X2. 
Since the eigen value 1. is algebraically simple, N(A,, - B,,) = R(r) [21: Theorem TI-i. 
3 (14)—(16)]. Hence, (A,, — B,,) v = (A,, — B,,) v = (A,,2 — B,,2 ) v2	y,€ 172• ,Thus, 
we obtain the relations R(A,, 2 - B,,2) 9 R(A,, — B,,) 172 = R(A,,2.— B,,2) which 
prove Y2 = 17'S Analogously,' one shows 174' = 1742 for h € im, Jhj.< h 0 (1), 'using 
step (vii). 

(ix) Now we return to the real spaces. If y € Y b ', y can be viewed as an element of 
the respective complexified space with vanishing imaginary part. (A,, — B,,)'Y 
is well 'defined for . l h I <-h0 (1) and has vanishing imaginary part. Therefore, 
(A ,,, - B,,)-'-€ B(Y4 ', X4 ) is well defined as an operator acting in the real spaces. 

(x) For fixed p € [0, Pmax] we have Y4'(4u)	
= (q4T(P4uv	

We de-
fine, for (Yn, '4 € 174 X It, IhI < h0(1),  

I	'	A 2 —B2 ''i 1 
V4 =	- ( , Lu

	h:/ /4 ) 
I W, + (A , ,, — B,,)1 Yn, L	 (e, w4) , H 

with w4 defined according to step (vi) with , (4.7). We will show ,that the operator C4: 
(yb, ,u) i- V, is the inverse of 4 ( 4u) (p). Letj, € X4 such that 4(4U) (p) V"= 0. 
By (4.6) and step (vi), v = tW4 for some t € R and (e*, v) = 0. This implies v = 0 be-
caus of (4.7). Hence, r4'( 4U) (p) is injective. Next we pi'oeT4'(4u) ( p ) C4 = '1',,' 
Then, together with the' injectivity, the 'assertion will follow. Let (yb, t) € Y4 X R. 
Because of W4 € N(A 4 ,, - B4 ,, - J4, ,,) it holds 

(A 4 ,, — 134 ,, -	V4 = (A d ,, - B4 ,, - J4 ,,) (A,, — B,,)'Ys'. 
= (A,, -	(A,, - B,,) 1 Yh = Y4• 

Finally, one easily computes (e*, V4) = 1. 

30*
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(xi) Letx, i he chosen aócording to (4.7) and (4.8). For -all .hE Irn, hl.< h0 (1, and 
all (y,u) E Yk ' x R, 

IIvhIIx = iGh (yh , iu)lIx	 -

 (A	B.. Yh)]	+ j(A - 2B)' YhIIv 

-	
<lIw:lIx (iI + (e*, 1) II( A . - b)-' y IIcm) + II( A .— B)'Yh11X 

< a '( Lu I ± (e*, 1) Yfl lIYhIIY) + 19 ilYhfIY 

!!9 const II(Yh, )ifYxR. 

Since dim X = dim Yh' x R, every operator- T,'( hu) (p) is of Fredhoim. type with 
index zero. Hence, the sequence (Yh'(Phu) ( p)) is inversely stable.	 - 

•	(xii) For every P1, p E [0, Pmax] (cf. (1.4)—'(1.8))	 - 

Y' (u) (Pi) - Yh '(c hu) (P2)	
(Qfl(C'(Phu(Pl)) 

o 
c(Pflu(P2)))) 

Using (1.7) we obtain	 S 

ilTh'(t) (p ) -	'(hU) (P2)11	const II U (P) - u(p2)iix. 

Because of u E Y and step (xi) the assumptions of Theorem 1.7 are fulfilled Hence, 
there is a y > 0 and an h 1 > 0 such that, for all Vh € -Th and Ihi <h1 , y IIvhIL-

- ^ -,'(u) Vhiiy h .	 --

•	(xiii) In order tc obtain the inverse stability of the sequence (Y h '( hu)) it remains 
to show that,'for jhi <'h 1 ; Y h '(5 hu) is surjective. Let (yb, u) €	By step (xi), for

every p € [0, maXJ, there is exactly one solution Vh(p) of the ecjuation 7'(U) v(p) 
= (yn(p), (p)) But	 -	 - 

iIvh(p i) - vfl(p2)iiX 

= II[h'(hu) ( pi)] ' (y ( pi), (pi)) - [Yh '(hu) (P2)I (yh(P2), /4P2))IIx 

v' II(5() u(p))	(yh(P2), Iu (p2))Il yx P.	 - 

+	ITh'(u) (P1) - cTh '(c hu)(P2 )Il II y((pi), u(pI))jIyxR 

• on account of step (xii).- Hence, vh : [0, Pmax]	Xh is continuous. This gives finally 

vh € -Th and Th (u) Vh = (yh,u).  

(xiv) The assertions of the lemma follow from steps (i), (xii), (xiii), and Theorem 
1.5 I. - 

Theorem 42: Let u* € 2) be a solution of the equation Yu = 0. Then there zre 
h0 > 0 and 60 > 0 such that, for all h € Im with J hj <h0 , the equations YhUfl = 0 have 
unique solutions uh* in the balls {Uh I hUh - 3'hU 11 y < ô}. Besides, u1 - u 1' (h € Im) 

•	with the error estimate (c 1 , C2 > 0)	 - 

C j iTuIly.	- hU*11 5 ^ c2 7u*11y. 

Proof: The assertions are an immediate consequence of Theorem 1.6 and Lemma 
4.11	 5
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For sufficiently small j hj, there is a solution path E'C([O, PmaxI, X5) ofthe dis-
crete equations which is uniquein a neighbourhood of ,u*. Since, for every h € Im, 
the functions u = 0 and u = 1 belong to Y 5 , Uh*(0) = 0 and uh*(pmax) = 1. For com-
puting -the solution path usual homotopy methods can be applied if locally conver-
gent iterdtion methods for solving equations of the 'kind Yu 5(p) = 0 are known 
[29: Theorem 2.3]. In [9] the Newton method is used. In every iteration step there 
occur overdetermined linear systems of equations which possess a unique solution 
however. For solving t.hese.systems a least-squares method and a special iteration 
method, respectively, are applied. But it is more favourable td-use the multigrid 
method proposed' in [11] instead of the Newton method. As a smoothing procedure, 
e.g., a simple nonlinear Jacobi method in connection with the power method can be 
used.  

The construction of the discrete operators ' ,Th depends oi a sequence (eh)SE,., 
.which can be Chosen arbitrarily in certain limits. By this sequence the properties of 
(T5 can he slightly modified. But for all h E Im aiid.v 5 € X5 ,the estimate 

	

ii9sTusiiy :!^ [VIl 1 1QhTUhjjy	(1 + iie*ii ll esii y ) iIQsTusiiy	
- 

holds. Since the sequence (e5) converges, there exists a bound independent of h for 
the factors 1 + ile*ii ilehily. Hence, the sequence (Q S T)SE /m is not worse 'than .the se-
quence (QS T)hEJm with respect to the approximation quality. The concrete choice of 
(eh ) should be made in dependence 'on the semiconductor model under consideration. 
As a rule of thumb, eh(k) should be large where a solution peak is expected. But in the 
same measure as j hl tends to zero, (e*, QhTus) decreases sUch that the influence of the 
seqience (e5) vanishes.  
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