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Comparison Theorems for Nonseif-Adjoint Differential Equations of Second 
Order	 • 

E. MLLER-PFEIFFER 

Bezuglich der Nullstellen der Ableitungen von Losungen nicht selbst .adjungierter Differeiitial-
gleichungen .zweiter Ordnung werden .Vcrgleichssatze vorn Sturm-Picone-Typ bewiesen. 
OTuocIITeJIb(Lo Hyileft npoHaBoJuIbIx pewcHHiI He caMoconpnHeHubIx - }I("epeIIEna3IbHa!x 
ypaullellint nTOpoI'O nopnaia goKa3hll3al0TCfl TOMbI cpaeuiia THna fflTypMa-lluKoHe. 

Concerning the zeros of the derivatives of solutions for nonsclf-adjoint second order differential - 
equations Sturm-Picone type comparisqn theorems are proved. 

By the well-known' Sturm-Picone theorem solutions u ' and v of the self-adjoint 
differential equations 

—(P(x)u')'+Q(x)u=O	(P,QEC,P>O)1),	 (1) 

	

/	 (x E [a,b]). 
—(p(x)v')'+q(x)v=O	(p,qEC,•p>O)	 (2) 

are compared concerning the mutual position of their zeros (cf. [6] or [7]). It is 
natural to ask if ther are similar results for the zeros of the derivatives u' and v' of 
solutions u and v. An answer for this question is due to LEIGHTON [3, 41. 

Theorem1 (LEIGHToN [3]): Let Q and qbe negative on[a,b]and 

P(X) ^P(x),	q(x)Q(x),	a	x:!9b.	 (3) 

If the derivative U' 0/a solution u of the equation (1) has consecutive zeros at x--- a and 
x = b, then the derivative v' of a nonnull solution v of the equation (2) satisfying v'(a) = 0 
will have a zero on the interval (a, b]. 

In the following this theorem will be extended to the noneIf-adjotht equations 

	

(P(x) u')' + R(x) u' + Q(x) u = 0,	 (4) 
(x€[a,b]), 

_(p(x) v')' + r(x) v' + q(x) v = 0	'	 (5) 

where R, Q, r, q E C, P. p E Ct, and p(x), P(x) > 0 on [a, b]. For this end the equa- 
tions (4) and (5) will be transformed into Riccati differential equations. It is easily 
seen that the function 

y=Pu'-u'	 ,.	(6) 

All equations and inequalities for functions on intervals are to be understood pointwie, e.g. 
they are valid for every point of these intervals. In the following, in case of strong inequali-
ties, thefunctions are, for the sake of clearness, written with their arguments. 

6*

I,
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is a solution of the Riccati equation 

•	y'(x) = —p- . I (X) y2 + P- I(x) R(x) y + Q(x)	 .	 (7) 

if u is a solution to (4). Analogously, equation (5) can be transforned int	- 

z'(x) ' = —p 1 (x)z2 + p'() r(x) z + q(x)	 .	(8)
where

z=pv'v'.	 (9) 

Lemma l: Assume  

P	J),	p 1r	P'R,	q	Qon [a,b].	 (10) 

Let [a, fl] c [a, b] be a subinterval where the .solutions y and z . of equations (7) and (8) 
respectavely,.exist and assume that y(x) > 0 on [a, ]. Then y(a) > z(a)implies y z 
and y(fl) . z() implies y ^5 z. on [a, ]. 

Proo f : By (10) it follows that	 - 

• I	—p-'(x) y2 -F- p(x) r(x) y ± q(x)	—P-1(X) y2 -I- P I (x) R(x)y + Q(x) (11) 

for all point' of the semis- tripe H,'= ((x, y) a .< x	, 0 < y < oo}. Consider
'the case y(a) ^ z(a) and let z(a) > 0. Then by a well-known theorem on first order 

• differential equations (cf. [2: p. 91] or [1: p 27]) it fo1lws that y	z in a neigh-. 
• hourhood on the right-hand side of a. Lt € (a, fl) be a point where y(E) = 

Then by the same argument we'have y(x) z(x) if x	and x near to . Hence, the 
• -graph of z cannot cross the graph of y on [a, ]. The assertion in the case ()	z(fl)

is likewise a'conequence of the named theorem I 

Theoreili 2: Assume (10) and let u and v be solutions of equations (4) and (5) 1 re-
• spectively, such that	 - 

•	u(a)=0==u'(b),t	t'(x)== .0	on[a,b)	 (12) 
o	and

v(a) = 0,	v'(a)	0.	 -	 -	 (13) 

Then v' has a zero on (a, b) or v is a constant multiple of u. In the latter case the equations 
•	(4) and (5) are idetical.,  

Proof: It follows from (12) that 

•	 u(x)+0,	0 <u1(x)u'(x) <00	on(a,b).	:	 (14) 

Let us assume that v'(x) == 0 o (a, b). Then, by (13)-we have.v(x)	0 on (a, bJ and 

0< v(x) v'(x) < o	, on (a, b).	'	 '(15) 

it follows from (14) and (15) that y(x), z(x) > 0 on (a, 5). We drove that = z on 
(a, b). Assuming the contrary let xO be a point on (a, b) where y(x0) z(x0 ). First we 
discuss the case z(x0) > y(x0 ). Let Yo be thO 4blution of equation (7) uniquely defined 
by the initial value y0(x0 ) =z(x0 ). Consider Yo on the left-hand side of x0 . We proie 
that Yo does not exist onthe entire interval (a, x0]. The function 

d = 1/(yo	y,),	d(x0 ) = 1/6>0,	 -	'- : (16) 

is a solution of the differential equation	 • - 

w'+[P'(x) 11(x) - 2P 1(x) y(x)] p - P 1(x) = 0 

•	 .	.•'	 .
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in a , neighbourhood of x0 (cf. [2: p. 42]). Hence, we have 
/ z	 I£	 / 

_	Ir2—R \Ii fI	 rR-2
d(x) — exp 
	

dt)--+ 	exp	 dt dt	

• 

exp
(1(2 —A ) ( + f ep (J  —'2 ) dr) dt) 

	

00) i2(x) (i + t2(x0) f dt	
17 —. u2(x) (x)	ô	ç(xo)J u2P	.,.	 ( 

Zo 

x. 
where (x) = exp (1 P 1R d) c E (a, b). 111 view of u(x) = V(a) + o(1)] (x ,' a) 

near to atit follows that  uP' 1P dt	—00 Mien x a: Hence, there exists a point

xa € (a, ) such that d(x) —* 0 when x !1 x6 . Consequentl y , we have 

	

YO (X) — +oo when xJ,x6 .	 (18) 

It follows frOm d(x) > 0, on (xo, x0] that y0 (x)	y(x) on (x, x0]. Hence, y0(x) is posi-



tive on (x6 ,x0]. Considernow the solution z, z(x0) Yo(xo), of equaion (8). By Lemma; 1 
it follows that z	Yo on [a, x0], where a € (Xo, x0) is any point. Hence, in view of 
(18), z ca?mnot be bounded on (x6 , x0). This, however, contradicts the fact th.t 
exists on the entire interval (a, b). Hence, z(x0) >y(x0) is impossible. 

Assume now that z(x0) <y(x0). Let ,o he again the solution of the Riccati equation 
(7) defined by y0 (x0 ) = z(x0 ). We show that Yo has a zero on the interval (x0 , b). For 
this end we use formula (17). Consider the behaviour of d(x) when xis increasing. The 
factor (x0 ) u2 (x)/u2(x0) (x) is positive and t.eicIs, to (x 0 ) u2 (b)/ 2(x0 ) (b) when 

- x —^ b. For the second factor we live	 S	 , 

S	 2  

I	u2(x)1' q	
+

	f dt	1	u2(x0) q'dt 
Iô	q(x) j 2p, ô	(x)	 &P 

-.	 £0	 S	 S 

when x — b. If this limit is non-negative, then there exists a point E (x0 , h] such 
that d(x) —* 0 when x , and it follow that y0(x) – -00 when x . Note that this 
is also true in the case = b because of y(x) — 0 when x T b. In the case of negative 
limit above we obtain d(x)	a < 0 when x T b and, consequently, y0(x) —* a' <0 
when x T b. Since y0(x0 ) >0,-in each case the function Yo has a zero E (x0 , b). 
Lemma I applied to the functions Yo and z yields the estimate z 15: Yo on [x0, ). This 
estimate, however, contradicts the fact that z is a positive function on (a, b). Hence, 
Z(X0) < y(x0 ) is also impossible and the assertion y = z on (a, b) is proved. In this 
case y is a solution ofequatioii (7) as vell as of equation (8). This leads to —P1y2 
• + P'Ry + Q = —p'y2 + p'ry +,q on (a, b). Finally, it follows from (10) and 
y > 0 that P p, R = r, and Q = q. u and v are solutions of equation (4) with 
u(a). v(a) = 0. Thus, we obtiin v = cu on (a, b) I.	 - 

1i1 the special case R = r 0 Theorem 2 was proved by LEIGTON [3: Corollary].
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Lemma 2: Assume	 ..	 - 

p	P,	p'r ^t P'R,	q	Q'on (a, b).	 (19) 

*	Let.[a, 9] c [a, b] be a subinterval where the solutions y and z of equations (7) and (8),_ 
respectively, exist and assume that y(x) <0 on [a, ]. Then y(a)	z(a) implies y	z 
and y(fi)	z( 15) implies y	z on [a, ]. 

Proof: Compare the proof of Lemma 1 I 
Therem 3: Assume (19) kind let.uand.v be solutions of equations (4) and (5), 

respectiv'ely, such that  

u'(a)=O=u(b),	u'(x)==0on(a,b]	 (20) 
and	. 

• v(a) 0, v 1(a) v'(a) < 0. • (21) 

Then v has a zero on (a, b) or v is a constant multiple of u. In the latter case the equations 
(4) and (5) are identical. 

Proof: It follows from (20) that 

u(x)	0,	—	<u'(x)u'(x) <0 on (a, b).'	 (22)

Let us assume that v(x) 0 on (a, b). Then the functions,y = Pu'u' and z = pv'v' 
exist on [a, b) and (20) and (2.1) give z(a)	y(a) = 0. By (22) it follows that y(x) <0
on (a, b). Since 

•

	

	 —p'(x)>y2 + p'(x) r(x) y + q(x	—P-1(X) y2 + P I(x) R(x) y + Q(x) 

for all points (x, y) of the semitripe H_ = {(x, y) I a x < b, —cc <y ^ 0), by 
the above mentioned theorem on first order- differential equations it follows that 
z :!^-. y on -[a, b). We prove that z=-y on [a, b).,Let x0 E (a, b) b6 a point where z(x0) 
<y(x0). Considerthe solution fYo to (7) defined by y0 (x0) = z(x0 ) and apply formula 
(17). Since6 1 is negative and	 - 

u2(xo) r	
-F- 

dt	 . 
I -j---co	when xj'b .	p(x)j ut.	 S 

there exists a point Xã E (x0 , b) such that d(x) - 0 when x' xo. This leads to y0(x) 
-+ —cc when x T xo. By Lemma 2 it follows that z Yo on [x0, ], where the point 
can be 6hosen arbitrarily on (x0 , x6 ). Hence,z cannot be bounded on [x0 , Xô). This, 
however,' contradicts the fact that z is continuous on (a, b). This proves that z = y 
on (a, b) and, consequently, the differential equations (4) and (5) , are identical I 

Lemma 3: Assume  

p :5-: P, q Q, (P- 1R — 7-r)2	4(p 1 — P') (Q — q) on [a, b].	(23)

Let [a, fi] c: [a, b] be a subinterval where the solutions y and z of equations (7) and (8), 
respectively, exist. Then y(a) .z(a) implies y	z andy()	z() implies'y 5 z on
la , 8].  

-. - Proof: By (23)it follows that	.	 .	.	 . 

—p-'(x ) y2 + ir'(x) r(x) y + q(x)	_p-1(x)y2 +P -I(x)  R(x) y ± Q(x) 
-	 -	.	 (24)
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for all points (x, y) of the stripe S= {(x, y) I a	x :!-, b, —oo.< y. '< ao}. .Then,as in	- 
the proof of Lemma 1, the assertion follows from (24) I 

Theorem 4: Assume (23) and let u be a solution of equation (4) with u'(a) = 0 
= u'(b) and u'(x) 4 0 on (a, b). Further-assume that u has a zero c on (a, b). Then the 
derivative v' of a solution v of equation (5) has a zero on (a, b) or 

Pu_ lu' = pv tv'	on [a, c) u (c, b].	 (25)

Proof: Since u'(x) 4 0 on (a, b), there is only one zero of it on (a, b). It follows 
from	 S 

u(x)	 u(x) 
urn y(x) = urn P(x)	= —oc,	hrn,y(x) = lirnP(x)	= + 00 

U(X)	 u(x) 

• that y(x) is negative on (a, c) and positive on (c, b). Assuthe that v'(x) 4 0. on (a, b). 
We then show that y = z on (a, c) u (c, b]: Assume the contrary and let x 1 E (a, c) 
o (c, b) be a point where y(x1 ) 4 zx1 ). First we .discuss the case x 1 E (a, c), y(x1) 

<z(x1 ) < 0 and consider the function z on the left of x 1 . Let y,' be the solution of 
equation (7) defined by y 1 (x 1 ) = z(x 1 ). The function d = l /(yi y), d(x 1 ) = 1/ > 0, 
is given by

	

"(71.x
d(x) -(x) u2(x) 	u(x). r -	 (26) 

	

- u2(X)(X) 	p(x j )J Pu2)' 

- where TW = ex'p (1 p-i dt) a <y <c (compare the proof of Theorem 2). The 

first factor p(x j ) .u2 (x)/u2 (x i ) p(x) is positive on [a, c). if the second factor 

1	u2(x 1 )	çdt 
—+	 0,  6.	p(x1 )j'Pu	 S 

XL 

'then there exists a point € [a, x) such that d(x) .-* 0 when x I. and, consequently, 
Y&) -- -3-cc when x .11 . Hence, , by Lemma 3,' it follows that the graph of z crosses 
the x-axis on (a, x 1 ). This, however, is impossible because we have supposed that 
v'(x) 0 on' (a, b). In the case z(x 1 ) > 0 the function z will be described on the right 
of x 1 as follows. Because v' is bounded on [a, b] and v'(x) 4 0 on [x1 , b), it is easily 
seen that z = pv'v' is bounded from above and z(x) > 0 on [x13 b). Since y(x) — +oc 
when x 4. c, there exists a point x2 E (c, b) such that z(x2 ) < y(x2). Then, by Lemma 3, 
we have z on b). Consider the solution Y2 of equation (7) defined by y2(x2) 
= z(x2 ) and use the function (26) 'where x 1 bas to be replaced by x 2 . Then, as above 
one can see that z must have a zero on (x2 ; b). This contradicts the hypothesis v'(x) 4 0 
on (a, b). Assume now z(x 1 ) < y(x 1 ). The function z will be described on the right of 
x1 as follows. By using Lemma 3 it is easily seen that, there exists a point E (x 1 , c) 
such that z(x) — —oc when x  . This implies z(x) — +oowhen x4. C. Hence, in a 
neighbourhood on- the right of we have z(x) > 0. This case was already htndled 
above (the ease z(x1 ) > 0) and leads to a contradiction. We state that y = z on [a, c). 
Analogously, one can prove that y '= z on (c, b] I 

Corollary: Assume Q(a), Q(b) <0 and (23). Let u be a solution to (4) with u'(a) 
= 0 = u'(b) and u'(z) 4 0 on (a, b). Then the derivative v' of any solution v to (5) has a 
zero on (a, b) or Pu 1-u' = pv'v'.
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Proof:-Without loss of generality We can suppose that u(a) > 0 (u(a) = 0 would 
imply u 0). Then it follows from P(a) u"(a) = Q(a) u(a) that u"(a) <0.. By. 
u'(a) = 0, u'(x) == 0 on (a, b), and from u"(a)< 0 it easily follows that u'(x) <0 on 
(a,'b). Thus, in view of u'(b) = 0 we obtain (u'(b ± h) _u'(b))/h --> u"(b) ^t 0 when 

• h T 0. By Q(b) < 0 and u"(b) :^ 0 it then follows from P(b) u"(b) = Q(b) u(b) that 
u(b) :5. 0. in view of u'(b) = 0 the boundary value u(b) = 0 would imply that -w = 0. 
Hence, Ave have u(b) <0. Consequently; u hasa zero on (a, b), and Theorem 4 can be 

•' applied I 
The corollary of Theorem 4 generalizes Theorem 1 of LEIGHTON [3]. 

•	Remark: Condition (23) i's satisfied if p ;5 P, q	Q, and p'r = P'R on [a, b]. 
• Theorem 4 and its corollary re then valid. Concerning the solution v the assertion 

can be strengthened as follows. The derivative v' has a zero on (a, b) or v is a constant 
multiple of U. .• 

Finally, we consider the case that the function u does not vanish in (a, b).. 

• Theorem 5: Let the hypothesis (10).be fulfilled and let u and v be solutions of equa- 
tions (4) and (5), respectively, such that u(x), u'(x)	0 on [a, b), u'(b)	0, and
o < p(a) v'(a) v'(a) . ^ P(a) u(a) u'(a). Then v' has a zero on (a, b) or v is aconstant 
multiple of u. In the latter ca-se the differential equations (4) and (5) are identical. 

The proof can be omitted I 

In [51( by the help of the transformations (6) and (9) the-well-known Sturm-Picone 
comparison theorem is extended to the nonself-adjoint differential equations (4) and 
(5) considered on possibly non-compact intervals. 
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