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On Besov Spaces of. Variable Order of Differentiation 

H.-G. LEOPOLD
/ 

Es werden Funktionenräume mit variabler Glattheit betrachtet, die auf dem n-dimensionalen.' 
euklidischen Raum definiert sind. Die Definition dieser Räume erfolgt mit Hilfe ciner ge-
eigneten Kiasse von Pseudodifferentialoperatoren. 
PacclaTpnfsaloTca H0CTIICTB 4)yHHlHf1 nepeMelll(Ofi rJIaJUOCTH, onpeae.ueFlHblx ua 
fl-MüHlOM aBIL1H0B0M npocTpaHcTBe. 3TH fl0CTIlGTBU OflPCWJlCHbI C flOM011iblO flOg-
xoaniuero iuiacca ncenaojs4epeH[ulaJlbllbIx onepaTopori. 
This paper is concerned with function spaces of variable order of differentiation defined on the 
n-dimensional Euclidean space. The definition of these spaces is closely connected with an 
appropriate class of pseudodiffercntial operators. 

The paper deals with Besov spaces of variable order of differentiation defined on the. 
Euclidean n-space R'. In the classical function spaces of Besov type B, 9(R") norms 
can be defined via a resolution of unity in the Fourier image of the-function u, which 
is connected with the symbol	of the Laplacian - zi. We consider now in this paper 
decompositions of	X R which are induced by symbols a(x, ) of appropriate 

pseudodifferential operators. This means that we may have different resolutions 
(,(x, of R 4 11 for different x E So we can get locally in different points x 
different smoothness demands on the function u(x). The function spaces B(R5) 
defined in this way seem to be useful in the study of degenerate elliptic partial dir 
ferential equations. In Section 1 we recall some facts about pseudodifferential opera-
tors and collect those results which will be -needed in the sequel. Section 2 contains 
the definition of an appropriate subicass 8(m, m'; 6) of hypoelliptic symbols, some 
examples and the definition of the resolution of unity of R'5 x R connected with 
these symbols. In Section 3 we define the function spaces B(R) of variable order 
of differentiation and describe pppertics of these spaces.	 - 

1. Basic properties of pseudodifferential Operators 

Let p(x, ) be a polynomially bounded complex-valued function defined on RX' X R. 
The pseudodifferential operator P(x, D) with symbol p(x, ) is defined by 

P(x, D) u(x) = - f e'p(x, ) (Fu) () d	for' u E S(R'), 

	

(2r)j.,	 . 

whOre S(R') denotes the Schwartz class and (Fu) () = f eu(y) dy denotes the 
Fourier transform of-u. A function p(x, ) belongs to the class S (—oo <m< oo; 
0 :!^-. 6 :!E^ g 1, 6 < 1) if for any multi-indices a, there exist a constant Cap such 
that

jp(x, )I	C()1h1_QIaI+ôIPI	for (x, ) E	x R
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where p(x, ) ='epp(x, ), ae =	... a::,	= ( i)1P1 a.fi 'and (E> 
= (1 + I 2 ) 1I2 . We set S = S16. It is easy to se that fl = r),ST for 

any e and, 6. The pseudodifferential operator P(x, D .,,) with a symbol p E SIT6 maps 
S(R') continuously into itself and can be extended to a continuous operator from 
B'(R') into S'(R'), the space of all tempered distributions on R'. The mapping be- 
tween p(x, ) and P(x, D) is, a bijection. For p E S we define the semi-norms 
PILk)bY

P1(1k) = max	sup {lp(x;)I ()—m+eII_ôI}	 (1) -	,	a1.PIk	(xl)	 0	 , 

.Theorem 1: AssuñethatO 5:6 <g < 1. Let'P 1 (x,D)E..SandP 2(x,D) E S.0.6
Then P(X,Dx) = P, (x, D) P2(x, D) belongs to 9 m,• For the symbol p(x, ) of P(x, D) 
and for any natural N we have the expansion formula 

1	 r(1_9)N_I 
p(x, 0 =	—i- 7)1((x, 0 P2(-)(X , 0 + N	' .	 r,,8(x, ) d6,	(2) 

II< N	 IyINJ	, V. 
•	.	 U 

where (Os oscillatory integral)  

r., 0(x, E) = Os-
	
e 1 Y1 1 (V((x ) + 677) 9(y	+ y, ) dy'd;	,	(3) 

{r,, , 8 } j8 ' is a bounded et of S-m,_lsl(e_o): Furthermore, for any pair of integers (1, k) 
•	there exist constants c, c' and integers 1', k' independent of 6 such that . 

(',)	(m,+m,-lj(Q-6))	(m,)	(m.) - -'	P1 Pn (1k)	 = C Pi (i+ll.k) P2 (I.k+lI) 

and  
r	(m,±m.—Iyj(—ô))

<=
	(m,) 	(m,) 	 5 

V. 6 1.k)	 = C Pi (j',k) P2 (1,k')	 ' 

The theorem gives an estimate of each term of the sum (2) which is obtained by the corn-
position of two pseudodifferential operators. Especially the estimate of the, remainder term 
will be often useful. The 'proof is a direct consequence of the definition of semi-norms and of 
[4; Section 2], see also there for details.  

.Theorem 2:'Let P(x,D) E 80 , , and 6< 1. Then for all  with 1 <p <00 there 
exist integers 1, k and a constant c, all. independent of. P(x, Dx), such that	- 

jjP(, D)u I Lfl	c IpJ)IIu I L]I '. for all'u E L(R5).	,	(6) 

This was proved first by JLLNER [3] in 1975. Later for example BOURDAUD [2] and NAGASE 
[7]. considered non-regular symbols and got weaker conditions on p(x, ). But the result is, 
sharp with respect to the parameter)). There exist smooth functions m() E 810 which 'are not 
Fourier multipliers in L1 (IV) and L(R") , [14; p. 21]. Consequently for the corresponding 
pseudodifferential operators (6) is , not true in the case p = 1 and p = 

Corollary l: Let P(x,D) E S, 6<11, 1 <p < oo and —oc <t,m <00. 

Then there exist integers 1, k and a constant c such that 

IIP(x, Dx) u I H ']I ;5 c IPI) flu I HP' m 1I	for u E H' m(R). 	(7) 

•	Again the constants are ihdependent 'of P(, D) and u. H'( R") denotes the Bessel-
potential spaces.	 •	 .

I
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2. Covering of R.27' x Re induced by symbols of pseudodifferential operators 

In the following we consider a subclass of the hypoelliptie symbols of slowly varying 
strength. 

Definition 1: Let 0 6 < 1 and 0 <m' m. A symbol a(x, ) € S belongs 
to the clss S(m, m'; 6) if there exists a constant R0 ,O souch that holds: 

(i) for any multi-indices a, t9, all x € R' and-al-1 E R with I	R0 there'holds - 

•	 Iä(x, )I ;5 cp a(X, )I ()_ItHPIo;	 (8) 
•

	

	(ii) there exist constants Cm' > 0 and Cm >0 such that for all x E . RX' and all

E R with I1 ^ B0 there holds 

Ia(x,	5 cm()m .	 :	(9) 
The symbols of the class S(rn, m'; 6) will be a substitute for the symbol I1 2 of the 

Laplacian which is used in the definition of the usual Besov spaces. Therefore the 
restrictions m' > O'and o = 1 turn out to be natural in view of the following defini- 
tions and Theorem 2. 

Two symbols a(x, ) and b(x, ) belonging to S(m, m'; 6) are called equivalent if 
there exist constants c', 'c and R with 

'0< c' :E^: a(x, ) b'(x,	:E^ C< 00  

for all x E R10 and all € R. with 	R.  

	

Let us' give now some simple 'examples:	 - 
I., The trivial example is the symbola(x, ),= ) of the Bessel-potential operator 

(I	u)112 . This symbol belongs to S(l, 1; 0). 

	

'2. Let a(x) = s + (x) be a real-valued function, s-be a constant and ip be 	èle-




ment of ,S(R'). Let m' = inf a(x), m = sup q(x) and 0 <m'. Then a(x, ) '= 

-' belongs to . S(m, m'; 6) for any 6 with 0. <6 < 1. Such symbols and related function 
spaces were considered by UNTERBERGER and BOKOBZA [14], VisrK and ESKIN 
[16, 17] and BEAUZAMY  

3. Let a(x) = s + (x) be a function as in the previous example and't be an arbi-
trary- real number -  a(x, E) = ()a(x)( 1 + log 2)112 belongs to S(m, m'; 6) 
with 0 < 6 < 1, 0 <rn' < inf a(x) and m> sup (x). Symbols of . this type were 
considered bYUNTERBERGER and BOROBZA [15] and UNTERBRGER [13]. 
-4. Let e(x) be a real-valued weight function with sup ID'o(x)I	c foiZ all v.


, may be zero on a domain 'Q R-'3 . Let 0 <rn' :!E^ m and k be a natural number with 
(ni — rn') <2k. Then the symbol 'a(x, ) = ()m' - 02k(x) ()m belongs to '$(m, m'; 6) 

' where 6 = (m - m')/2k. If m' and m are even numbers, then a(x, ) is the symbol of 
a degenerate partial differential equation. 

For each symbol a(x, ) € S(m, In'; 6) we can define variable coverings of R 0 X R. 
Variable covering means that in different points x € RZ" we may have different 

)	coverings of Re". •	 • •	 •	- 

Definio'n 2: Let N bean integer and a(x, ) a symbol belonging to S(m, ni'; 6). 
The symbol a(x, ) induces a variable covering {Qj'0}0 of R X R by 

QN,= {(x; ): Ia(x,	<2 +N+i}	' -	'	 if = 0, 1, ..., N, 

	

= {(x, ): J—N+j < Ia(x, )I-< J+N+j).	if j = N + 1, N ± 2..... 

J is a constant which is fixed in such a way that	R0 always implis (x, ) € Q01'°.
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In the case a(x, ) = () we get the usual classic'aI dyadic coverings of	independent of z, 

which are the basic for the definition of the spaces B, (R'8) and F q(R). In the case a(x, ) 
= ( ) G ( X)or a(x, ) = (E) m ' +	(z)( t)M the coverings {Q1N.99 0 are variable. For each fixed 
xE Ri" we have a dyadic covering of but in general these coverings are different from 
each other. The Q,N.0 are open sets and bounded in . For any number j0 at most 4N - 1 sets 
Q.N.a have a non-empty inte;section with Qa• 

Definition  3: Let {Q1N.0},0 be a variable covering induced by the symbol a(x, E). 
A function system {}	belongs-to 0N0 if for all 5 = 0, 1, 2, ... hOlds: 

(i) q,(x,) € C°°(RX5 XR) and q,(x, )	0;	 - 

(ii) supp'991 
(iii) J()(x, ) j	c	 for any multi-indices and , where the constants 

c, are independent of 5; 

(iv)Eq(x, 0 c >0. 

By assumptions (ii) and (iii) we get	€ 8- 00 . The followin'g estimates for the 
semi-norms of q, are a simple consequence of (ii), (iii),.(9) and (11):	- 

	

12-ix/ m	if ,	0, 
Cu	2_iIm '	if	 (12) 

for all real numbers x and with constants C1k independent of 5. Also by (iii), respec-
tively (12), it follows that the semi-norms of the q, are uniformly bounded in 

J 
Together with (ii) and (iv) we get in thisway that ' 1(x, ) - c in 80 weakly if 

	

j=O	 - 
J -. cc. The weak convergence in S? and Corollary limply that for every v € H 8( R") 

J 
' ](x, D) v -- c4'v	in H 8(R")	if J- -* 00	 (13)'. 

j=0 

holds - see also,[4; Chapter 3, § 7] where this fact was proved for L2 (R"). But in 
view of Corollary 1 there are no difficulties to carry over the proof to the case 1 <p 
< cc and the Bessel-potential spaces for arbitrary real 8. 

It is easy to describe examples of function systems of the above type. Let fQ1N.a}0 be a 
variable covering induced by a(x, ) E S(m, m'; ö) and J be the fixed number from Definition 
2. Furthermore let q' E C00(R, 1 ) be a real-valued function with 0	(t)	1, (t) = 1 if 
0	t	2' and supp	{t: 0	2J}. Setting 

	

= q,(2—i-1 Ia(x, )J) - ( 2 —i 1 Ja(x, )I)	if 5	1,	.. 
and

2N-1 
q 0(x, ) =	' q,(2—k+N-1 a(x, )j), 

k=I	- 

then we have	 with c = 2N - 1. 

3. The spaces I3a,a of variable order of differentiation 

We are now ready to define Besov spaces of variable order of differentiation. In- 
stead of the classical resolution of R which is connected with the symbols 12 

respectively (E) we use now function systems { 1 (x, )} € 011.a connected with the 
symbol a(x, ), which may lead to different resolutions of R for different fixed 

E R. Throughout this section a(x, ) is a fixed element of 8(m, m'; a).
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Definition 4: Let 1 <p <00,0 <q ;5oo, -oo <s <co and { 1(x,)}o be 
a system belonging to	Then 

B(It') = (U: u E S'(R") and flu I B ,JI' < oo}, 
\i/q	

0 

flu B ,'JI { " = E Jsq ]I1(x, D) u LJI!)	if q < 00,	 (14) 

•	JLu = sup 2i 8 JI(x, D) u LJI. 

Of course the norms flu I B ;11" depend on the chosen system .{}' € N.a• But 
p. 

this is not the case for the spaces B(R) itself. This will be proved in Theorem 4. 
But a first we prOve the embedding of the spaces B7,(R') in the scale of the usual 
Bessel-potential spaces. In this theorem B" ( 9) (R") denotes the function spaces which 
are defined by (14) and an arbitrary fixed system 

Theorem 3: Let {q 1}.0 be a /ixed system belonging to	and 1 <p < oo, 0 <q 
^ 00, 00 < S < 00. 

(i) For s^Owehave 
c-+ B 9 (R') c-+ Hp- (R". )	 (15) 

ifY <sm'.and L9 > Sm.	 -	0	 • 
(ii) For s :Ez; 0 we have 

H(R) c-, Bj(R") '-). H(R')	 (16)


it x <sm and o . > Sm'. 

Proof: Step 1. We get by the montonicity of the lq-spaées and by a simple calcu-
lation the first elementary embedding 

• B8 +	 c- B7)	 (17) 

if 

•	Step 2. Without loss of generality we may assume that	is a system with

c = I. We introduce a second system of smooth functions { j*} O , where the 
are independent of x and therefore we will write	with the following properties: - - 

.*() = 1 on supppi , supp 

•	 c()1	for all a and c and independent of j.	•	 0 

where	 • 
Q,N.a.ø ={(x, ): () < max (1+ R, C; Im ' 2(J+i+N+1)/m')} 

ifj=0,1,...,N; 

= {(x, ): Cm_ m2(J+i_N_I)/m < () < c;m'2(J+i±N+I)Im'} 

ifj=N±1,N+2.....
0 

The existence of such systems ( j *} O can be shown in analogy to the example at the 
end of the previous section. We put	

0 - 

=	 - 

for j = N + 1, N + 2. .... Now it is easy to verify that the semi-norms of	can

be estimated as the semi-rorms of p i in (12). Also in view of (9)'and (11) it holds
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Q1N.a QNa. for all j . Hence by Theorem 1 we obtain 
*(D) p1 (x,D) = pi(x , D) + R(x, D)	 S	 (18)


and
() .-".	O—jy r5 (Lk) - C,k,,, 

for arbitrary real numbers z and ., where the con stants c,, are independent of j. 
This yields for J = 1, 2,.. 

J-1	.	Co 

U = ' ,(x, D) u ± E p1*(D) 1 (x, D) u - R(x,D) u -	(20) 
j0	'	jJ 

with	 . I 

•	
.	 R'(x, D) = E R(x, D1)..	 '	 S	 (21) 

i=J 

By (19) wegetthe convergence of the infinite series. (21) in S1 ,6 . The semi-norms of 
R(x, D) can be e

s
timated by 

•	 I?k) ^,Cjk2,	 S	 (22) 

where the constants Cik are independent of J.	 S 

• Step 3. Let s 0 and - < sm fixed. Then by Corollary 1 and (2) we have 
flR(x, D) I L(H", HP' )]I	This implies that the inverse operator of 
I + R"(x,D) exists and belongs also - to L(H, H) if J	Jo(;-., p). Istands for the

identity.  

P. 

	

Step 4. Let s' = x/m, U E B -1 (91) ( Rn ) and	 . S 

- J 91(x, D) U	•;	 if j = 0, 1, ...; J0 — 1 
— l(Pj'(Dx)	D)u	if j = Jo, '10 + 1..... 

As a consequence of the properties of the 'system {*} o and of (7) in Corollary 1,, we 
see that	'	S	 •	

.	 S 

JI*(D4 1(x, D) u I H iI	c2i" JI(x , D) u I L 1I	 S 

if = j01 J0 + 1. .... Since x <0 a trivial estimate gives .	. 

fl(x, D) u I H ,91I	c'2''218 'J[ 1 (x, D) u I LJ(  
if j = 0, 1, 2, ;.., J0 — 1. c and c'-are independent of j. We obtain 

J[vH	^ max (c, c'2T ' ) 1k I BflIi}.	
S 

j=0	 'S 

Together with (20) this implies thatE v = u + R(x, D) u belongs to 

Because of the result of the third step the same must be true for u and we get.	• 

flu I Hfl	c" 11(1 + Ri)'-' lL(H, H)Jj 1k I$1I!' 
if s	0, X, < srn and 5' = x/m. Now the right-hand side of (16) follows in view of 

°.•	.	S	 •	.	. 

Step 5. In the cases > 0 the proof is simpler. Let 0 <x <Sm' and s' = x/m'. If 
u E B(R'), then it is straightforward to see that L' i1(x, D1) u	cftu I'BiI"
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is absolutely convergent in L(R"). We. get on this way u E L(R5) aiid flu ILPII 
;;E; c flu) B']j(i1. On the other hand it follows by (18), (19) and Corollary 1 
co	 co	 00 

Elltp,(x, D1) u I H ll	l*lS)ilj(x, D) u I LP II + c pL' lr	flu I Lull 

cZ 2W j jp j (x, D) u I L lI + C' lu , L Jl	c" flu I BI'. 
So we getu E H(R) with llu l H ll	c" 1 ju I B'fj I ( ' and againhe right-hand side

of (15) follows in view of (17). 

Step .6. The proof will be completed by showing that the left-hand sides of (15) 
and (16) hold. But this is a simple consequence of the semi-norm estimates (42) and 
Corollary 1 I'	- 

We will prove now that equivalent symbols define the same spaces and that the 
definition of these spaces is independent of the choosen system {q(x, )} o . Let. 
'a(x; E) and b(x, ) be two eqiivalent sythbolsof the class S(m, m'; ö), that means we 

• have 0 <c1 ;5 la(x, ) b'(x; )l < c2 < oo if XE 1t', E R. and ll ;j^ R. Without loss 
of generality we may assume that R max (R., Rb). {,}r E 0 N.a and {}	E 
denote two function systems belonging to a(x, ) and b(x, ), respctively. Then there 
exist numbers j0(R)and i0 (R) such that all #, ) with ll	R do not belong to the-
sets	and Q11b 'if j > j° and i > i0 , respectively. Hence we get 

supp,nsupp	= 0 ifj7(i), 
where,.	 . .	 . 

7(i) = U: 0 j max(j0 , i + V— J + M + N + H))	if 0 i to  
7(i) = {j: max (J,i ± 'I - (M + N + H)) i J i + i+' + N + H} (23) 

ifi>i0 

and H fulfils 2" c1	c2 2'. Therefore we obtain in the case j 7(i) by Theorem 1 

	

D1)(x, D) =R(x, Di),	 ' 	(24)


where for each natural number L the semi-norms of R 1 (x, D)ca. n be estimated by, 
(m1+m,-L(1-))	 (m,)	(m,)	 25 r1, (1k)	.	6Llk 1Pi (1'.k) cPj (1,k') 

The constants 0LIk may 'increase in dependence on L and (1, k) but they are always 
independent of i and j. In the classical case,. that means () and are ihdepen-
dent of x, the terms R 11 (x, D) do not exist because supp , n supp '= 0 always 
yields 7 1 (D) ,(D)	0. 

Theorem 4: Let a(x, ) and b(x, ) be equivalent symbols and	 {ilr 
E	'' be two systems belonging to a(x, ) and b(x, ), respectively. 1/ 1. < p < 00, 
O <q :!E^ 00 and — 00 < s < oo, then 'Ilu I B ll	and llu I B1I 1V'd are equivalent

quasi-norms in B(R'). 

Proof: It is easy to see that both flu I BJj(' and flu I Bfl'} are quasi-norms. In p.q
order to prove their equivalence we use the preceding considerations. Also we may 
assumec=  

Step 1. Let u E B	. Then by Theorem 3 u belongs also to H(RU ) if kis suitably

/ chosen. Now we obtain from (13), (12) and Corollary 1,for i = 0,,1, 2, ... and arbi-
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trary fixed e > 0 the estimates	- 

11(x, D1) u I LJI. 

Il(x, D) ,(x, D) u I LPII + 2_1(8+t)1IU I H JI .	(26) 

Step 2. Let s >0 and <Sm' be fixed. Froi (26) and (24) we get 

is  ]kv (x, 1 ) u 

00
 

G76) 

i8q 
	flti(x, D.c)97,(X, D) u LPII + L' 11R 11( x, D) u LPIII± c, ifa I

j€76)/ 

The ferms of the first sum will be estimated by Theorem 2 and (12). The estimate of 
the remainder terms in the second sum will be taken by (25) if we choose there for a 

, fixed e' > 0,m. 1 = ms + e'm,m2 = e'm and Lso large such that m - 1 - m2 - L(1 - S) 
c holds. Then the semi--norms of Vi and 17 i in (25) can be estimated again by (12) 

and we obtain	 _.	 . 

Jju I Bji}	c E 2s (' c'	JI(x, D) u LJI 
1=0	je7(i) 

00 

+ 2 CJ2'2) lix I H,,"fi) + c, flu I HflQ 
i =0	 I 

•	

-	 <c"2iS JI j (x, D) u	+ (c, ± c) Ilu HJ 

Cc, lix 'BJJ(9'i); 

The last estimate follows in view of the embedding (15). Also we have used the shape 
of the set 7(i). Because of our assumptions, the same must be true if we change the 
role of	and	and so we get the converse inequality. 

Step 3. Let s :E-, 0 and x <sn' be fixed. The proof of the equivalence will be'the 
same as in the second step, if we choose m 1 = m's + e'm', m2 .= e'm' and take a 
corresponding modification in the semi-norm estimates of the	I 

Corollary 2: The definition of the space Bj c,( R") is independent of the chosen 
system {j}O E N,a and also of the. choice of the constants J and N in the definition of 
the sets (QN.a}00	

0 

Convention: In the sequel we shall not distinguish between- equivalent quasi-
norms. In this sense we shall write flu I Bjl instead of flu I B1 a 

Corollary 3: Symbols a(x, ) and b(x, ) which are. equivalent in the sense of (10) 
define the same function spaces. For all admissible parameters p, 'q and s there exist 
positive constants c' and c such that c' flu I B'- q 11	Jlz I B II ^ cffu I Bjj holds. 

If b(x, ) is especially an elliptic pseudodifferential operator of the order m, then the space 
B(R') coincides with the classical Besov space B,"(R") for 1 <p < co, 0 <q	00 
and —co < s < oc.	 •	 - 

Theorem 5: For —oo <s -< 00, 1 <p <00 and 0 <q ^ oo, B(R') is

'quasi-Banach space (Banach space if 1 q	oo), which is independent of the choice
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of the system {'j}?o € 0 1 -",-and we have 5(R")	B"-' (R") '-+ S'(R"). Furthermore, 
if.—oo <s < 00, 1 <p <00 and 0 <q <oc, then S(R") is dense in	(R'). 

Proof: The-equivalence of quasi-norms Jj. I	defined by different systems 
was proved in Theorem 4. Also in view of Theorem 3. we get from the 

well-known embeddings of the classical Bessel-potential spaces in' S'(it") and of 
S(R") in. H(R), respectively, the assertion ,about the embeddings. Thus we need 
only to show the completness in order to prove the first part of the theorem. 

Step 1. Let {u1 } 1 be a fundamental sequence in B(R') which we consider with 
respect to,a fixed quasi-norm ]H B J! { "}. Then the embedding shows that {u1 } 1 is p.q
also  afundaniental sequence in S'(Ra) with the limit element E S'(R'). On the other 
hand, for each fixed I = 0, 1, 2, ..:,	D) u} 1 is a fundamental sequence i'n 
L(R") with the limit element uf € L(R"). Then by u1 —u in S'(IV') we get D1) u1 
-+ (x, D) u in L(R) if 1 -* oc. Now it follows by. standard arguments that u 
belongs to Bj(R) and that u1 converges in B(It'3 ) to u. Hence B(1t")is com- 
pletely.  

Step 2: We prove now the second part of the theorem, Let	E N.o be fixed 
M 

and c = 1. For any natural M we write M(x, D) = ' (x, Di). Then in analogy 
with (18) and (19) we get by Theorem 1	.	j0 

	

q(x, D) q9x, D)	 . 
D) + RM(X, D)	 if j ill — 2N, 

RM, ) ( C,DZ )	.	 ,	if	M -i-- 2N, 

	

M	 . 
D) . 92 1 (x, D) + RM 1 (X, D) if M — 2N <i <111 + 2N. 

The remainder terms RM (x, D) always belong to S- and the semi-norms of them 
can be-estimated for each fixed e > 0 and each real x, independently of j and M, 
by irM.I!k)	c2(3 ± 1)i2. The constant c depends on 1, k, s, x and e but not on 
j and M.	 . 

Step 3. Let u E B, q < oo and x < mm (sm', sm) fixed. Setting UM 99M(x, D) u, 
we have in viewof the previous tep 

ilu — U%f

	

	ilq = V' j8q jig,, 	D1) u — t 1 (x, D) M(x, D) u L Iiq p,qlI p1 
i=o 

c2q ilu I H 1I Q + c	 ][921(x, D) u I L,Ilq  
-	jM-4N±2 

co 
lix +	h	)sq 1191(x, D) u


j=M-4N+2 

Th'e last estimate follows in view of Theorem 3. 
It is now obvious that UM - u in B if M - co. 

Step 4. Let x < mm (srn', Sm) and > max (sm, sm').. Then it is clear that u € B 
implies u € H x . The pseudodifferential operator '(X, D) belongs to S° and there-
fore, by Corollary 1, u 1 becomes an element of B,. S(IV') is dense in H Q (R"). Hence 
there exists a sequence UM.J € 5(R") such that UM.J 1 -+ UM in H1,e if J -± oo. Because 
we had fixed Lo > max (sm, sm'), now- Theorem 3 ensures that the sequence UM,J 

(
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converges in BJGq to u if M, J -. oo. This, proves the density of S(R') in B'-'(R') if 
q<ool	 .-	 . 
-. The equivalent. quasi-norms in the following theorem containalso an a priori 
estimate for pseudodifferential operators B(x, D) whose symbols are equivalent 
to an arbitrary fixed symbol a(x, ) of the class S(m, m'; 6). This shows that the 
spaces B" (R") will be useful in-the study of degenerate partial differential equations 
or other- suitable pseudodifferential operators belonging to the class S(m, m'; . 
We recall that the elements of S(m, m'; 6) are hypoelliptic. Hence we can always 
construct for B(r, D) E S(m,.m'; 6) . parametrices Q(x, D) € Sj such that 

- -. B(x; D) Q(x, D) = I ± R(x, Di),	Q(x, D) B(x, D) = I + R'(x, D) 

and R, R' € S° holds - see [4; Section 2, § 5] r [8; Chapter H], § 31, [9; Chapter 
IV, § 11.	 - 

Theorem 6: Let a(x, ).and b(x, ) be two equivalent symbols belonging io S(m, rn'; 6), 
andQ(x, D) denotes a parametrix for B(x, Di). If — 00 < 5 < oc, 1 <p < oo and 
O<q_<oo,then	 - 

JIB(x,' D ) u I B "°JI + Itw J E--°JI and JQ(x, D) uI B' jI+ ll'! B J jP,q

are equivalent quasi-norms in B" (Rn).	 - 
Proof: Let {}r- N.a and without loss of generality we nay assume that J 

in Definition 2 is fixed with respect to R0 and R The constant R occurs by the 
definition of equivalence - see (10). Also we choosea second system {j}O E N+ 1.a 

where additionally holds V'j(X, ) = I on supp op i if j = 1, 2. .... .By the construction 
at the end of Section 2 it is easily seen that such a system always exists. 

Step 1. Let x < mm (0, sm) and e > 0 be fixed-. We note some estimates which 
will be useful in the next step. If j = N + 1, .N + 2, ..., we have 

9 1 (x,D) B(x, D) = (	 /b) (x, D)	D) + R1 (x, D) ± R2 (x, Dr),

\kl<L X.

-	 (27) 
where	 -	 - 

R11 (x, D) = 91(x, D) B(x, D) - ( E -4 q 5()b) (x, D)


	

-	-	 \<L a.,	/ 
and	- 

R2 (x1 
D) = (	

.--	(x D) (1 -	Di)). 

Consequently RI) (x, D) denotes the remainder term in Theorem .1 which is obtained 
by the composition of	D) and B(x, Di). Hence, if we choose L sufficiently 

•	large (in dependence on x, e and 6), we get by (5) and (12) Ir1!;	 Also
1. 
the semi-norms of R2 (x, D) can be estimated in this way. We use additionally the 
assumption Vft, ) = 1 onsupp q', and get Ir2I)	c2J(8+t). Finally (8) and the 
properties of the systèri {q(x,	guarantee that the semi-norms, of the first 

pseudodifferential operator-on the right-hand side of (27) can be estimated by -, 

•	 pb!k)	C	sup - { ! b(x,-) I ($)—JU1—ô)}
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and, in view of (10) and '(ll), 'by	'•	 S 

(0)  

—qb	c"2'.	 (28) 
II<L x!	(1k)' 

In all three cases the constants c, c' and c" are independent of j. 

,Step 2. Let u E Bll.a and , < mm (0,sm). Because , E S	 it is straightforward

to see that we have by Corollary I and Theorem 3-

•	]I j (x, D) B(x, D) u I LjI ;5 cv flu I BJj{iJ 

•	if j = 0, 1, ..., N. Together with the results of the first step this yields 

j(3-1)q JJ(x, D) B(x, D)u I Lop
-• 

< C.' flu I
•	/1	1 

•	

-	

' j(s-1)q ( ( E •—j-,cvJ(b()) (x, D) tp'(x, D) u
-
 lip 

•	 \ \II<L X.	/  

+ j I R1(x, D) u + R21 (x, D2) u 
LJI)	- 

^ C' flu I BJfi} + -c	J8q ]I(x, D) u L] + c' flu I 

-	C" flu BJJ{	 -	 - 
I .!	 - 

We used again Theorem 2, and Corollary 1 and Theorem 3, espe6tive1y. Moi'eover 
by Theorem 4 the quasi-norms of u defined by {} 0 'and (i)o are equivalent., 

•	•Hence.we have proved in this step	 S	 - 

flB(x, ' h ) u I B '°JI+ flu I B '°JI	c flu I B'- 11.	-	(29) 

Step 3. To prove the converse inequality, we use that the symbol . of a * parametrix 
•	Q(x D) can' be estimated for any multi-indices a and jI, all -x E R" and all E R1'1 - -'	

- withIJ	Rby	 - 
•	

• jq(x, )I	Cq, jb(x, )j-1 ()-I!±IflI 6	S	 •	 S 

We choose N* N such that (x,) E,Q always implies	R. If j = N* ± 1, 
N* ± 2, ..., we have	 '•-	 . -	 - ' 

•	 (x, D) = (E --- wj(q()) (x, D) v,1 (x, D) B(x, D) + R3 (x, Di), (30)-
.	 -	 - 

where.S	 - 

-	R31(x, D) =	D) Q(x, D) - (^ -- j()q()) (x, Di)) B(x, D) 
-	II<L C. 

-.	 ± (
	1q) (x, D) (1 -- p1 (x, Di)) B(x,.D) 

- -.	-	 + q j(x, D) (I - Q(x, -Di) B(x, Di)). -	-	-	,	•	 ¼
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/

Let x <mm (o;sm) and e > 0 be fiied. Then in complete analogy to the estimates 
of the first.step we can choose Lin such'a way that ir31()	c2_i(8+e) and 

1	(0) 
qq	:5, c'2	 (31) 

holds. The 'constants c and c' c' rare again independent of j. Now straightforward com-
putations as in the second step establish the inequalities	. 

flu I BJ[{9'i }	c I1B (x, D) u B '°II' +cN* flu B'°]i(" 

and; in view of Theorem 4'  

c' flu I B3- 11 ^ IIB(x, D) -u Bl0]I + il-u I B"°lI p,q
with a constant c' > 0. Together with '(295 this proies the first part of the theorem. 

Step , 4. The other-case may. be derived similarly. We changein (27) and (30) the 
roles of B(x, D) and Q(x, D). Thus we get 

ç(x, D) Q(x, D) =j()q()) (x, D)	D) + R 4 (x, D) 
1 1<L 

and

j(x, D)
= (	

1b) (x, D)	D) Q(, D) + R5 (x, Di), 

where the 'semi-norms of the remainder terms may be estimated as in the foregoing 
step. Using (28) and (31) we get now the proof of the second part of the theorem in-
complete analogy to the second and third steps I 

At the end of this section we will illustrate what variable smoothness or variable 
order of differentiation means. Let X be an open subset of R.7. We weaken the 
condition of equivalence and call . two symbols of the class S(m, in'; ö) equivalent 
with respect to X if  

0 <c 1	ja(x, ) b' 1 (x,	:!E^ c2 < 00	 . 

holds for all x E X and E R6 11 with	ft. Fore > 0 and u E S'(R') we set 

(supp u). = {x: x = y + h with y E supp u and lhl	e}. 

Theorem 7: 'Let X be a fixed open subset of Rxn and a(x, ), b(x, ) be two symbols 
of S(m, m'; 5) which are equivalent with recpect to X. If — 00 <, s < cc, 1 <p < cc, 
0 < q	cc and e > 0, then there exists positive constants c' and c such that  

c' flu I B 1i1iu I B Jl . ^ c flu BQfl  
•	

' . holds for all 'ü E S'(LV') with (supp u),	X. The constants c' and c are independent 
Of U.  

	

Proof: In view of Theorem 4 we can fix two arbitrary systems	€ O N .a and

M.b belonging to a(x, ')-and b(x, ), respectively. Let also e-> 0 be fixed. 

Then we can chOose a smooth function z such that 

-	 _ 10 -if xX,  
x,(x) - 1 if x € 'X and dist (x, X)	e, 

.	
D7(x)	c,,eHI	for all multi-indices y and x € R." 

I
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holds. By Theorem . 1 we have 

9,1(x, D) z(x)= ( 2 .-- 9iXe) (x, D) + RJ(x, Di), 
II<L C.	 ' 

with	 S 

L (m,— L(1d))	 (m,) . (0)	 S r1, (1;k	- CLIk	j Irk) Xe  
Now, in analogy to (23)—(25) and with the same meaning: of the constants i0 and j0' 
we get for all multi-indices x.	 - 

SUpp (ix) n supp = 0	if j 0 7(i), 

where again •'	 '' 

7(i) = {j: 0 j max (j0, i + I - J+ M+ N + H)}	if 0 i 
7(i) = {j: nia (J, I + I -'(M + N + H)) I ± J i-+ I + M - N + H)} 

ifi>j0 
and H fulfils 2'-"	c 1	c 2	2". Then we obtain in the case 

Vi(x, D) (x, D) y(x) = 1(x, D) ((2: --- 9xe) (x, D) + RJ(x, Di)) •	 ,	 kI<L	-	 , 
= R 11 (x, Di), 

where for each natural number L* the semi-norms of R 1'1 (x, D1) can be estimated by 
• .	 (m,+m,—L'o—a) <	i	(m,)	(ms)	. (0)'	 . r,1 (1k)	 _ CL•/k V'i (r.k) Pj U".k') te (1.k") 

Suppose that (supp u) X. The,p we have always ZeU = u. Now it is not hard to 
see that the rest of.the proof is a simple indification of the proof of Theorem 4 and 
we omit it I 

• 'Remark: Lt a(x, ) = ()m' + 02k(X) ()m be a symbol of .S(m, rn'; ) as described in the 
fourth e*ample in Section 2. Furthermore let x 0 he a interior point of the set Q = {x: o(x) = 0} 
and K 0 (x0 ) = {x: Ix - x0 < al Q denotes a neighbourhood of x 0 ; Then a(x, ) is equivalent 
to ()m' with respect toK(x0 ). Hence an clement u of B1 belôns locally in x0 to the classical 
Besov- spaces B ' . On the otherhand, if (x 1 ) 0 holds, then the symbola(x, ) is equivalent 
to ()'with respect to a suitable neighbourhood of X 1 . Thus a E B5 belongs locally in z1 to 
the classical Bcsov space BsIn . Consequently for an element u of the space BJ we may have 
in different points of R' locally different smoothness properties. 
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