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In der Arbeit werden die Methoden der beschränktenund der finiten Elernente gekoppeltund 
an1 das äuf3ere J)irichletsche Problem für eine Kiasse nichtlineater elliptischer Gleichungen 

'zseiter Ordnung in Divergenzform angewandt. Besondere Betonung erfährt die Formulierung 
in Variationsform und die mathematische Begrundung der Kopplungsprozedur. Insbesondere 
werden hinreichende Bedingungen an die Koeffizienten der Gleichung angegeben, unter denen 
mit Hilfe der Methode der monotonen Operatoren die Existenz einer Losung und deren Unität 
folgen.	 '	 S 

Pa6ora nocBRL[eHa fl}1MHHHIO coeuHeHuR MeToIoB orpauu4eIIlIbix 11 11HI1THbIX a21eMeH 
'FOB x Bffeuniefi 3aJa'Ie jnpMxJIe 1pin omioro Kaacca HeilIIlIeliHhlx 3JMH1lT1l LiecKHx ypaB-
IleHuft BTOOFO nopaa a JulnepreHTHofi 4opMe. Oco6oe 3Ha qeLIue npHJaercBBapHaLu1 oil Hor[ 

H M5TMTM4CCK0M 060CHoBaHUlO COeHHHTeJTh1!OI npouejypai. B 'iac-
HOCIB, Aal0TCFl AOCTaTo q lllje YU10BIM Ha x0344n1kHeHml ypaenn 113 IoTopbIx MerwxoM 
MOIIOTOIIHbIK onepaTopob cJ1ey}oT cyluecTBoBanne H eHHcTseHHocTh peiueiina. 
This paper is concerned with an application df the coupling of the boundary clement and the 
finite element methods to an exterior. Dirichlet problem fora class of nonlinear second-order 
elliptic equations in divergence form. Emphasis will be placed upon the variational formulation 
and the mathematical foundations of the coupling procedure. In 'particular, sufficint condi- 

•	tions are given for the coefficients of the equation from which existence and uniqueness results 
are established .by the theory of monotone operators'./ 

1. Introduction  

Both the bowidary element and the finite.element methods axe now recognized as 

general approximation processes which are applicable to a wide variety of engineering 

problems. The boundary element method is. better suited to,-problems in which the 


• - domain extends to infinity but.is  usually confined to regions in which the-governing -




equation' s are linear and homogeneous. On the other hand, the finite element method 

is restricted to problems in bounded domains but is applicable to'problems in which 

the material properties are not necessarily homogeneous and nonlinearity may occur. 

Therefore, these two methods are complementary to each other, and thus, in recent 

years there have been increasing efforts to develop variational procedures especially 

for exterior problems by taking the advantages of the individual method. This leads 

us to the coupling of the boundary element andthe finite element methods (see 

Hsiao [6]). Noticeable success of this approach may be foun'd in COSTABEL [2], HAs

[5], HsIAo and PORTER [8],JoHsoN and NEDELEC [10], MACCAMY and Mrs [11], 
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and WENDLAND [16, 17], to name a few. However, all these works deal with only 
•	linear problems. The purpose of this paper i4 to discuss the feasibility of applying this 

•	approach to genuine nonlinear problems. 
pecifically,'we let'Q0 be a bounded, simply connected domain in 1t with smooth 

boundary r0 : Let Q ' be theannular region bounded by F0 and another smooth closed 
surface F. We denote by Q the complement of Q0 u Q-. For any function v on 

-' Q u Q, we write,vt for its limits on F from Q± • Then given smooth functions I on

Q nd g on F0, we consider the boundary value problem: Find u such that -	- 

3	. 

	

—a1(x,Vu(x)) =f(x)in.Q;	A	Oin.Q, 11 8x6	 .':'. 

U =,'g on f',  
3
	 (2!)+
	 (1.1) 

U-,= u,	E a,(x, Vu(x)) n 
=	

(x) on F, 

u(x) = 0(1x1 1 )	as Ixl	±oo	 - '	 - 

where n = (n1 , n2 , n3) is the outer normal to F. The nonlinear coefficients a, will 
satisfy certain regularity conditionsto be specified later. Explicit examples of non-

..linearities of this type generally .appear in some subsonic flow problems (see, e.g.. 
•	FEISTAUER [31). Our goal here is to solve the problem (1.1) by the coupling procedure 

as in Hit [5] and COSTABEL'[2] for linear problems. 
The plan of this paper is a follows. In-Section 2, we will convert (1.1) to a nonlocal 

boundary pr'oblem in Q.. This contains a nonlocal boundary condition which relates 
the unknown function and its noimal derivative on the boundary F, from Green's 
formula. In Section 3, we give a weak formulation for the nonlocal boundary problem 
and reduce it to an equivalent operator equation form. Existence and uniqueness of	r 
the solution of this operator equation will be established in Section 4 by the theory 
of monotone operators. Finally in Section 5, we present a Galerkin procedure for the 
operator equation and provide an errorestimate of Cea's type. 

-. •	2. The nonlocal boundary problem	 •,,	- 

To reduce (1.1)-to a nonlocal boundary problem, we need some results from potential 
theory. Let y(x, y) = (4n Ix - y' be the fundamental solution for the three-
dimensional. Laplacian. Then from Green's theorem we have the representation 

-	u(x)  

	

f	_f GO (y)y(x,,)ds,	xEQ. (2.1) 
On,	 On 

•	from' which we arrive at the integral equations on F:	 -	 S 

U+
	
I + K)u+ V(u/an), 

-	
(u/) = —Wu +(- I - K') (/)+	- 

Here K, V, W and Ware the boundary integral operators of the doable, simple, hyper- - 
- singular and adjoint of the doublelayer potentials, respectively: For x E F, they are-
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• defined by	- 

Ka(x) =fc(y) _ y(x, y) dsp ,	Va(x)	Ax, y) a(y) dsp, 

Wa(x)	- _ f 0(y)	y(x, y) ds;,.	 -	(2.3) 

Ka(x)=J'_(x.y)a()dsv 

These are four basic boundary integral operatos (see thcHLrN [13]) whose properties 
•	will be discussed later. Now we use interface conditions from (1.1). We have u = u, 

and if we set Eaj(x, Vu-(x)) n	a(x), then (eu/n) = a. We substitute into 

(2.2) to obtain, on F,	 .. 

I .	(T	
I	

.	
(2.4) 

3	 1	-	J 
L'a

.
e( . ; Vu( . )) n 1 = —Wu + (i - 

These formulae lead us to. the nonlocil boudary problem: Find (u, a) such that 

3a .•	. 
a 1 (x, Vu(x)) = /(x).	in -Q;.	ur. = g, 1.1.-av

\	 •'-	 S 

' a( . , Vu( . )) n1 = —Wu' +	I - K') a	on F,	 (2.5) 
1=1	 .  

i . K) u + Va = o	on T.  

It is easy to see from the above derivation that the nonlocal boundary problem (2.5) 
•	is equivalent to the problem (1.1.) in the sense that if (u, a) satisfies (2.5) and if we set, 

from Green's formula (2.1),	 .	• 

u(x)fu-(Y)_ Ax, Y) dsv _fa(Y)v(x Y) d8,,	x  Q,	(26) 

then u satisfies (1.1) with	a(x, Vu-(x)) n• = a(x) on F. Of course, the statement 

• here can be made niore precise if one introduces appropriate solution spaces (see 

GATICA [4]). We remark that the boundary conditions on F are nonlocal conditions,


: since the values u over the entire boundary' I' are needed in order to compute 
' a

. (x, Vu- (x)) ni at a single point x E F. Clearly, one may also consider Other types 

	

of nonlocal cohditions, and in'principle, the nonlocal boundary problem (2.5) can be	• 
treated numerically by any conventional scheme, since it is a problem over the finite 
region. We will adopt the Galerkin procedure and lead to the coupling of the boindary 

• . element and finite element methods.	 S	 S 

/	 -
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•3, The weak formulation	 S 

J	
5,... 

In what follows, for rn integer, S real, let JJm(Q_) and H8(r) denote the usual Sobolev	.' 
spaces equipped with norms j I • IIH"(Q-) and lk]Ir, respectively. Furthermore, for 
m > 0, let IIn"(Q) denote the serinorm, 

/	 (	 11/2	 5	

S 

I UIH(Q-) =	X' f IDuI 2 dx	 .	 (3.1) 

and let K••) denote the duality pairing between Ha(P) and H_8(F) with respect to the 
• L2 ( /i-inner product, 

(, x)	f' UM x(t) di ' V(a, y) e H8(P) x H 8(P) .	 (3.2) 

We also introduce the subspace H .,(Q-) of H I(Q) defined by 

H' (Q7) = {v E H 1 (Q): VIf, . 0}.	 .	(3.3) 

It is easy to verify that IvI H d- is equivalent to-the norm 1I1I,,'o- for all v E 
i.e.,there exists a constant C > 0 such that.	

'5 

V H'(Q-)	]I vllH(Q-) :5 C IvIH(Q-)	VV € H(Q,. 

For smooth F, the following results are well known (see, e.g., HSIAO [7], and Hsxio 
and WENDLAND [9]).  

Lemma 1: For 'C°° boindary 1', the, boundary integral ô'perators defined by (2.3) 
' S	 •	

S 

V: i1 -1I2 ( 11 ) .-> H8 + 1 12(F) ,	.	K: H8+ 1 1 2(F) * H±3/2(["), 

': H-112(p)	ll± 2 (1-),	W: H- 112(r)	H-1I2(V) 

are continuous lor any s € R. Mreover, there are constants i > 0 and v 0 &=h -that 

- (Va, o')	•/L]IaIH-*I*(r)	Va' € H-112(I')  

and  
( %T) ^ u 1IaIlj'i'r	V llc1Iii o(r)	Va€ H' /2(f').	 (3.6) 

In fact, from (3.5) it is not difficult to show that 

(a , Wa) ^!> 0	Vc E H'/2(f').	 :	(3.7) 

These results will be needed later. - 
Now for the weak formulation,.we multiply the partial differential equation in (2.5) 

by any function v € H-,(Q-) and.apply the divergence theorem to yield 
-	

.fa(x,vux) --dx - (_ . Wu_ — (}i — K) a) =ftcdx. 
axi

(3.8) 

Similarly, we multiply the boundary integral equation in (2.5) by any test function 
2 € H- 112 (f') and integrate over I' to obtain 

(Va, 2) +((-- I _.K) u-, A) = 0.	 - (3.9)' 

.-	S	

•	 S	 -
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Equations (3.8) and (3.9) then lead us to the weak formulation: Given ' (/, g) E H-'(Q-) 
x HI2(r), find (u, a) E H'(Q-) x H- 112(P) such that u - E Hr(Q-) and' (u, a) 
satisfies	 .	 S	 - 

	

f a,(x Vu(x)) --- dx + B((u, a), (v '))	/v dx	 (3.10) 
Oxj 

for all (v, ).) € H,(Q-) x H-' 12(fl, where € HI (.Q-) is an extension of g with 9 Ir. = 
and B( . ,.) is the bilinear form defined by 

B ( (u, a), (,2)) =(v, Wu) - (_ ( I.— K) a)	 S 

+(Va , 1) +	I - K)u2) 
S	

(3.11)


for all (u - , a), (v, A) € H-,(Q-) x H-'I2(fl. 

In order to reduce (3.10) to an equivalent operator equation form, we need now to 
impose some conditions on the nonlinear' coefficients a. We assume that a: 
X R3 	satisfies the-conditions: 

	

(H.!) Crathéodory conditions: The, function a( . , a) is measurable in,, Q for all	- 
a E R3 and a 1 (x,.) is continuous in R3 for almost all x e Q. 

(H.2) Growth condition: There exists 0 i € L2 (Q),i = 1, 2, 3, such that' 
S	

Ia(x,(x)j ^5 C{1 +IaI} -I I(x)]	 5 

•

	

	for all a E R3 and for almost all x € Q-. Here and in the sequel', C is a generic con-




stant.  
We also define the Hilbert space IL = H-,(Q-) x H 12 (11 ) with the product norm 

II(w, a)Jjg = jIwJI p(-) + JIaIIH'I(r)} 1 Further, let 11* be the dual of-H, with the norm. 
definedby, IHIH . = sup {[., (v, ) )1/11(v, A)]I g : 0 = (v, ).) € 11),- whre [:, •] denotes the 
duality pairing on IL x W Then, by(H.l) and (11.2) we can introduce a nonlinear 
operator T: H --> ft* defined by	 - 5. 

•	[T(w, a), (v, 2)] =	f a(x, V(w ± ) (x)).	dx + B((w; a), (v, 2))	, 

S	 S	 .	 (3.12) 

for all (w, a), (v, 2) € H. Consequently, if we set, in the weak formulation, v': =u - 
€ H(Q-), alternatively,, we may write (3.10) in the form of an operator equation for 
the unknown (w, a):  

rF(w, a) =1?,	 5 5	 1	-	 .	(3.13) 

vhere,F € IP. is defined 'by  

	

- . F(v, 2) =f Iv dx - B((O, 0), (v, 2)).	 -	
5	 -	

-	 (3.14) 

We remark that the bilinear form B is bounded as a consequence of Lemma 1, and the - 
trace theorem. The operator equation form (3.13) then allqws us to dieuss the solv-
ability of the variational equation (3.10) by the theory of monotone-operators. S



-	 f 
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4. Existence and uniqueness 

To apply the theory of monotone operators, 'following NEóAS [14] and ODEN [15], 
we need to make further assumptions on the nonlinear coefficients ai in (3.10). 
We consider the following conditions: 

(H.3) Coerciveness condition: There exist a constant C 1 > 0 and a function C2 
3 

€ L1 (Q-) such that f a(x, a) a > C 1 Ia. C2 (x) for all a = (a 1 , a2 , a3 ) E R3 and 
1=1 

for almost all x E Q.	 - 
(H.4) Monotony condition:	 0 

± (a(x, a) - a 1 (x, a')) (a —a j ')	0 

for all a, a'. E B3 and for almost all x € Q.	 S	 S 

.(H.5) Strict monotony condition:	 S 

•	

3555  

(a1(x,a) - a.(x,a')),(x1_ a,') >0 -	
: 

for all a ss= a' € B3 and for almost all x € Q. - 
(H.6) Strongly monotone condition.: There exists a constant 1A > 0 such that 

JU 
•	 .	 (ea1(x,a)/a) •	 i.)=1	 1=1 

for all = (, ,	a = ((X 1, a2; a3) E B3 and for almost all x € Q-.	 - 
• Clearly these conditions are not mutually, exclusive. Hence our main results can 
' b summarized in the following theorems depending on the assumptions on a. 

Theorem, 1: Suppose that the coefficients a1 satisfy the assumptions (H.1)—(H4). 
Let .T: II -± 11* be the operator defined by (3.12) and let F E 11* be the bounded linear 

• functional defined by (3.14). Then there exists a solution. (w, a) Eli of the equation (3.13), 
• and the solution is uniqueif (H.5) is satisfied. 

Theorem 2: Under the assumption (H.1) and (H.2) the operator T is continuous 
and bounded. Furthermore, if (H.6) holds, then T is strongly monotone; i.e., there exists 
a constant ,u > 0 such that	 S 

•	[T(w;. a) — T(v, 2), (w, a) — (v,	It lIw, a) — (v, 41 


for all (w, a), (v, 2) E H,' and hence T is coercive on It; i.e., - 

lim	[T(w, a), (w,a)]/JI(w, ci)IIg = +00.	—	 (4.2) 
j ( w.o) IIH—±oo	 .	 S 

o	
We remark that Theorem 2 implies that the equation (3.13) has a unique solution. 

•	The proofsof these theorems are tedious and lengthy, but the arguments here are 
straightforward if one is familiar with the theory of monotone operators (see, e.g., -, 
NEáAS [141)..To facilitate the proofs, let us first make some observations: We note 
that the boundary operators corresponding to B in the definition of the nonlinear 

•	 '	 operator T of (3.12) possess all the nice properties. In particular, we see that in addi -
tion to being bounded,'	 .	 5	 0 

•	- 

IB((w, a), (v, )) I ^ C j(w, a)IIH II(v , 2 )Ig	-	.	 (4•:3) 

•	 •	

-	 /	 5'
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for all (w, ) , . (V, 2) € H, B satisfies the inequality, 

((w, a), (w, a))	I1a)-'1.tri	V(w, a) € II,	-	 (44) 

which follows from (3.11), (3.5) and (3.7). Hence the operator T is completely domi-
nated by the nonlinear term in T, i.e., the Nernytsky operator. A 1 , defined by 

	

- (A 1w) (x) = a,(x, V(w + ) (x)).	.	 .	(4.5) 

The assumptions (H.1) and (H.2) simply imply that A, is a continuous map from 


	

H I (Q) into L2(Q-) and -the inequality	.	.	. 

llWllL ( Q- ) ^ C{vol (Q i + 1w +
q 1 2

I'(Q- + 1lll'(Q'	 .	(4.6) 

holds for all w € H' (S2-). As a consequence of (43),.(4 . 6),, we have the following 
lemma.  

Lemma 2: Under theassumptions(H.1) and (11.2) ; the operator T: H - fl* ha8 the 
following properties:  

(i) T is bounded.	 .	.	. 
(ii) There exists a constant M > 0 such that IlAw llvo-	C 1l(w, o)JJ H for all 

(w, a)€ H, (w, a)IIH ^ M.  
• (iii) T is continuous.  

It is easy to verify that the constant Mo in (ii) is given by 

M0 = vol (Qi + II- + E 1IIIL(Qi}  

• The assumption (11.3) naturally gives the coerciveness property of T.(4.2) as can 
be. seen in the following. We may write froth (3.13),  

r	 dw	 . Ej a,(x V(u + a) (x)) .- dx 
Oxi 

-3	r	.	.	 •	 - 

• =	J a,(x, V(w -f- ) (x))-i--- (w + ) dx	 -, 
s=1	 .	xi	.	 .	.	. 

	

-	 - 
- [T(w, a), (, 0)1 .+ B((w, a), (, 0)),	 . 

and hence from (11.3) together with (4.3) and (ii) in Lemma 2, we have 

• I a(x, V(w + ) (x)) --- dx  
$=IJ	-	 xi  

> C 1 1w + g I%pa-i — IlC2ll .(Q-) - C Il(w, ON 1I9IIH'(Th)	. -	- - •:,_ 

for all (w, a).€ H with .11(w, a)]Iff	M0 . Consequently, we 'deduce from (3.12), (3.4) 
and (4.4),	 .	•	 .	 . 

- 

•	 [T(w, a), (w, -a)}

	

 
1l(w, a)JIH	

a, lI(w, a)Ilu — C II1111 , - -, JIC2Ilvcn- II(w, .a)jI 

'	for all (w, a) E H with ll(w, a )JIH	M. This proves that T is coercive on H. 

	

/	.

	

1'	.	•	 -
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Similarly, it is not difficult to verify that 

[T(w, d) - T(v, A), (w, a) - (v,).)] 
= B((w, a) - (v, ), (it a) - (v, 2)) 

+	f {a i (x Vt,(x)) - a,(x Vi5(x))} {
	

L	dx	 (4 7) 

with üi =.w + and i5 = v + j Because of (4.4); the monotonicity conditions will 
be determined by the scond term on the right-hand sidèof the above equalityand 

.thus by the conditions (H.4) and (11.5).	 .-
. 1 1

- To complete the proof of Theorem 1, we remark that the continuity of T 
implies the hemicontinuity of T, i.e., the mapping 

	

-	R D t _['1'((w, a) ±1 1(p, )),(v, 2)]E R.	 . 
is continuous for all (w, a), (p, 5),(v, ).)E ii. Moreover, T has the property (see NEáAS 
[14: Theorem 3.3.141):	 5	

S 

(M) Let {(w, a) be a sequence of H. Suppose that (w a , a) converges weakly to(w,a), 
• and . T(w., a) converges weakly toF with lirn sup [T(w, un), (w.; a.)] 5: [F, (iv, a)], then 


	

•	T(w,'a)	F.	 •.	'.	 - 
We aIo note that the continuity ofT ithplies, clearly, the demicontinuity of T, -: 

namely, if (wa , a,) :convrgs to (w; a), then T(w, a) 1 converges weakly to'T(w, ). Now, 
property (M), coerciveness, demicont .iniity and boundedness of P implies that. T is 

•	surjective (see NEAS [14, Thoreni 3.3.6]). The rest of the proof follows easily I 

To complete the proof of Theorem 2, -it remains to show that under . (H.6), T 
•	satisfies the sti'ongly monotone cot n* dition (4. 1), since the coerciveness of .T is a simple 

consequence of (4.1). We proceed as follows: We note that we may write 

a,(x Vi(x)) - a(x V(x)) 
= f	-_ a,(x, a(x, I)) {

	- --} 
dtaxi

with a(, t) = V(x) + t(ü(x) — V(x)). Then (11.6) yields f {a,(x Vi,(x)) — a(x Vi3(x))} {. - -} dx c9xi	xi 

	

-	 3.  

	

i=1	C9Xj f{j	- 
The result then follows from (3.4), (4.4) and (4.7) I 

S	

- 

5.Galerkin approximations  

- To formulate the Galerlin approximations of .-the solution. of (3.15), we let {Hh}h be 
a family of finite-dimensional subspaces of It such that u Hh: h E S) is dense in 11, 
where the parameter h is in an index set 5 and' represents, without loss of generaIit, 
a measure of the size of the corresponding finite elements. Then the Galerkin approxi-

	

•	•	 :	•	•	•	-	I	.	S	

,•
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nation of the solution (w, a) of (3.15) is defined as an element (wh , ah) € H, satisfying 
the Galerkin equations	S	 - 

c	[T(u,h, o h ) , (e , ),!l )J '= [F, (VA, )h)}	 (5.1)	- 

for all, (vh , 2h) 
€5 11h Clearly, the existnèe, uniqueness as well as the con vergence of 

the Galerkin approximations (0, a'l) of (5.1) depend heavily on the assumptions of 
the nonlinear coefficients a j i n. T. From Theorem 1 in Section 4, we know at least 
that there exists a unique solution (w,a) E If of (3.13), provided (H.5) is fulfilled in 
.addition. to the assumptions (H.1)—(H.3). In this case,one can show that there 
exists a unique Galerkin approximation (u/I , oh) which has a subsequende converging, 
only weakly to the exact solution (w, a) of'(3.13). On the other hand, the weak con- 

"-vergence of the Galerkin approximations can be improved by the strongly monotone 
condition (4.1). However, in order to obtain some kind of rate of convergence, an 
additioril condition will be needed in contrast to the linear problems (see MICIILIN 

• [12]). , For this purpose, one will introduce a Lipschitz condition below. We recall - 
that T: H - II is Lipschitz continuous if there-exists a constant k > 0 such that 

JIT(w, a) - T(v,	H	k JRw , a) - (v, ),)JIH	 .	(5.2) 
for all .(w, a), (v, 2) € H. As will be.seen,.a sufficient condition oil thenonlineai coef-
ficients a i to\cnslire (5.2) is the following one:  

(11.7) Lipschitz condition: The partial , derivatives aa(x, a)/x (i,1 = 1, 2, :3) 
satisfy the Carthéodory conditions (HI) and there exists aconstant Co > 0 such 
that Iaa(x, a)f8c —̂L- C(i, j =1; 2, 3) for all a € R3 and for almost all x € Q. 

'ro establish (5.2), it suffices to. show that the.Nernytsky operator A 1 defined by 
(4.5) Is Lipschitz continuous on H'(Q): We denote that under condition g (H.!) and 
(H.2), A.is a continuous map from H u (Q-) into L2(Q-). For ii' = w+§ and 
V + 0,E H1 (Q-.), we have by the definition of A,, 

] I A ,w - AvJI .(-) := 'f a 1 (x, Vt(x)) - a 1 (x, Vi(x))1 2 dx 

	

(,	. 

	

= J	' J	
2 

	

- a1 (x, a(x', t)) 1-	dt dx, 

	

-	
. 

I	 .	

.	 D-_	0  

where a(x, 1) -- , V/O(x) +t(Vüx) - V(x)). It follows from (11.7) that 

JAw - 'A IVl. (Q- )	3C Jib - VI jp(Q- ) ^ C 1W - VJjp(Q-) 

which proves that A:'H'(Q) --. L2(Q-) is Lipschitz continuous. • 

The following result concerning the error estimates of the Galerkin approximations 
can now be easily established.  

Theorem , 3: Suppose that the assumptions (Hi), (H.2), (H.6) and (.11.7) are . ful- 
filled. Let (w, o).€ 11 'and (v/I, o") € Hh be the unique solutions of the equations (3.13) 
and (5. 1), respectively. Then, there exists a constant C > 0 independent of h. such tha't 

1Kw, a). - (w', o")flH °	 C inf JI(w , Cr) - (v", 211 )11 11 .	5	

(5.3) 

We remark that as in the case for linear problems, this simple, yet crucial estimate 
(5.3) shows that the problem of estimating the error between the solution (z, a) and 
the Galerkin approximation (u/I, a") is reduced to a problem in the approximation
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theory. We further comment that for the numerical implementations, one generally - - 
• does not solve (5.1) exactly. This leads us to consider the following modification of 
(5.1). To this end, let TA : 11h Hh* be an operator that approximates Ton the sub-
space 1.Hh ,and let Fh E HA* be an approximation of F on flu. Then we redefine -a 

-.

	

	.Galerkin approximation of the solution (w, a) of (3.13) as an element (WA, ak) € 11h

• (if it exists) such that  

[Th (wh , aA ), (VA, Ah)h = [ FA (vh, ) IA	 S	
-	 ( 5.4) 

-. - for all (VA,	J1, where-[ . , ]A denotes the duality pairing on fl'x 11h As far as 
- the existence of a solution of S(54) concerns, it suffices, from Theorem s 1, to assume 

	

-•	that, Th is a, continuous, monotone and coercive operator. on 11A• Since H,is finite.: 

• - / -'dimensional, the-monotonicity of TA implies that TA is bounded (see ODEN [15: 
• Theorem 27.3]). Similarly, from Theorem 2,-we see that there exists a unique solu-

tion of (5.4) if TA is continuous and strongly , monotone on 11A• We now summariie 
these results in the following, theorem.  

- -- - Theorem' 4: Suppose that the coef/icients . a, satisfy the assumptions (Hi), (H.2)' 
(H.6) and (H.7). Let F,, € ll h* be an approximation of F,- and let TA : if,, -. HA * be an -


	

•	approximate operator of T with the properties:  
• - -	'(i) r1 is-contnuous.	.	-	.•	 - 

• - (ii) TA is uniformly strongly monotone, i.e., there exist constants h 0 > 0 and	> 0,-
-,	independent Of h, such that  

	

-.	 ['l',,(u, x,,)' - 1,,(V', A'), (u,,, x,,) - (v', )h)]	YO IKÜA, ;eh)	 )1I 

	

•.	for all (u,,, NA), (VA,	E II,, and for all h E (0 ) h0).	
0 

	

•	Then (313) has a unique solution (w, a) € 11 and (5.4) has a unique solution (WA, ah) 

•	 € If,,. Moreover,-the following estimates hold for all h E (0, h0 ):	,	S 

	

•	 -	 -	 -	

-	 S

 

I
	-' [F,,, V	)]A - [F, (VA, h)]I	

-) 

	

•	 .	II(w , a), - (WA, a,,)IH	C 	sup	 A	• 
•	 •	-	 -	 (zh.A)(H,	'S	 II(z',	)]I	 -	- 

• •	 - -	 S	 •	• •	 S	 •	 ( z'.â)-sSO	 - 

	

-	+ inf (II(w, a) - (VA, P)IIH 

	

S	 "	 •	 —	 - •	
- 

	

S .	 •	

.• - ••	S	 •	
[ T(VA, ;h) (, A)] - [A(VA , An), (VA, oh )]1 

-. •	 - -	+ (Zh?R	
• I(VA, O )IlH	 -• 

	

S	 -'	 •-	 .	 •	 .-	 (5.5) 

where C > 0 is a,constant independent of h.	 . •	- 

	

-	The proof of the inequality (5.5) follows in the same manner as for.thc lineàiprob-




lems (see, e.g., Ciarlet [1]). We omit the details. 

	

-	•	To conclude this paper, we remark that in GATICA [4], an explicit operator T,, wiff 

	

- .	be given to possess the properties of (i) and (ii) in Theorem 4, and specific error esti-




mates based on (5.5) will be also available for a family of finite element subspaces 
- .	-	

{ IL }eo...	 •	S	 -	 •	 S
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