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Fiir dic in-der Theorie der Lie-Reihen auftretenden partxellcn Differentialgleichungssysteme’
wird die allgemeine Struktur der Losungen angeoeben ohne die Holomorphlevoraussetzungen
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" For the systems of partial differential equations appearing in the theory of Lie series we deduce
the general structure of the solutions without assuming the data to be holomorphic ones.

‘This paper is concerned with initial value problems of the kind
Z() = 42),  Z0) ==z o . . (1)

. with Z, (t) = (afat) Z( ), the vectors o

_(Zl:" Z): Z—(zl)“"zn):
= (tys + 5 tm)s ojot = (ofér,, ..., Ofot,)T,

. the zero vector-0 and an m Xn-matrix 4. Such problems for’ nonlinear partial differ- _

. ential equations appearin the framework of holomorphic functions in the theory of

Lie series, cf. W. GROBNER [3]. Here we only assume that the matrix 4 possesses
‘continuous partial derlvatlves of flrst order, so that we can use the real theory. as

“in E. KAMKE {4]. . ' .
In case of m > 1 the system (1) is overdetermined, and t,he theorcm of Schwarz
Zig, = Zyy, implies the necessary compatibility condmons . . )
‘ A,A' = A4, ‘ ' o P (2)

f

v

for ¢, = 1,..., m, where 4;. denotes the i-th row vector of 4, a,nd a prime denotes
"the derivative with respect to the argument, i.e. in this case the derivative A4
= (8/0Z) 4;(Z) with ) \ ,

. 9oz = (9/0Z,, ..., 2/0Z,)T. '
The trivial case 4(z) =0 with the solution Z = z of (1) shall be excluded, i.e. we

always assume the initial value z to be chosen in such a way that A(z) == 0. Here, of

course, 0 denotes a 7ero matrix, and later on I a unit matrix of suitable size.

Theorem 1: If the rank of A(Z) is equal to m and if the condztzons (2) are satisfied,
ghen there exist two-mutually inverse n-dimengional veclor functions

w=f(2), z=Fw) (4)
, '/ . . . N .

P ®
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ture

Z= F(t0+f(z)) S - o B )

_ where C is an m X n-matriz with the block rc;presentatz"onv C = (L, 0).

In ﬁew of the hypothesis on the rank of 4, Theorem 1 'is concerned with the case

m<n I A possesses a rank r << m, then after suitable permutatxons we can make
the sphttmg -

£=(l S), :t-:('tl!‘;‘:tr-)’ Si(tr+l,:"atm)a

A 2 I A ’ ‘ , ' B
o i‘i‘:(B)A, (BA) e

whcre A = A(Z) is the r X n- matrlx of the first rows of 4, and where B = B(Z) is

s
wzth w= (wl, very Wy), SO that, /or suztable small t, the solulzon of (1) possesses the struc-

a suitable (m — r) X 7-matrix. With these notations and an analogous mterpretatlon )

of the partlal derivatives as abovc the problem (1) turns over into
‘ " Zit, ) = A(Z),  Zit, sy = B(Z) AZ), ' Z(0,0) = 7. e

Theorem 2: If the system (1) possesses the form (6) with rank A = r and if the
conditions (2) are: salzsfzed then for suztable small t, sthe solution o/ (6) possesses the

: struct ure : . | ! )

Z= F((t+sB(z))C+/) o N O

with f, F as in (4) and an X n-mat’rzx C=(,0).

In both theorems the solutlons (5) : and (7, respectlvely, exist also for ]arge argu-'_.: N

ments, so far as the premisses are satisfied. The' case m = 1 of ordinary differential

equations was already treated in [1], the cases m = 2, n -arbitrary, and n < 2, m .

“arbitrary, are accomplished in [2]. In these two papers you also find some examples

. Inwhat follows we.consider-the case of Theorem 1'as a special case of Theorem 2 with'.

"7 = m, where the second equation in (6) must be ignored. This means that in case
of Theorem 1 we write i in (1) simply A = 4. . oS

Proof of Theorem 1: An unessentxal change in bhe formulatlons of [1] and [2]
shows that Theorem 1 is valid in the cases m — 1 and m = 2. Hence we can prove it
by induction. For this reason we assume that Theorem 1 is valid for a fixed m — 1

-instead of m, and we shall show the validity for m. Let o~ . )
L U=92), GU=2Z - ' S (8)
"be muﬁuaHy inverse.,vector functions, such that 7
Z =G(ul +9(Zy), .92 =ul+gZ) o )

with 1_— (1, ..., 1) is the explicit and implicit form, respectlvely, of the solution of -’
Zy, = Al.(Z) A],,_O = Z,, where Z, depends only on t,,...,¢,. The functions™(8)

exist according to [1]. We consider (8)-as a substitution and go over from Z to U..

From (8) and (1) we find

U, = 24(2) = A2)¢(2) = AZ)¢-U),  U(0) - 9(2)- : (10)-

The matrix AG'~! possesses the same rank r = m as A.

) kY
Now we show that the. compatlblhty conditions (2) corrcspondmg to (10) are

satisfied, i.e. that Uy, = (4;G"""), is.symmetrical in ¢ and j. According to the
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~

‘ }')rodupq rule and . T - ‘

2

Ay = Z,AL = A 4L, (@)= —GTIGE

~ we find ‘ ‘ i . ‘ ,
~ . U“‘j — A A GI A Gl IG;G’ , . L
The first term at the right-hand side-is symmebrncal in v:ew of (2). Accordmg to.
4,671 =U,and . o 4
o
-, oG 06
(G")*‘ ~ (aU,,) ;§(U “BU U, . - L

~ we have further

\ ~

e
U Uy T

[‘1;

U“G,, ; 5 (U e (Gt,),u‘ =

i uw ’

so that also the second term is symmetrlcal and the compatibility® conditions are
‘satisfied. In view of (8) and (9) the first component of the matrix equatlon in (10),
reads - , .
Ut,.—l ' . C ' VAR (11)

Y

According to the compatlblllty condltlons this 1mphes as in [1] that (10) possesses

the strucbure : ! . . v :

UimaUs = Vi), UO =90, . Sy
. N ' v ) roo . . C
where we have used the sphbtlnv : ,
A r . ) ' . N ‘ . . - A}
0 : =(U,, U,), U, = (U, ..., Uy, 1=(1,¢) o (13)

" with an (n —1)-dimensional vector e all components of whxch are equal to 1. The

. compatlblhty condltlons now read .
: 3

(@ — a,le)a = (a;. — aje)a;. ; . (14)
fori,j=2,. . With an ana]ogous spllttmg g = (17 9%), @.= (u 1o Ug)s where al
denotes the vector of the first column of @, and the substitutions. V = U, — U,e )
b=a, —a,e we obtain from (12) ) o ‘ ~

Ve=b(V), V(O =g —gu(a)e, : : (15'>

and the compabihilit,y conditions (14) transfer to b; b = b;b;.. Equation (11) ‘
implies that ¥y, = 0,.so that V is independent of ¢,, and b isa matnx of rank m —:1.
Hence (10)/consndered as a system with respect to the (m — 1)-dimensional vector

ty = (f, ..., tn) pOSsesses by hypot,hesns a solution of the form

V = B0 + (7)) T W
with C, = (I, 0), ) where here I is the (2 (n — 1)- dlmcnsnonal unit matrlx Equation
(16) means thab )

Uy —Ue=FtCot+p) | Coan
with p = f(g,(z) — g:(2) ¢). Now we obtain from (12) |

U= (PO, + ), - VO =a@). e
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+ The 4corresponding compatibility conditions

Fia ;i—'l'l; i - ) ' , ‘(1-9) '

With i, =2,...,mare satisfied in view of (14) and Fy, = b; = a;. — a,«.le, where the
last equations follm} from (1:)) a.nd (16). From (11). and (12) we fmd a,,. = 1, so that

1 .
we can make the splitting a, = ), gy = (@1, -+ -y Qmy)T. According to (19) the
.contour integral Car, . o :

o le ' [y : i ) - - . X R o
" [dsan(F(Cs + p) = KtCy +p) — K(p) 7 - 20
o i v .

7

with an' (m — 1)-dimensional vector 5= (S, +--» Sm) 18 independent of the path of

‘

integration. Hence (18) possesses the solution U, = ¢, + K, C, + p) — K(p) + nlz),

" and this together with (17) in the form ¢, C +p= /(U — U,e) with p = f(g,(z)
— gl( ) e) implies- : :

Uy = K((U = Use) = bt — K({gu(@) = 0@ ) + 02)
| Uy = Use) = 104 + flg22) — 91(2) €)-
This means the intermediate result ! '
hU) = zc+hum o - ' ' @

with »(U) = (U, — K({(U, — U,e)) /(U — U,e)) and C as in the theorem:. The

determinant _ _

déth'(U):‘det(l-“Lc/,K’ _el)—dt( 1 0):detf'\ C

—/K f —fK" f

-is different from zero, 'so that A is invertible, and a.ccordmg to (8) we obtain from (21)
the wanted result (5) only with other notations B

. Proof of Theorem 2 Accordmg to. Theorem 1 the first equation of (6) possesses
g :

the solution . - = - g )
_m@_(w+mww o ‘ ' (w

" The differential equations in (6) read in’ components Zy, = A. » Ly, = B A, so that
the compatibility conditions (A Js, = (Bj.4), = (Bj.), A + Bj;. 4, imply

B A4 = (&MA+B& ' (@3
. Writmg (2)- in the form A Al = A, 4;. = (A), we see: from (23 ) that B,‘A =0
and, since AAT7 is a regular matrix, B, (Z) = Z,B' A;B =0fori=1,...,m,i. e
AB’' = 0. This implies also . ) .
'&w)i%R;BAR_O - @@
" 8o that for a solution of (6) the matrix B(Z) is independent of ¢ and s, ie.
B(2) = B@). - " 4 (25)

But Z,(0, s) = B(z) A(Z), Z(0,0) = z possesses the solution Z(0, s) = F(sB(z) C +
: /(z)) with the same vector functions F, f as in (22), so that together’ with (22)-we
obtain (7). On the other: s1de, we can easﬂy check that (7) satlsfles both (25) and

(6) 8

9

!
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- Let us mention that we did not use explicitly the compatlblhty condmons arlsmg
from the symmetry of Z,,, = (B; A).,, = (Bi.)s, 4 + B;.4,, But - \

. Bid, = ZBxk(Ak )s, —kZ ;B'kB A dg.

‘ 11=1
is symmetxical in view of (2), and the other term on the right-hand side equa]g to
zero in view of (24), so that, the compatibility conditions with respect to the vector s
_are s consequence of the ot,her ones. S

-~

~

REFERENCES : ¢ P
.- / I

{1] BEerg, L.: On nonlinear systems of ordinary differential cquations. In: Generalized Func-
tions, Convergence Structures and their. App]lcatlons Proc. Conf. Dubrovnik, June 1987
(Eds. B. Stankovi¢, E. Pap, S. Pilipovié and V. S. Vladxmlrov) New York—London: Plenum -
Press 1988, p. 99—111.

[2] BErG, L.: The structure of the solutions of nonlinear partml differential equations from tho
theory of Lie series. Proc. Conf. Komplexe Analysis. Graz-Maria- Trost June 1988 (to

. appear). - \

-[3] GroBNER, W.: Die Lie-Reihen und ihre Anwendungen. Berlin: Dt. Verlag Wigs. 1960.

[4] KaMEE, E.: Differentialgleichungen II. Leipzig: Akad. Verlagsges. Geest & Portig 1965.

N

Manuskripteingang: 25. 05. 1988
VERFASSER:

- Prof. Dr. Loraar Bere ' -
Sektion Mathematik der Wilhelm-Pieck-Universitat <

Universititsplatz 1
DDR-2500 Rostock,



