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Integration by Means of Riemann Sums in Banach Spaces 11) 

W. ERBEN and G. GRIMEISEN 

G. BrRK0FF [2] hatte 1938 auf dem Weg über thodifizierte Riemannsche Summen eine Theorie 
der Integration in Banachraumen entwickelt. In der vorliegenden Arbeit veraligemeinern wir die 
Birkhoffsche Integration, indem wir ihr eine beliebige (in natürlicher Weise erichtete) Menge 
von ,,p-Zerlegungen" anstelle der Menge aller ,,p-Zerlegungen" des gegebenen MaBraunts (F, p) 
zugrunde legen. Unsere Technik beim Arbeiten mit uneñdlichen Riemannschen Summen und 
Limites von gefilterten Familien soicher Summen yerwendet vorteilhaft die 1-Pu'nkt-Vervoll- 
stAndigungpn gewisser partieller universeller Algebren, die 'ion G. GRnuEISEN in [13] diskutiert 
wurden. 

B 1938roy I'. Bu'iroe [2] coaan TCOPH10 11T1TerpHpoi3aHHJq B Gaiiaxormbix npocTpaHcTBax 
epea Mogii4uIlpoBaHHMecyMMu PwuaHa. B 3TO ü cvaTbeMal o6o6[uaeM MTOJ itlirerpupo-

nauun Bupicroa reM, 'ITO fl0J1OIiM ey B OCHOBy np0n3s0j1bHoe, ecTecTBenHLIM 06pa3OM 
uanpaB.meIIHoe MHoxecTBo ,,p-pa3to11<eHI1l" BMecro slHolscecTBa Beex ,,p-paaJzoxeiusfl" 
aaLauHoro EIOCTHCTB C Mepol (F, iii). l-Iaiva TexHulca pa60mi C 6ec1oIIe4Hws1II CMMMH 
PHslaIla H npeJeJTaMll IfflJ1bTl0UHXCH ceMeftcTB TFCHX CMM yn0Tpe6JlfleT C fl0J1L301 OLH0-
To4e4Hble 90nO.TIHCHUR iiexoopaix q aCTu qHbIX yuRi3epcajibHbrx anre6p, HOTObIC panee o6-
cyHJaJ1Hcb 1'. I'PIIMEftCEIIOM [13]. 
In 1938, G. BIRKUOFF [2] developed a theory of integration in Banach spaces which * uses the 
approach via modified Riemann sums. In our paper, we generalize Birkhoff's integration by 
basing it on an arbitrai:y set of "p-partitions" (being directed in a natural way) instead of the set 
of all "p-partitions" of the underlying measure space (F, p). Our technique of working with 
infinite Riemann sums and limits of filtered families of such sums takes advantage of the 1-point 
completions of certain partial universal algebras as discussed by G. CRrMEISEN in [13]: 

If one leaves, in the theory of integration, orderedspaces (as spaces, where the inteL 
grands assum&their values), in particular two methods to define an integral ft d1u 
of a function / defined on a measure space, say (F;p), into the space, for the follow-
ing a Banach space E, seem to be appropriate: 

a) Approximate, first, / by means of a seuence (/) of certain step functions 1 
(whatever one mans by "approximation"); secondly, define -f / dp as the limit (w. r. 
to the norm topology) of the sequence of the integrals f/ dp, those being defined in 
a natural way [see DINCULEANU [4, p. 120] (where "approximation" refers to "point- 
wise convergence p-almost everywhere"), there in a much more general situation 
than here, or ZAANEN [28] (definition of the Bochner integral on p. 219, where "appro-
ximation" refers to "convergence in mean")].	 - 

b) Specify, first, a system 3 of countable partitions (called p-partitions) of F 
(being in some way compatible with the measure 1u); define Riemann sums belonging 
to /, each € X and each choice function p E P X, and introduce f/ dp as an appro-

XE 

').Der abschlie0ende Tell II dieses Beitrages wird in Kürze ebenfalls in dieser Zèitschrift erschei-
neit.	 - 

31 Analysis Bd. 9, Heft 6 (1990)	 -



482	W. -ERBEN and G. GRIMEtSEN 

priate limit of Riernann sums. [Implicitly, this method-is used by BnK1Io'F [2], 
where 3L consists of ally-partitions of F, but the Riemann sums are replaced by sums 
which we call later Birkhoff sums (see Definition 5 and Remark 6), explicitly, e.g: 
by KuRz\vEn [21], IMAWHrN [23], McSH&cE [25] (in a less general situation, where j 
need not have all properties of a measure) and SI0N [27] (m a much more general 
situation), where (in all four refereilces) Consists of certain finite u-partitions of F. 
(For more references for theeneralized Riemann integral, see MAwmN [23] and 
McSHANE [25].)]	 - 

In the present paper, the authors apply the method b) and allow (the "1u-partition 
system")' to'be arbitrary excet for being directed by a natural relation	between 
the 1u-partitions of F (for eu-partitions , t) of F,	means intuitively that 1) 

"finer" than E, see Definition 4); this leads us to ah integral f . du, which, in the 
case that & is the class of ally-partitions of F, extends the iochner integral and coin-
cides essentially with the Birkhoff integral (see [2, Definition 4])-In order to handle 
limits and unconditional (infinite) sums (in particular infinite Riemann sums) in a 
convenient way, we use a technique prepared in [13]. Indeed, we do not work iii the 

• "partial algebras" (E, lim,), (E, u) (where U! and T denote the unconditional 
summation of mappings x: I' * E (I countable and non-empty) and the norm topo-
logy on E, respectively) but in their•1-point completions (,(limj )A) and (, (11)A). 

(see [13, p. 123]). For the next, let f: F -->	(instead of /: F-* E). Actually, our 
integral Xf . d11 maps : = {g I 'g: F —> (} into , while f. dy induces an F-ary 
partial operation ( &f d)V iri-E (see [13, p. 121]). A representation of this paper in 
the classical, terminology (working implicitly in partial instead of full algebras) 
would be possible but would turn out to be very cumbersome: On many plces, 

• quantifiers' like "for almost all 1u-partitions of E" (whatever this means precisely) 
and phrases like "if 'x(€ E) is the limit resp. the unconditional sum of ..., then x is 
the limit resp.the unconditional sum of . . ." would be, then, unavoidable. 

As another unusual aspect of our approach to integration, we raise the question, 
how the integral If . d-behaves under a change of X. [Even in the numerical ana-
lysis, the similar (nuch more special) question arises, which set of "subdivisions" 
Of F suffices in order to obtain a "good" approximation (via a limit of a sequence of 
Riemanh sums) of an integral, vhichnight be defined by means of "all subdivisions" 

	

•	of F, whatever "subdivision" might mean for the special integration (see Remark 10 
in Part 11 [6] of this paper).] The answer (see Theorem 4) is, that, given two u-parti-
tion systems Y' and "ofF,T	" implies "ff-d' 1"1 fd1z. In other words:'if: 

c i", then the partial operation ('f . du) V in E is a restriction of the partial 
operation ("f dy)" in K, i.e., then the integration sv.r. to £' is stronger than that


	

w.r. to	".	 .	 • - 
Furthermore, If . d1u is a "pointwise" integral (for this notion, see [12, p. 941, 

there for an integration based on the extended real line instead of E), Le. ' (in parti-
cular) if If f du is non-empty, then U f du is the limit (in a precise sense) of the family 
(R(f, , q(, .)))EU. of Riemann sums for each (choice function) 99 € P X, where 

(n,X)S 

S = {(, X) I € X and X E }, the 's being considered as "points" (see Theorem 11 
in Part II). While in the definition of Uf. du, the choice functions (i. e. the elements 

• of U P X) are involved in the limit process (see Definition 5), this result says 

	

•	 EU Xe	 .	 •	 - 
- that "the choice functions can be drawn out from the limit process". This fact allows 

to represent each iterated integral as a limit of a certain family of iterated Riernann 
sums (without using anything about product measures) (see Theorem 14 in Part II). 
[Also-this result has some relationship to a situation, one encounters even in the ñu-
merical analysis when one evaluates iterated. Riemann integrals.] Proving Theorem
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14, one needs to interchange limits with unconditional summation without having 
available uniform convergence; this interchange can be handled by means of Theo-
rem 7. in [13]. Exactly the treatment of iterated integrals was the first motivation to 
introduce our integration via Riemann suths (method b)). 

Because of its length; we divide this paper in Part I and Part II. So far this intro-
duction dealt with the whole paper. 

In the present Part I, § 0 contains a collection of basic (lefinitions and simplefacts 
proved elsewhere or following immediately from the definitions. in § 1, 1a' certain 
extension L1M of the usual limit operation w.r. to the norm topology in B to the 
class of all filtered families in T E 

is 
studied. For so-called "tco-nested" nets (g, I, ) 

in 1E, LIM (g, 1, ^) can be characterized in a nice way (Proposition 4). In §2, a 
cettain extension of the unconditional summation in B to all sequences in TI E (which 

-occUrs already in BIRKITOFF'S paper [2]) is investigated ', especially the 'question, 
whether and in which sense the operation assigning to each subset 'of E-its closed 
convex cover can be interchanged with this extended summation (the anwer being 
given in Proposition d5). §3 contains the definitions of Riemann sums, Birkhoff 
sums and of the (a, )-integral. Certain families of Birkhoff sums turn out to be rco-
nested (Corollary to Proposition 21). Based on this result; firstly, the monotonicity 
of , the integral f / du w.r. to _X can'be proved (Theorem 4), and, secondly, the rela-
tionship between Birkhoff's integral in [2] and the (,u, X)-integral can be cleared up 

,(Remark 7).  

This paper (Part Ii included) has a long history: A part-of it was ready, before fifst-mentioned 
- author started to work on his dissertation for the Dr. rer. nat. (see ERBEN [5]). After he had clear-

ed up essential open questions_ both authors agreed to write a common paper on the "Repre-
sentation of the Bochncr integral by means of Riemathi sums". In the final version of this paper 
(for which-we chose another title) as it is submitted now for publication, special cases of results' 
of the mentioned dissertation (being unpublished yet) are included. 

A re?nark of the second-mentioned -author: Unfortunately, Dr. Erben was hindered - by pro-
fessional duties to participate in the procedure of writing down this paper. Besides hisagreement 
to use freely the results of his dissertation, he provided me with sketches of proofs for the' Pro-
positions - 13, 15 and.the essential Proposition 21, which is the key for the results in § 4. 

Remark on-some generalization: After a suitable modification of the notions of summation and 
of integration, many results of this Part I and some of Part II [6] of this paer (at least all those 
indicated by references to the paper [5]) can be established (under certain suppositions) for locilly 
convex ipaces instead of Banach spaces (as it has already been done by ERBEN in [5]). The 
authors have refrained to develop this paper in such a generality, since, in such a framework, the 
preparations being necessary would require much more space than here in order to discussaddi-
tionalnotions' (which could be avoided heie) in an adequate way. The authors hope topresent 
such a generalization of the integration theory developed here in another publication. 

- § 0 Terminology 

In this section, we collect some definitions and facts mostly presented elsewhre, in 
order to facilitate the reading of the present paper., 

a) Let B be a set. Then, throughout this paper, denotes the set {X I-X_9 E and 
card X 1). Let I be a non-empty set and Q an I-ary partial operation in B, i.e. a 
mapping from B' into B [see b) below]. Then ,QA denotes the I-ary operation in , 
defined by  

PA 99 =JXE	 3tp R (i)(x =. Q )I for all	E	 - 
I,	 1€! 

31*
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where P q(i) denotes the Cartesian product of T . Conversely, if 0 is an 1-ary opera
lEt 

- tion in having, for all 99 € V, the property 

if Oq 4 0, then q(i) 40 for all i € I, 

then the I-partial operation 0 v in E is defined by letting, for all ip € E' and all x E E, 

(, x) E 0" if and only if {x}= 0(i), 

where (i) : = {(i)} for all  € I. One has (QA)V = .Q and (0 v ) A = 0 (for a more ge-
neral statement, see Theorem 5 in [13]). The I-ary algebra (, QA) is called the 1-
point completion of the I-ary partial algebra (E, Q). (See [13, p. 123].) We define a 
mapping e: {{x} I x €E} --> F by letting e({x}) = x for all x € F. The mapping e is one-
to-one, and e' is an isomorphism of the partial algebra (F, Q) into the algebra ( (Y ' DA) 
(for a more general statement, see Theorem 6 in [. 13, p. 123]). 

b) For any relation (in particular, for each mapping) B, Dmn B denotes the do- 
main, Rng B the range of R. Given classes A and B, we distinguish between mappings 
/ from A into B (Dmn / 9 A) and mappings / on A into B (Dmn / = A', symbol 

A —* B). BA denotes the class of all/: A -* B. Often, we speak of a "family (f(a))OEA 
-_ - in B" instead of a "mapping I: A —* B". For each set M, (M) denotes the class of 

all filtered families in M,a-filtered family in M being defined to be an ordered triple 
(g, K, b) consisting of a nonempty set K, a mapping g: K -* M and a filter b on K. 
Let (F, t)' be a Hausdorff apace, r its topology. (We use the word "topology" as a 
synonym for "closure operator".) Then, QL: F -* $3E denotes the neighborhood 
operator induced by r, lim, (or urn) the limit opeTation induced by r (which is a mapping 
from (F) into E) The mapping lim,A (or Jim A ) an 0((Y) into is defined by 

limA (g,K,b)=xjx € F and, for some B E b and some fE P g(k), 
keB 

x = lim (f, B, bB)} 

for all (g, K, b) €	where bB denotes the "trace" bB = (C n B JV € b) of the 
filter t in B. (Most often, we write urn (g, K, b) (= 1'lim g(k) \ instead of limA (g, K, b) 

-	 \	kEK	. 
(	A g(k)\. Furthermore, we omit the superscript "b" in the expression Ehlim g(k), 
'	kEK	/	 kEK 
if K = EN and b = YIN (EN being directed in the natural way). But we refrain from 
doing so if K is an arbitrary directed set and-b = YK.) Obviously, one has for all 
(g,K,b)€bf2 

limA. (g, K, b) = limA (g I B, B,bfl) for all BE b.	 (0.1)


In a certain sense, (E, lim) can be considered as an 9X 7ary partial algebra (where 
denotes the class of all filtered sets) and (, limA) as anJ-ary algebra, called the 
1-point completion of (F, lim). (See [13, p. 120-123].) - If a is a filter on a set I and 
P(i) is a set-theoretic formula (see MONK [26, p. 15]), where i occurs as a free variable, 
then we say "P(i) holds for a-almost all i E I" if there is an A E a such that P(i) holds 
for all iE I. Furthermore, Sa denotes the set (C IC 9 land, for all A € a,Cn A 40), 
being called the grill associated to the filter a. 

c) Let (F, II J) be a Banach space, 11 its norm. Then r denotes its topology induc-
ed by II . . X denotes the field of scalars of F. Without any danger of confusion, we 
denote by 0 the number zero and the zero vector of F as well. For each e € ER with..
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e > 0, the symbol B(0) stands for the set {x E E I lIxil <e}. For, intuitive reasons,' 
we write the scalar multiplication as a right-side multiplication- We extend the addi-
tion + in E and the scalar multiplication by letting, for all X, Y € $E and all x € X, 
X + Y = {x + y x € X and y € Y} and X = {xc. x E X}, and accord-
ingly -we define X - Y. Furthermore, we extend the mapping to a mapping 1.11*: 

	

--> ¶3ER by letting, for all X E ¶E,	 .-

II XII = {IIx lI I x  X},	- 

where we omit the s'uperscript *. in the sequel. In several situations we refer to the 
Banach space (IR, II) with the usual norm Then, tacitly, all the agreements made 
for (E, IIll) will be applied in the special case. The letter 91 will then denote the set 
{X I X 9 ER and X :5, 1}, replacing in the special case. H Given mappings g, h: 
F - , j: F X and x € X, the mappings g + h, g - h, gx, gj: F -- and I 1q11: 
F	 ,R are defined pointwise; the same'agreement holds if and JI are replaced by 
E and ER, repectively. - The relation on ER will be extended on	in two differ-




ent ways: Let, for all X, Y E $R, 

X f^* Y iff, for all (x, y) € X x,Y, x :!E^ y;  

X _-,& Y iff, for each x E X, there is a y E Y such that x 

[The relations	and	are reflexive;	is transitive but not antisymmetric; 
.9* fails to be transitive or antisymmetric.] Instead of X	Y we write also X	Y; 

if Y is a singleton {y), often X< y stands for X	Y and X o y stands for X o Y. 
- All agreements made here for the relation	shall be valid also for the relation 

<On R.  

d) Given a mapping jip, -we denote by P92 the Cartesian product P 5(k), where K 
kEK 

= Dmn 99 (see MONK [26, p 55]). Furthermore, we define two mappings and 
on V (= class of all sets) into V by letting, for each set A. 

'A=Pa 
a(A 

and  
2A = P b,where S:= à°Á(= S a) (see e) below 

	

(a.b)ES	 aEA	 - 

(for the notation, see [12, p. 74], where we used i and x instead of the symbols 5) - 
and ). We call P and 0 the choice operator of the first and that of the second kind, 
respectively. In accordance with usual conventions for mappings defined on a rela-
tion, we agree to denote, for each q E ' 2A and each x E A, by q(x,.) the mapping 
defined by g(x,.) (y) = (x, y) for all y E x. One has q(x,.) €,x. (Recall the defi-
nition of a set (see MONK [26, p. 141).) - For later use, we observe that, for sets A, 
B with A. B, the following holds: If 99 € CA, then there is a ip € 2B such that -. 
tj) I cA = q'. If 99 EQB, then ç	A € CA. 

e) Let (KI ) IEJ be a family of sets K 1 , its domain I being a set. Then, S K 1 denotes 
1(1 

the set {(i, k) I i E I and k € K .}, which is called the direct sum of (Kl ) IEJ . We define a' 
mapping ci° on V into V by letting, for each set A, 

à°A=Sa. 

	

OEA	 . 

Let a be a filter on Land (b)j, a family of filters t, on the sets K 1 . Then, OS b 1 denotes 
-	 jet 

the a-filtered sum of (b 1 )11, being defined to be the filter on S K . generated by the 
lEt
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filterbase{ S (i) J A E,a and E P b i (Use of Satz 13 in [8]). Ih the special case 
iEA	 lEA 

that b 1 = b (fixed), thus K g 
= U b holds for all i E I, °S b i is called the ordinal pro-

1€l 
duct a ® b of a and b. Furthermore, we recall the notation of the cardinal product 

1, of the filters b, and its special case *bI (if t, = b for all i E I) used in [13, 
iEI	V, 

p. 1161 and agree to denote (in the special case I = {1, 2)) the cardinal product of b1 and b2 ; which is a filter on K1 x K2 , by b 1 (* x) b2 .	 f	
V 

_J) For the notion of a "directed set", we use the terminology used in KELLEY'S 
book [18, p. 65].. Given a diicted set (M,!5:),'the filter on M generated by the filter-
base '{K(x) I x  M}, where K(x)':= {y E M Ix ^-, y} for each x  M, is called the 
filter of per/inality on M w.r.IQ :^-, and will be denoted, in general, by 5-(M ) :E^) or 
YM. In paft.icular, if I is a non-empty set, the set el : =' {K I K finite and non-empty 

• subset of I) together with the relation	el is a directed set. We denote the filter of 
V -. perfinality on eI, Y(eI), by e°l. The statement (0.2) formulated next follows immedia-

tely, from the definitions:  
V If, (M, :E^) is a directed set and K E Y(M,	then (K,	K) - 

Js a directed set, and one has (K, < I K) = (T(M, !!^:)) .	 (0.2) 

- g) Let again E'be a Banach space. Then the unconditional summation U'1,V 

wher I is a non-empty countable set is an - I-ary partial operation in K.. In this 
paper, we wite consistently Zr instead of u'1 and, for each E J)mn	we write' 
also ' ç(i) instead of E T . Furthermore, for each qq E	, we write also E 97(i) in-. 

1(1	.	 V	 tEl 

	

V	
stead of	A q, any confusion being avoided by the choice of T . One has the following 
relationship between ZIA and Jim  (see [13, p. 128]):	V	 V 

	

V	 For each 9' E (:2', Ei" 9' = e'IlimA Z 9'(i).	
V	

(0.3) 

V	

V	 KEel ieK	 ' V 

Next, we collect some simple assertions (which,cept for (0.4) and (0.9), are just 
translations of classical-facts into-our language): For those assertions, let (I, a) - be 
'a filtered set, (g, 1,-a) E2, (h, I, a) E 2, (Ak)kE K, (Bk)k€ K families in with non- 
empty countable domain K, and a E X. Then, (04)—(0.13) hold:'  

If g(i)	h(i) for a-aa. (i.e., for ci-almost all) 'i € I, then  

2lirn g(i)	2 lim h(i).	.	 S	 '	
.	 (0.4) 

IEI	 iEl  
V	

V °lim g(i) + °lim h(i)	°lim ((i) + h(i)).	-.	 (0.5)  
IEI	 i1 ' iEl 

lim g(i) \ a	°lim (g(i) a).	 .	(0.6)	
V jJ	/	V	 j(J	 . 

•	 V	
lim g(i)	Ohm g(i)II. 

V	

'	 V	

,	 (07) 
1€1.	 IEI	

•V	 •	 -	 .	 'S 

	

V	
•	 If g(i) 5 h(i) for d-a.a. I E I, then:  

	

V	 ,	

•	 lim g(i) ;5 °lim h(i), provided that E = R (then 2 = R).	- (0.8) 
iEI	 W.	 V	 •	 - 

If AL.	BL. for all kE K, themAk	Z Bk .	' ' -	-	(0.9) - V	 V	 kek	kEK 
E 

Ak + X B	(As, + Bk) . (see [13, Theorem 16]).	 (0.10) , V 

V 

kEK	kEK	kEK	 •	 •	 V
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(EAk\acE(Aka)..	 (0.11) 
\kEK - /	k(K	 - 

A k	E IIAelL	 - 
kEK	kK	 (0.12) 

¶!/A ;5Bk for all kE K, then EAk	EBk,	 (0.13) 
-	 kEK	kEK 

provided that E	ER (then ( ='91). 

	

Throughout this paper, we will use the agreements and facts, collected in this section,	- 
often tacitly. In the set-theoretic terminology, we follow MONK'S book [26] almost 
completely . Deviating from [26], e.g., we denote the cardthality of a set X by card X. 
Up to some exceptions (concerning the axiom of choice), we will never mention the 
use of axioms of set theory.	 -	 - - 

- 1 Sums of set sequences, limits of filtered Iamilies of sets	-	 - 
•	

For the whole paper, l (F, IIII) be aBanachsace We recall the agreements in §0. 

	

Definition L (cf. B[RKHOFF [2, p. 362], and [5, 2.1.2]): Let I be a non-empty	•0 

countable set.Let Ei be the mapping assigning.to each E (E)' the set 
Dr = {x E E 1 Dmn )J1 and, forsome E Pip, x = ZI 7p) 

- Instead of EJ' ip we write also E 9 (i), which notation does not give rise to cOnfusion 
(see Remark 1/c). 

Remark 1: The most natural extension of the I-ary partial operation E1 in E to an 1-ary 
operation in $E seems-to be the mapping	being defined by 

fl* op = 1E1 v' I tp € (DmnEt) n Pip} for all ip € (WE)'.	 -	
0 

Then, one has for all ip E ($E)'	- -	-.	 - 

E,' q = ZJ ' q in thi5 case that Pç 9 Dmn E and E1' q= 0 else. 

For this reason, E1 I q could be calleithe "reduced sum" of q,. Of course, the following state-
ments()—(c) hold:  

(a) If I is finite, then	=	 -	 - 
(b) for all op € (E)'.  
(c) Z r1 I	=	I	=	A 

• Definition 2: Let LrM T denote the mapping on ( c 3E) into 43E defined by 
letting, for each (/, I, a) € (13E) and each x E E,	 -. 

x € LW, (f, I, a) iff, V U € Z,x, ørl= ,/( i )	U for a-a.a. i € I& 

Instead of LIM, we write mostly LIM, instead of LIM (f, I, a)-also °LIM f(i)..	- 
IC! 

•

	

	Clearly, this definition can be formulated in every 'topological space: Since -r is a 

- Hausdorff topology, the first assertion in the following proposition holds (for. the 

definition of lim inf, see [13, p.. 116]).  

• - p roposition 1: One has card LThL(/, I , a) ^5 1 and LW, (/,I, a) 9 lim inf, (f, I, a) 
- for. all (/, J, .a) E b(E),- furthermore LIM, (f, I, a) = lim (f,I, a) for all (I, I, a) 

- 

/
r
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If X c E, then co X denotes the convex cover of X and aco X the absolutely Convex 
cover of X (as defined, e.g., in KöTHE'S book [19, p. 173]); we Consider co and aco 
as mappings on J,3E into $E. Recall that t: $E -- 3E, and that tX denotes the 
closure of X. We define rco, taco, ind cor to be the mappings r o co, z o aco, and 
Co 0 t, respectively. 

The following statements (1.1)—(f.9) (which are listed for later use without any 
intention to reach completeness) hold for all X, Y 9 E and all a E X: 

co(X+Y)= COX +coy.  

rX + rYr (X + Y ) .	-	 (1.2) 

X + rY = (X + Y) if X or Y is v-compact.-	 (1..3) 

co (rco I) = tco X.	 -	 (1.4) 

co X + co Y 9 Tco(X + Y).	 (1.5)


acol co(Xu(—X)u(Xj)u(_,Xj)) if X=C, wkere 1=11C•j, 

and aco X co(X u (_-X)) if X = IR.	 -	 (1.6)


1/K is a non-empty finite set, : K -* X and : K X with 

' JA(k)J ^ 1, then	' 9 (k) A(k) € aco X.	 (1.7) 
kEX	 kEK 

•	 (Co X)x =co (Xx).	 -	-	 (1.8) 

(tX)a.=t(Xa).	 .	 (1.9) 

Next, we return to the discussion of LIM E .	 - 
Proposition 2: Let (/, I, a) € (3E). Then, (a) and (b) are equivalent 
(a)LIM(f,I,a)+0	-	 . 
(b) For all e >0, there is an A € a such that 0+ IIf(i) - f(k)II < e ' holds for all 

(i,k)€AxA.	 - 
' Proof: 1. Proving (a) =' (b), one uses the triangle inequality. 2. Assume (b). 
Then, there is an A E a such that 0 r= 11/(i) - 1(1)1! < 1, thus f(i)	0, holds for all.

(i,7) E A x A. Let x E P(f I A). By (b), for each €-> 0, there is a C(e) E aA (for the no-
tation, see §0/b)) such that . 

(1) 11 0 + f(i) — f(j) < e/2 for all (i, J) € C(e) x C(€),	. 

hence  

(2) 11x(i) - x(j)ll < e/2 for all (i, j) € C(€) x C(e).  

Since E is-complete, there is an x €E such that x = limT(X,A, aA).  
Let e> 0. Then, in view of (2), one has 

(3) IIz(i) T xli ^5 €/2 for all i € C(e).	 . 

Let i € C(e) and y € f(i). Then, by (1) and (3), one has I ly - xii <e, therefore, by he 
choice of y, 0	ilf(i) - {x}jI < e holds for all i € C(e). Thus, by the choice of e, 
x € LIM (f,I,a), and so- (a)I	 - 

0
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If (I, :!^) is a directed set, M is a set and f: I -^ M, then we call the filtered family 
(I,	 a net in M and denote it by (f, I, ). 

For the remainder /of this section, let (f, 1, ) be a net in ¶3E. 
Definition 3: (/,1, :5:) is called to be vco-nested if (a) holds: 
(a)For all i,j E I, if i	 and /(i) + 0, then 0 + /(j) 9 too 

Remark 2: By (1.4),(/, I, :5-.) is Too-nested if and only if (b) and (c) hold: 
(b) For all i,j €1; if i	and /(i)+ 0, then /(j)# 0. 
(c) For all i, j E I, if i	j, then TCO	rcO/(i). 

Condition (c) says that the mapping tco o / is a homomorphism of the directed set (I,	into 
the partially ordered set (E, (_1)	E). This fact is the author's motivation for choosing the 

adjective "too-nested". 

There are many trivial examples of Too-nested nets (f, I, :!Eg ), which are not "nest-
ed", i.e., - which do not have the property that, for all i, j E I, i	implies 1(j)

For a non-trivial example, see a certain net (of "Birkhoff sums") occuring, e.g:, in 
the Corollary to Proposition 21.	 - 

Proposition 3: Let (f,1, ) be tco-nested. Then the statements (a) and (b) are equi-
valent:	 - 

(a) LIM (f, I,. ^ ) + 0. - 
(b) For all E >0,0+11/(i) - /(i)I! <6 holds for some i El.  

Proof:!. (a) = (b) follows from Proposition 2 by means of the triangle inequality. 

2. Assume (b). Let e > 0. Choose i as in (b). Let j, k E I with i	and i k. Then,

one obtains 

0 + 111(1) - /(k)Il 9 lirco f(i)— T eo /(i)II g Ikco (1(i) - 1(i)) II 
where one uses in this order: (b) and (b) in Remark 2; (c) in Remark 2; (1.5), (1.8), 
(1.9) and the right side inequality occuring in (b), saying that f(i) /(i) 9 B(0). 
In view of Proposition 2 and of the choice of s, we have shoved (a) I 

Proposition 4: Let (/, I, :!E^) be too-nested. Then, for every x E E, (a) and (b) are 
equivalent: 

(a) x  LM (/, I, ); 
(b) For all UE 3,x, 04/(i) 'U holds for some iE I. 

Proof: 1. (a) ' (b) follows immediately from the definition of LIM. 2. Assume 
(b). Let V E 3,x; we choose e> 0 such that V := Bf(x) and r  9 V. Choose i as 
in (b).Let i :!^g j E I. Then, by (b) in Remark 2, one has 0 + /(j) 9 rU, since /(i) - {x} 

B(0) implies Teo (/(i)	x}) = too (1(i)) - {x} 9 tB(0) (use of (1.1) and (1.3)). 

Thus (a) I 

Proposition 5: Let (/,I, ) be -tco-nested. Then, one has (a): 
(a) If K 9 I and -K is directed by	K (= restriction of to K); then LIM (/1 K, 

K,	K) cLIM (f, I,  
Proof: The net (/ K, K,	K) is tco-nested. Applying Proposition 4 twice, 

one gets the asserted inclusion I	 - 

Proposition 6: Let (f, I, ) betco-n'ested. Then (a)implies (b): 
(a) LIM (/,I, 5,) 40. 
(b) LIM (f, I,	fl {tco(f(i) ) I i €1 and tco(f(i)) + o}. 

\
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• Proof: For abbreviation, let g(i) = tco(f(i)) for all i € I and K = {i E- I I g(i) 01 

(= {i E I I 1(i) + 0)). Assume (a). Then, by Proposition 1, one has card LIM(f, I, ^) 
= 1, and, by Definition 2, K is non-empty. - Let x e(LIM (f, I, )) (for the ter-
minology, see §0/a)). 1. Since (/, I, :E^:) is rco-nested, (K, ^-, I K) is a directed set, and 
for all i, j € K; i	/ implies g(/)	g(i). Choose 92 € P g(i). Then (, K,	I K) is a 

IEK 
net in E. 2. Let, for the remainder of this proof-,,s > 0. By Definition 2, there is an 
i0 El such that. 

'(1) 0 4 /(i)	B 12 (x) holds for-all i € I with i0	i. 
- Therefore,  

(2) (i) L. B(x) holds for all I E K with i0 :!9 i. - 

• 3. Let i1 € K. Since io € K (by (1)), there exists (by Part 1 of this proof) an 12 € K - 
such that i0 , j 1	i By (2) and the choice of 99, 
- (3) (i) E . g(i)	B(z) holds for all I E K with i2	 ..	- 

In view of the choice of e, we obtain = urn, (, K,	I K), thus x E.g(ij ) by (3), 
since g(i)	g(i1 ) for all I € K with i 1	i, and g(i 1 ) is T-closed. 4. Let y E fl igm I

I € K). Then, (since i0 € K) one has y E g(10), thus (by (2)) j E B(x), therefore. (by 
the choice of e) y =x, and so (by the choice-of y) fl{g(i) I I € K)	LIM (f, I, <) I 
§ 2 The interplay , between sums of set sequences and the closed convex covers of sets 

For this section, letI be a countable non-emty set and (A 1 ) 1 € j , (B1 ) 11 befamilies in 
•3E. Preparing the discussion ofthc subjqct indicated in the headline, we collect some 
simple properties of the summation of set sequences. - 

Proposition 7: The following assertions (a) and(b) are true: 
(a) E A, is non-empty if and only if P A j 9 Dmn Zj and .A 1 .is non-empty for all 

11	 -	 'El 

(b) If	B, is. non-en1vply and 0 — A-	B1 holds for all I € I, then ' A 1 is non-
iel	 S	 1€! 

empty.  

Proposition 8: If f A 1 is non-empty and 04 K I, then E A 1 is non-empty.. 
!E 1	 IEK 

Proof: Use of Theorem 17/b in [13] and Proposition 7/a I	
- 

Proposition 9 If E I1A 11I, where the summation is (taken In the sense of Defini-
1€! 

lion 1, but) related to the Banach space (IR, I . ), is non-empty, then E A 1 is hon-empty. 
'El 

' Proof: Use of . thc fact that absolute convergence implies unconditional conver-
gence (Theorem 14 in [131) I 

Proposition 10 (cf. [5, 2.5.6]): Let,!' A 1 and E B1 be non-empty. Thin, one has 
(a)dnd(b):	 • - 

IE!	-	jet	 -	- 

(a) EA 1 ±EB1 =(A 1 +B1 ).	-	 .	•	 - 

IC!	,E!	'€1	•	 - 

•	(b) (E-A a = E (A i x) for all a € X. 
\1E!	1.	1€1  

Proof Use Proposition 7/a, (0.10) and (0.11)1 -	•	 •	 -
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-. For the next considerations (in Lemma 1 and Proposition 11), let (Lk)kEK be a family 
in I,3l being one-to-one (as a mapping) such that {Lk I k E K} is a partition of I. 

	

• Lemma '1: l/KisfzniteandA 1 EforalliE l,then EA 1 = '	A1. - -	let	ke'K IELk 

Proof: Use of (0:3) and Theorem 17/b in [13] Il 

-Proposition 11: One 'has (a) and (b):  
(a) If E A 1 is non-empty, then ' A'1 = '	' A. 

•	 lEt	 IC!	kEK IELk 

(b) I/K is finite, then E A- =	A1.  
-	IC1	lax iEL 

Proof: For abbreviation, we set, for each k E K, Mk = ' A.	- - ' 	 IELk  

-Ad (a): Assume ; EA 1 0. Then, for each T E P Mb there exists a y E P A (we 
-	 1€1	•.	 keK.	 1€! 

fix one) such that 0	{y(i)} = E {9'(Ic)}. (Indeed,-given q, there is a family (lpk)kEK 
1€l 

with lpk E P A 1 and { 9' (k)} = E {lpk(i)} for all k E K.' Define y by' U. VL.. Then, use 
iELk	 iELk 	 kEK •	' A, =f= 0 and Theorem 19 in [13].) Therefore, P Mk 9 Drnn _Ye . Since E A1 0; 

let	 '	 -	 keK	 lEt	- 

thset Mk is-non-empty for all k E K (by Proposition 8). Thus, by Theorem 19 in [13], 
one obtains E A .	' M. --Conversely; let x E ' Mk . Then, there is- 'a 9'.E P Mk 

let	kEK '	 ,	 keK	 keK 
- ,	such that {x} = ,' { 9' (k)}. Therefore, one has x E E-A 1 , since	q' = E 7q' E Z A1. 

kEK	 "	-	-	 kEK	 ,	lEt 

-'	 Ad (b): By means of Proposition 7/a and' Lemma 1, one obtains that E Mk + 0 - 
implies	A 1 = 0. Therefore,, (b) holds by (a) I	 -.	 keK 

•	let 

• - For later use, we note here a simple consequence of Proposition 11:  

- -	,	Let K be a non-empty prcrp& subset o/l. Let A 1 = {0}	- 

• /or all i€I\K,. Then EA,='ZA1.  
sEt	IEK 

Proposition 12 (cf. [5, 2.5.7 and 2.2.6)]: If _T A i and EB 1 are non-empty,then 
-E (A 1 u B1 ) is non-empty.	 1E1 ,	1€1 

let

Proof: 1. Since, by the premise, the sets PA 1 and P B1 are non-empty, .P (A 1 u B1) 
-	 '	 IC!	IC!	 lEt	- 

is non-empty. Choose, for the next, q' E PA 5 and p E- PB 1 . 2 Let z € P (A 1 u B1), 
IC!	 IC!	 IC! 

K := {i € I I x(i) € A . } and L := l\ K. If K = 0 or K I, then one has (by the 
premise) X € Driin 'j. Assume 0 r= K . I. Then, by the premise, the mappings Q. I K)-

-> u (q' IL) and (x IL) u (, I K) are members of Dm  Ej ,l therefore, by Theorem 17/b, 
-.

 
in [13],'(y 1K) € Dmn ZK and (x IL) E Dmn ZL. By Lemma 1, one obtains, there- - 
fore, x E iDmn	I	 .	:	• 

Lemma 2:Let I be infinite. If 99 € Dmn I'!, then, for all e> 0,therethaK 0 € el 

such that	9'(i) <e holds /oi' all K 1 , K2 € el with K0,9 K	K2 and K1 K2. 
-	- iEK.\K,	 -	'	--

Proof: Use of (0.3) 1	 '	-
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/ 

Proposition 13 (see BIRKBOFF [2, p. 362], and [5,2.4.3]): Let I be infinite and 
A . r1 0 for all i E I. Then the following statements (a) and (b) are equivalent: 

(a)A1rl=0.	 ..-
1€1 

(b) For each s> 0, there exists -a K E el such that, for all L E e(I \ K), 11 E A <e. 
IEL' 

Proof: 1. Concluding from (b) to (a), one uses Proposition 7/a, the completeness 
of E and (0.3). 2. Assume (a) and non (b). Then, there is an e > 0 and a family (L1),EJ 
in eI such that L . n L• = 0 for all i, / E 1 with I = j, furthermore (since all A, are 

- non-empty) a family (q) with 99 i E P A . for all 'I E I such that  

(j)	for all I E I. 
jEL'	 .	 . 

(We have used that card I =	and applied recursion.) Let M : = U L•. Choose, 
lEt 

tp EPA, and define q =(U971\u (tpj(I\M)). Thenq,E PA 1 , thus q'E Dmn ,Ej by lEt	 iEI /	 1(1 
(a). Now, choose K0 as in Lemma 2. Since K0 is finite and [infinite, there is an i E I 
such that K0 n L 1 = 0. Define K 1 = K0 and K2 = K0 u L1 . Then, with these data, 
the inequality in Lemma,2 contradicts (1) I 

Corollary: Let I be infinite and Z A . be non-empty. Then, for all e > 0, there is a 
1€1 

•	K  el such that E'92 — E q'(i) < e holds for all L E 'el with K cL and all p€ PA1, 

	

IEL	 lEt 
therefore E A, 9 B(0) holds for all such L. 

•	 iEIL 

Proof: Let 6> O ' and choose K as in Proposition 13/b for e = 6/2. Let q' E P A, 
lEt 

•	and K L E eI. Then, one obtains, using Lemma 1, (0.3), (0.7), and Proposition 
13/b together with e(1 \ L) E e(I \ K) in this order: 

92— Z 92(i) = IJ! ' (92 1(1 \L)).JI = Ohm. E9,(i) jj 
IEL	.	 -	 tiER lEN 

1im E97(i) <6, 
NEB 111EN 

where a : e°(1 N L), B : e(I \ L) and a denotes the Euclidean topology of R  
Proposition 14 (cf [5, 2.6.1 and 2.6.2]): Let EA 1 be non-empty. Then, (a) is 

,El	 - 
equivalent to (b) for all e > 0, therefore, one has (c):	 l 

(a) There isana E ER such that Z A 1 9 B(0)a. 
1€1 

(b) There is a 9: 1 -*[R such that A,	B(0) (i) holds for all i E I. 
(c) E A, is bounded if and nly if A 5 Is bounded for all / E I.	. 

jEt 

Proof (cf. [5, loc. cit.]): The assertion is clear if I is finite. Let I be infinite. 
1. Assume (a). Let / E I; choose q, E . P A use of PA 1 0\. Then X, := ' {97(i)} is 

	

1(1	 iE1	 /	 IEI\{j} 
a singleton, say {x5}, since Z A . + 0. By - (a) and Lemma 1, one has A.5 E7 Z A . - 

l€t	'	 'let 
B2(0) a - X5. Define 9(/) = a + (1/c) IxsII; then A 5	B(0) (j). Therefore' (b). 

2. Assume (b). Since Z A, =1= 0, there is (by the Corollary to Proposition 13) a K E eI 
jEt 

such that '. A 1 9 B(0). Thus (by Proposition 11/b and (b)) ' A .	A, + ^ A 
iEl\K	.	 lEt	iel\K	IEK 

B(0) a, where a = 1 + Z I(i)J. Therefore (a) I 
LEN	 •	 - 

I'
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Proposition 15 (cf. [5, 2.9.5 and 2.9.6]): Assume ' A + 0. Then, one has (a) 
and (b):	 S	 1€' 

(a) 04 ' t'co A,	rco f A 1 (see Bmno [2, p.. 363]). 
iEI	 1€!	 0 

(b) !'racoA,+O. 
lEt	 -	 - 

Proof: For finite I, (a) is clear by (1.5), while (b) is then trivial.-Let I be infinite. 
Ad (a): 1. Lets > 0. By Prop. 13, there exists a K € eI such that E A. 

thus (by (1.5)) ,	 IEL 

Z Teo A 1	B( ,/, ) (0) 9 B(0) holds for all L € e(I \ K); 
IEL 

therefore, since A, + 0 for all i € I, one has, by the choice of e and Proposition 13 
(applied to (rcoA 1 ) 1 01 instead of (A l ), EJ ), the inequality E rco A . + 0. 2. Let s > 0... 

-	 lEt 
For abbreviation, we define C O , C4 - C6 and, for all L € el, C1 (L)—C3(L) as follows: 
• 

0o.EtcoA1,	 ,C4 =A1+B2,(0), 
'lEt	 iEI 

C5 = (co (EA1/	/ 
+ B2,(0)\, C6 = co (E A 1\ + B3,(0),	-. 

\1	 leI	1-. 
c1(L) = (E Teo A 1\ + B(0), C2 (L)	CO (A1\ + Be(0), 

\IEL	-	/	 iEL 

(?3(L) =	A 1 + B(0). 
iL 

Then, the chain C 1 (L) C2(L) co C3(L) holds for all L € cI by (1.5). Proving 
the chain Teo C4 = C5 9 C, one uses (1.1) and the definition of r by means of III. 
By the Corollary to Proposition 13, CO 9 C1 (L) holds for e°I-almost all L € el (use 
of C0 + 0), and C3(L) C4 holds for e°I-almost all L E eI, since Z A 1 + 0. Summariz-

	

-	101 
ing, one obtains CO	06, since e°I is a filter. By the choice of e, we have proved 
the validity of the sign	in (a). 

Ad (b). Using (1.6) for each i € I (replacing there X by A,), and the monotothciy 
of t w.r. to 9, furthermore the Propositions 10/b and 12, finally (a) [applied to 
(A, u (—A,)) 1 , instead of (A,),01 in the case X = IR and similarly (see (1.6)) in the 
case X = C], one obtains (b) by means of Proposition 7/b U

a 

§ 3 tpartition systems, Riemann sums, Birkhof I sums, (, )-integral 

For the remainder of this paper, let, (F, ,u) be a non-empty measure space with a 
measure y on a a-algebra F, Dmn = G (for the terminology, see BAUER 

[1, p. 16]: "algebra", or HALMOS [15, p. 24]:"c-ring S 9 $E such that FE s"). 
Each countable partition K of F with the properties Dmn ,u and 1aX < +-co 
for all X € g is called a ,u-partition. Denote by Q(y) or just by Q the class of all ,u-
partitions of F: The set D(y) is non-empty if and only if the measure ,a is a-finite. 
Since we are interested only in the case Q(lu ) 4 0, we assume for the sequel that 
be a-finite. (Remark: There is a finite ,u-partition ofF if and only if ,uF < + co.) 

Definition 4: (a) For all , t € Q(), let	tj hold if for each Y € t) there exists

anX € gsuchthat Y cX; furthermore, letvt)= {X n YJXE X and YE t) and

(0
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X 'n Y+ ø}. (Remark: (Q(), ^5) is directed set, and 1 v tj is the :!i^-supremum of 
S	

S	 '	
-	 S 

(b)- Let Y	Q(,u). The set X is called a 1u-partition .system if (,	X) is a directed-
et. X is called, to be v-closed if v ) E X holds for all g, t E X.,	- 

For (c)— (1), let I be a eu-partition system.	 S	

S - S - 

(c) The filter of perfinality on w.r. to	is denoted by Y3 (in accord with the 
notation introduced in § 0). 

(d) For a1l(,ç), (t),) ' E S P3,1et (,-) ;5,^* (t, ) hold if g !E^ ij. We put S Yg = 
KEN -	 -	8EU)	 S	 '	

'	 S	 - 

(Remark:'(*, <*	*)', in particular (Q(,u)*, ^ *), is a directed set; for the nota-
tions, see § 0.)	

5	
5 

(e)The filter of pert inality on. * w.. to :!E^- *j	is denoted bycT(*) orY* (in 
'accord with tile notation introduced in §0).	 .	S 

(f) If , t E-- 'with ^-t, and X E g, then the set (Y E tj I Y	X) is denoted

bytx.  

Remarks: 3. -In (d), one has J* = a5 with a = 3X and () = {} for all X € X, where 
(I Sp denotes the a-filtered sum of q (see § 0). 4. Clearly, if a subset X of Q(z) is non-empty and 
v-closed, then it is also a 1u-partition'.systcm. Ih [12, p. 761, where a "It-Zerlegung" is not' 
subjected th any finiteness condition w.r. to j, the analogue to our ji-partition system (the "j 
Zerlegungssystc'm") is required to be v-closed, in this paper, we require the v-closedness only 
in parts 'of § 5. In fact, the most natural examples of ti-partition systems, namely Q(11) and, if 
uF < + , (9 € Q() I I is finite), have this property. 

--' Proposition 16: If _T is a 1u-partition system and T. € T IE, then ,!J is ay-partition 
system,' and one has TD -. (	and Y)* = (cT*)*; 

-	Proof': In view of (0.2), it suffices to show that J* €	Since J € YX, there is 
an K, € X such that 3 := (g € 3 Io	)	Since  €'YX, 3 is a 'u-partition sy-
stem (by (0.2)), and 3	SJ*	* (because 3 9 T,	X). Choose q €	Then, 
3* = {(, )I X € 3 and q € CPrJ = ((f, q) E X I (, )	(, q)} E ,Y'X*, therefore 

•	 -	 S	 - 

For the renlainder of this paper, let IN be a u-partition system of F and / (except 
-	for § 8) be a mapping on Pinto CY. For all X F, f[X] denotes the set U(f(x) I x € .X} 
- (= {ef(x) I x € X and f(x) == ø}) (for the definition of and e, see § 0/a)). We call / to 

be singleton-valued if f(u) == 0 for all u € F.	 S	 -	 --
We have now made all preparations to define an integral of f. 

- Definition 5: (a) For each E .Q and q, € 8, the set R(f, E, q) = ' /(9(X)) 1zX is 
'XE 

called the -Riemann sum of / belonging to t, g, and T. Most often; we write R(, ) 
instead of R(/, X, q,).	-	 S 

-	 (b) The set Iffda =	*lim R(f, K, 9))is called (, )-integral Of The mapping 

assigning to each g: F---- its (1u,3E )-integral U g dy is denoted by Uf "d1a and called 
( 1a, €)-integral. Occasionally, we write If f(u) d1z instead of Uf / du _ (see § 8). 

(c) Let E E Q. The set B(f, ) = f /[X] jiX [resp. C(f, ) =	*((f[X] 1uX) XEr)] is - 
S	 XE	-	-	 S 

called the Birkhoff sum [resp. weak Birkhof/ sum] of / belonging to z, and E. Most 
often, we write B(s) [resp. C(s)] instad of B(-f, ) [resp. C(f, f)]. (For the definition 
of!*, see Rernark1.) 
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Remarks: 5. Riemann sums with countably many summands have been introduced and used 
to represent by means of them' measure integrals of functions ranging in the extended real tine 
already by HAJaN and ROSENTHAL [14, p. 183-184].6. For the explicit introduction of the sums 
B(/, ) (occuring in Definition 5/c), see [5,. p. 53] (called there "Riemann-Sumnien"). BranoFF 
[2, p. 3671 has, implicitly, introduced the sums B(/, ) and has used them for the introduction of 
an integral of mappings on F into E. Birkhoff's integral of a mapping g: F -+ E coincides essen-
tially with our ' (p, Q)-integral of the mapping g defined by g(u) = g(u)} for all u € F (for a more 
precise statement, see Remark 7). 

The simple relationship between Riemann hums, Birkhoff sums, and weak Birk-
hoff sums is described in the following	 V 

Proposition 17': Let I E Q. Them the live statements (a), (e), (d)	(c) A (f), (b) A (f) 
(d), (c)	(b) hold, where (a)—(f) are defined next:	 -	V 

(a) B()	C();	 (b) B() = C(s);  
(é)' B(s) == 0;	 (d) R(, q,)ri= 0/or all	E ';, 

(e) C() = U R(, ).	(f) / is singleton-yalued. 

Proof: One uses the following remarks: For each V € P /[X] ,uX there is a 4p € 
XE 

such that p(X) E /(q(X)),uX holds for all X € . If (f) holds, then, for each q E 
the mapping (e/(-p(X)) uX) XE is a member' of P /[X] uX I 

XE 

We recall that for all non-empty countable sets 1 and all : I -- , E (i) 0 -	-	
V iEl 

implies that (i) == 0 for all i.E 1 (see Theorem 17/b in [13] or Proposition 8). 
- Similarly, one has for the (ia, ) - integral	 V	 ' 

Proposition 18: If If / d1z == 0, then / issingleton-valued.  
Proof: As 	that the premise be true, but, the conclusion be false. Choose x


€ f /d,u and u € F such that /(u) = 0.-Let U  3,x. Then, there exists an E 0 € X such 
that 0 R(/, g, q)	U holds for all E € X with K 0	and all 99 €	. Choose an 
with K0 :E^ K. Then, there is an X € g such that u € X. Choose a 99 €	vith (X) = u.


- Then; one has R(/, E, ç) = 0. This is a contradiction I  

Corollary: (Xf ddu)' is an F-ary partial operation in E, and one has ((xf . . di)V)A 
f . du (for the terminology, see § 0/a)).	 V	 V	 ' 

Proof: Theorem 5 in [13]I	
,	 V 

immediate cônsequenëe of Proposition 16 and (0.1), we obtain 

Proposition 19: If J-€ JX, them 2) is a ,u-partition system, and one has f/ d1.z. 
=	 .	. 

This is a first anser to the question, how our. integral . 	under the change.of 
X. How does it depend on X in -general?	 V 

Our next aith is to show that the mapping assigning to each 1u-pantition system .' 
the set ' 1f/ du' is monotone _w.r. to . Fo?'preparation, we prove the following two 
propositions. (The sum occuring in PropositiQn 20/b is of course understood-to be, 
take&w.r. to the summation	in the .l3anach spice IR.) 

Proposition 20: 'Let g, tj € Q with	and X € . Then, one has (a)—(c): 
(9')	{t)x I X E } is a partition of tj.
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(b) Ox is partition ofX and (l4us)'aY =k. - YEPx 

(c) Z /[Y]aY	co (/[X]uX). 
YEtx 

Proof: (a) and (b) are clear. Ad (c). In view of (2.1), we may assume that 1zY + 0 
holds for all Y € ti Let z € E /[Y]uY. Then, there is a 99 € P /[Y] such that 

YEt)x 
z € ' frp(Y)} V. For all K € e(tjx), one has (E çv(Y) 1u }'\ I 27 Y\-' E co/[X], 

YEt)x	 \Y€K.	I YEK	/ 
c -therefore,  by (b), (0.3), (1.8) and (1.9), z € rco (/[X],uX),I	 --	- 

-Proposition 21 (cf.. [5, 4.3.1]): Let / be singleton-valued, g , p EQ and B(/, ) be 
bounded and non-empty. Then, ^S t implies 0 * B(1, tj)	rco B(/, ). 

Proof: Put, for abbreviation, 8(L) = !'/[ Y ] uY for all L with 0 L tj. 
YEL 

Since I is singleton-valued, one has /[Z] 0 for all Z with 0 == Z F. We recall 
the terminological agrements in § 0/c. - Assume	tj. Using this, we shall apply 
Pr6position20/a, b tacitly in the following.	 - 

1. We show first that S(0) + 0. This holds trivially, if t) is finite; assume tj to be 
infinite. Let e> 0. By Proposition 15/b, the set 27 taco (f[X.] X) is non-empty; 

XE 
therefore (by Proposition 13), if g is infinite, there exists a set K € e(which we fix 
for the following) such that 

(1) 0 +27 taco (/[X ]duX) B 12(0) for all L € e(\K).—' 
XE L 

If X is finite, let K = g for the following.	 - 
Let X € K. In view of Proposition 14, the boundedness of the non-empty set B(/, ) 

implies the boundedness of /[X] 1zX, and this (in the Banach space IR) 27 Yj UY Ij uY 

=1= 0. Thus (by Proposition 9), one has S(t)) rl= 0. Therefore (by Proposition 13), if tjx 
is infinite, there exists a set P(X) € et 1, (whihwe fix for the following) such that 

(2) 0 + IS(L)II < (e/2) (card K)' for all- L € e(tx \ P(X)). 

If OX is finite, let P(X) = tx for the following. - Proceeding so for all X € g, we hve, 
defined a family (P(X) ) XEK .	 - 

Let N = U {P(X) I X € K}; then N € Ct). Let Q € e(tj \ N). In orderto show that 
S(t) + 0, it suffices (by. Proposition 13) to prove that II8(Q)U < e holds. For abbre- 
viation, we put, for each X €, QX = {Y € Q J V 9 X}, furthermore L0 = , {X E 
Q + 0) and K0 = K n L0 . Then, L0 is finite and non-empty, one has Q = U {Qx I X € L0} and (L0 \ K0) Q \ K). Clearly, Qi 9- Ox holds for all X € L,. By Proposi-
tion 11, one has IIS(Q)ll = 27 8(Q) . Now, we consider the following three cases: 

-	XEL,	- 
Case a). Let K0 + 0. (This holds, e.g., if K0 = L0.) Then, one has [since Qx - - 

€ e(tjx \ P(X)) holds for all X €.K0] by (2) the inequality 

-	27 8(Q) <(card K) (e/2) (card -K)-' = e/2. 
XEK,	 - 

- - Case b). Let L, = L0 \ K0 + 0. (This holds, ag., if K0 = 0.) Then, one has [in view' 
of (17); (1.8) reformulated for"aco" instead of "co", L 1 €e(\ K) and (1)] the chain 

27 8(Q.) ^ 27 taco (/[X] uX) <e/2.	 - 
XEL	 XEL1
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Case c)..Let K 0 =i=0 and L0 \ K0 +0. Then, one obtains [by Proposition 11, the tri- 
angle inequality, the combination of the cases a and b, and the transitivity of the rela-
tion :!E^] the chain	 s 

E8(Qx) o ES(Qx) +	E S(Q) <. 
X(L	 X(K,	-	 XELO\K,  

Summarizing, we have shown IIS (Q)II < s in the general situation. (Rmark: In view 
of Proposition 7/b, one is allowed to replace in this Part 1 of the proof 'racO' by 
"aco" everywhere.)  

2. We show rov that B(f, t))	'rco B(f, ). if one uses, in this order: Proposition

20/a, Part 1 of this proof and Proposition 11; Proposition 20/c, B(/, ) + 0 and Pro-
position 15; Proposition 15, one obtains the chain	.	 •-

B(f, tj)	' S(t)x),.	' 'rco (1(X] 1uX) c co B(/, ) U	 S	 - 

-	 •xEg	XE	 - 

Corollary: Assume  to be singleton-valued. Define gbyg() = B(f, ) br all g E Y - 
and K by K -' {X € I I g() non-empty and bounded}. If K + 0, then (g I K, K, :!E^JK) 
is a 'rco-nested net, and one has LIM (g, X, ) = LIM (g K, ;C	I K). 

Proof: Use that for each (h,J,.b)E 0(3E), L1M (hJB,B;[)= LIM(h,J)b) 
for, all B € Ii (for the notation, see § 0/b)) U . 

§ 4 The (, X) -integral in terms of Birkhoff sums  

If I is a non-empty set 'and 0 is an Iary partial operation in E, we define, for each 
family (Z)11 in $E, 0 Z1 by letting, for all x € E, x € 0 Z, if P Z 1 Drnn 0 and 

5€!,	,	-	 .	- i€I	'	-it! 
x = Oçv for some E P Z. Then, if Z . € CY for all i El, 0A((Z 5 ) 51) 

= 0 Z . E. (see 
1(1	 .	 it!, 

j0/a) or [13, p.121]).	.	.' . . 

Proposition 22: Let	be a family of -ary partial operations Ox in 'E and a' 
a /ilter'on X. Put, for abbreviation, K = S c and b	'S {P} and define the mappings - 

S and T by letting, for all E E X and all (, ip) € K, *$() = (9 f[X] uX and T(, ) -	 X€ . 

= (9 f(q(X)) 1uX. Then, one has (a) and, if / is singleton-valued, (b): 
XEX 

(a) blim T(, q)	°LIM S(s), ' (b) 5LIM S() 9 blim, T(, q,). 
(,)EK 

Proof: 1. Let x be a member of the left side of (a). Let U €	Then, there is an.

A€a such that

(1) 0 + 'T(,?) 9 U 'for all € A and all q, E-.	 -. 

Let 'E A and ' € P f[X] 5uX. Then, there is a 
S

ç € cPX such that f(p(X)) X '= {(X)) 

•	 X€  

for all X E X. Thus, by (l)ç' 0 0 {p(X)} = T(, ) 9 U, therefore 0 + S(s) 9 U. 
XE	 S	 -	 - 

By the choiCe of U, we.have shown that x € aLIM S(). 2. Assume / to be singleton-\ EEN 

valued: Let x € SLIM S(s) and U € 93x. Then, there is an A E a such that  
-	'&E	 - 

(2) 0r=S() 9 U holds for all X € A  

32 Analysis Bd. 9, Heft 0 (1990)
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Let I € A and 99 €	By the assumption on f, I (q7(X)) 1uX is non-empty for all X € ;

let (X) := e(/(p(X))/LX) for all X € X. Then 7p € P /[X] 1uX, therefore (by (2)) 0 

4 (9{(X)} = T(, q) c U, and so, by the choice of U, x is element of the right-. 

hand side of (b)U 

Corollary: One has(a) and, if is .sringletonvalued, (b): 

(a) f / d/L c xLIM B(/, ),	(b) £f 
/ d = YXLThI B(/, ). 

ZEN 

First proof: In Proposition 22, define a = JX and, for all € X,,Og 	L'.

Second proof: Combine Definition 2 and Definition 5 with Proposition 17.1 

Theorem 1 (cf. [5, 4.4.3]): Let x € E. Them, the statement (a) implies the statement 
(b); if / is singleton-valued, the statements (a) and (b) are equivalent: 

(a)xEffdu. 
(b) For each U € 8,x, there is an g € X such that 0 4 B(f, ) c U. 

Proof: If (a) holds, then / is singleton-valued by Proposition 18. Therefore, we 
may (and do) assume that /be singleton-valued. We show that (a) is equivalent to 
(b). We refer to the definitions of g and K in the Corollary t9 Proposition 21. Define 
(c) to be the statement x € LIM (g, X,	X). If (b) or (c) holds, then K is non-empty, 

• therefore, by the mentioned corollary, the net(g, K, < IK)is ico-nested, thus, by 
Proposition 4, (b) and (c) are equivalent. Furthermore, one —applies the Corollary to 
Proposition 22 I 

Theorem 2 (ef..[5, 4.4.4]): The statement (a) implies the statement (b); ill is-single-
ton-valued, the statements ( a) and (b) are equivalent: 

(a)f/d1z40.  
(b) For each e >0, 04 IB(f, ) - B(/, ) 11 < e holds for some X € X. 

Proof: Copy. the preceding proof, except for defining (e), now, to be the statement 
L1M (g, 3E,	J ) 4 0 and referring, now, to Proposition 3 instead of Proposition 4 I 

	

Theorem 3: If Xffd is non-erpty, then Yf fdu=n {rcoB(f,) I g € X and B(f, )	- 
is non-empty and bounded}.	 -	 - 

Proof: Use the proof of Theorem 2 partly and refer, now, to Proposition 6 in-, 
stead of Proposition 3 I	 - - 

Remark 7: Let X = £7 and g: F - E; assume that /(u) = {g(u)} for all u € F. By Theorem 13 
in BIRKR0FF's paper [2, p. 367], g is "integrable" (in the sense of Birkhoff) if and only 11(b) in our	- - 
Theorem 2 holds; and in this case, the (single) element of the right side of the equation in our 
Theorem 3 is called, by Birkhoff (see Definition 4 and Theorem 12, both in [2, p. 367)], the "inte-
gral" of g. In this sense, the Corollary to Proposition 22 gives a representation of Birkhoff's inte-
gral of g by means of Riemann sums. 

By the preceding remark, it is justified to call, from ndw on-, 

dy also the Birkho/f itegral (belonging tou). 

- Now we can formulate a result; being indicated as a goal before Proposition 20. 

/ Theorem 4 (cf. [5,,4:8.4]): Let T. be (beside ) au-partition system. Then, 

implies
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Proof: Use Proposition 18 and Theorem 2, the latter pplied first for X and then 
for JI	.' 

Example 1: Let 1iF < + oo. The classical examples for 3 and J being in the relationship 
X c 2) are X =	is a finite i-pãrtition of F) and =Q.	 - 

For an illustration of Theorem 4, see Remark 10 in § 6. 
Definition 6: / is called an ?r-step function if there is an E 3.and a mapping y: 

such that f(x) = y(X) for all (X, x) € <J'. If/is in such a relationship with 
and x' we say that/is the i-step function determined by (, y ) . (For the definition of c' 
see0je).) 

The next statement (4.1) follows immediately from the definitions: 

If is the X-step /unction determined by (, x) then, for each t) € X with 
:!E^ t, there is a).: tj -	such that / is the ?r-step function determined - 

by (t), 2).	.	-	 (4.1) 
In many approaches to integration the definitiOn of an integral is based on an 


"elementary integral" defined for step functions (mostly having finitely many steps) - 
• via a pIocedure of "completion" (whatever this word might mean in a particular 

theory). in the present approach, the ."elementary integral" is already contained in 
the general case in the sense of the next theorem (which, roughly speaking, says that 

— the (, )-integration extends unconditional' , sumthation). 

Theorem 5 (cf. [5, 4.9.2]):Let E X, y: 	and / be'the i-step function deter-




mined by(,-). Then, one has  

'ffd=jx(XX. 
XE 

Proof: 1. One has f / d1z	' (X) zX, since for all OE Xwith	t and all. 

• ' 
€ 8tj the following áhiin [where one uses in this order: Proposition 20/a and Theo-

rem 19 in [13] or Proposition 11; the supposition on f;. a distributive law; Proposi-
tion 20/b] holds:	 I	 . 

R(1, 9,)	Ef((Y))Y = E 
XE9 YEOx	 XEg YEtix 

=	(X) Z fLY E (X) X.	 .. - 
XEN	 YEt3	 - 

2. For abbreviation, put (} = 1J. Then, one has f'f da If fda by Theorem 4, while 
f / d = E (X) 1uX holds, since R(f, X, q) = E 7(X) ,iX is true for all 99 € Pg I 

XE9 	XE 

Next, we answer the question to which extent the (a,3E)-integral of / can bere-
presented by means of the-weak Bhkhoff sums C(s) belotiging to E € & (see Defini-
tion 5).	 . 

Theorem 6: One has (a) and (b): 
(a) If U / d1.z r= 0, then Uf / dii = ULIM C(). 

(b) If / is singleton-valued and there exists an E 0 E X such that B( 0 ) is non-empty 
and bounded, then YULThI C() If / du.	• 

Proof: Ad (a). Assume If / d4u == 0. Then, by Proposition 1 and the Corollary to 
Proposition 22, one has Uf fd = YUL1M B(s). Let XE £f/ d1i and U € 93, x. Then, there 

32*
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is an10 E X such that	 S 

	

(1) 04 B(s)	U holds for all K EX with Ko	K. 
Let g E X with go <,K. Then, b'.(1) and Proposition 17, B() = C(), therefore, by (1) 

- and the choice of U, x E Y XLIM Qt)) . Furthermore, use Proposition 1. 
PEI 

Ad- (b). Assumthe premise within (b) and choose go as there. Let x E 'LIM C(s) 
and U €.3 r x: Then, there is an 1, E X with 1 0	1, such' that -, 

	

(2 0C()	U holds for all € X with  	. 

• Let T € 3 with .By Proposition 21, one has 04 B(), since , thus (by, 
Proposition 17) we have B() = C(), therefore (in view of (2) and the choice of U) 
x € 'L1M B(tj), and so (by the premise within (b) and the Corollary to Propo-

sition 22) x € If I, d 
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