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1	 .•	.•	 •. 

it.	 .• ......	,,..I	.	 .	.	 .	.. 

Es wird die Diskussion des im Teil I eingefuhrten (p, ),Integrals fortgeaetzt: Wir untersüchen 
die Beziehungen theses Integrals zum Haupt-Aumann-Pauc-Integral, zum Pettis-Integral und 
zum Bchner.Integral. Ferner behandèln wir die Darstel .lunj iterierter Integrals als Limites 
gefilterter Familien von iteriêrten Riemann-Summen. 
flpooniaerca AHCHYCCHR o (, )-1111TerpaJ1e BBeJëHHoM B qacTs I: MM HCCJIOJLM OTHO-
IIIOHUR atorO HHTerpana R HHTFJ1 rayin-AyMaH-HayRa, H aHTerpa1y lle'rrnca u K HH-
erpaay Boxsepa. Lanee MU aaHMMaeMcJs upeAcTamieHHem HTepHpoBanHuX HHTerpB.J1OB B 

sue npeJeJIoB l)HJibTpyIOunxCH CeMeSCTB HTepxpoBanHaax CMM PHMaHa. 
The discussion of the (p. ) .integral introduced in Part I is continued: We investigate the 
relationship of this integral to the Haupt-4urnann-Pauc ,integral, the Pettis integral and the 
Bochner integral. Furthermore, we deal with the representation of iterated integrals as limits 
of filtered families of iterated Riemann sums. 

This Part II of the paper "Integration of Riemann sums in Banach spaces" is an im-
mediate continuation of its Part I (see [61). All numbered references to definitions, 
statements, etc., of Part I are made just by the numbers used in Part I without adding 
an extra hint to [6].	.	.	. .	. 

§ 5 contains a description of the behaviour off . du under the transition of F.to 

a subset A of F and the: corresponding transition of f - du to the "Bubintegral" 

f . d(PA) . (Theorems 7 and 8), which leads to the discussion of the additivity 
z	 z 

and r-additivity off dp (Theorems 9 and 10). In § 6, the relationship between f . d1z, 
the Haupt-Aumann.Pauc integral and the Pettis integral is cleared up, and it is shown 

that f- du is a "pointwise" integral (Theorem 11). The relationship of f . du to the 
Bochner integral is discussed in § 7. In § 8, the considerations on iterated integrals as 
being made for the extended real line in [12] are translated into the present situation. 

§ 5 Integration on subsets, G-additivity of the (.i, )-integral 

In this Part II we write the direction ^-, on (2(u), defined in Definition 4, consistently 
as !^ in order to distinguish it in printing clearly from the order relation ^ on the 
real line. Furthermore, for typographic reasons, we write Xf da as f . du and 
occasionally the summation symbol E (see § O/g)) also as 

1) Teil I der Arbeit erschien in Band 9, Heft 6 (1990) dieser Zeitschrift.
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We begin with the followiAig	..	..	-	- 
Definition 7: (a) For each non-empty A € Dmn ,u and each X E X, the set 

{A n X I X € } \ {ø} is called the trace XA OfX in A. (Remark: In particular, tx in 
Definition 4/f is the trace of t in I.) 

(b) For each non-empty A € Dmn u, the set JgA J j € } is called the trace 1, of 
in A.

(c) For each A € Dmn u, let bi4(B) := u(B) for all B € Dmn s with B A. For 
each non-empty A E Dmn tz, A denotes the direction defined as in Definition 4 
on the set Q(p4 ) of all uA-partitions on A, and VA denotes the binary operation in 
Q(PA) assigning to each ordered pair (IA, PA) their 5A -supremum; furthermore, for 
each 6 € 9604), B4(1IA , ) or BA(b) denotes the Birkhoff sum of /A belonging to 
and.b.	. :1	..	.	.	 .	-	. 

Proposition 23 The trace fA of in A is ajiA partztwn system The mapping A 
-^1A with A()=A for all E E 3E .i8a(!^, A)-homomorhi8m.onto. I/.isv-clo-

8ed, then NA i8 vA-dosed, and 1 is a (v, v4)-homomorphism. 

Proof:. The first assertion is clear. Let, X be v-closed. Then, for each ., t € ., 
A VA tlA(= {X nY 1 .1€ and YE PA) \'' (0)) = ( V. )A € 1A 

	

'-S.	•.	.-..	.	.. 

Theorem 7: Let be v-dosed, A € U X and let the /unction/ be singleton-valued. 

Then f (f!A ) d()- = f (f14 )du, where , 1 A : - F -+ X denotes the' characteristic /unc-
tion w r to A (For the terminology, see § 0/c) 

Proof: 1. Choose a € X such that A € a. 2. Let I € X with a	. Then, for each

X E 1, .óñe .has either X A (in this . case, (/ 1 A ) ['X] = (I IA) [X]) or X 
(in this case, (/ l) [.X] = {0}, since .i is singleton-valued), therefore B (f 'A ) 
94 (h A , IA) . 3. .Using the v-closedness of and Proposition 23, one obtains the 
following: a) Given go E £, there is, for each j € NA with () t, a 6 E . ae such 
that : = AA = (h v 0 va)4 .b) Given 00 ; E NA, there is an go € £ such :that 
PO = (o) = (o v a); and, for each g € X such that go v a	, one has 
t	A 4: 4. By means of the Corollary to 'Pro'position 22, Pait 3a (resp. Part 3b); 

	

I	Z4 
and Part 2 of this proof, one obtains . thtf'(/ 14 ) dAu 9 f (/JA) d( 4) (resp. that 
ZA Z 
f (/JA) d(p4)	I (/ 1) du)U 

Remark.8 In Theorem 7, the supposition that  be singleton-valued is not allowed to be 
z 

cancelled Assume that /(x) = 0 for some x € F \ A Then, by Proposition 18 f (/ 1) dj.i = 0


	

ZA..	.	.. 
but nevertheless it can hppen that 'f (h A ) d(jz4) + e holds, as tialéxarnles show. 

Proposition 24: Let g E X and A E (Dmn ) \ {ø}. If B(f, ) is non-empty and 
bounded, then BA(/ I A, A) .isnon-empty and bo'itndedt...................	I 

Proof (of. [5, proof of 4.3.4]): . Assurne the premise within-the assertion. Let A . = F. 
Then,, one has u FA EQCu), thus ,,(by Proposition,21) the set B(f, u F\A) 
is non-empty and bounded, therefore (by Prdpositions 8 and 14) so is the set 
BA(fI A , TA) I  

	

I	 .	.	. 
Theorem 8 (cf. [5,4.45 and 4.2.3]): LetA ' E (Dmnu)\{ø}. Thenj /da =tr 

ZA 

impliesf (/IA)d(ILA)=i" 0..	-
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Proof (cf. [5, p. 58]): For abbreviation, put /[X] -.I[X] = g(X) for all I. 9 F. 
z 

Assume f/ d,a + 0 and let c> 0. Then, there is (by Theoreni 2) an g E £ such that 
(1) 0 + B() -. B(s) 9— B./AOK	 0	

0 

thus (by Proposition 10)	 . 
(2)0 +B() - B() = 9(X) #X,	 . 

XEr	.	 ..	•1 

therefore (by Propositions 24 and 10)	 - 
(3)0 4 B,,,( 11A, ) - B(jA, 'A) = Z' g(X) uX.	 . 

.	
•.	•.	.. 

We assert that 
(4) Z g(X) ,uX 9 Z co (g(X) ui). 

XErA 

Indeed,- in view of (2), th set E co (g(X) uX) is non-empty (by the Propositions 15 
XEX	 . ... 

and 7/b). Let x E ' g(X) uX. Then, there is a q' E P g(X),uX such that x = q. 
XE4 

We define a mapping V by letting, for each X E , p(X) = ç(X n A) if X n A 40, 
and ,(X) = 0 (= zero vector of E) if X n A = 0. Sincef[X]4 0 for each X.E 

(by (1)an  Proposition 7), one has ip E P co(g(X) 4aX). Furthermore, z 
Xeg 

By Proposition 15 and (1) —(4), one gets 
0 4 BA(/IA , ) - B(f IA, A)	rco(B() - B(s)) .B,(0). 

ZA 
By Theorem 2, f (1I A ) d(PA) is non-empty I	 -


For the remainder of this sect ton, we assume I to be v-closed and a E X. . 
Theorem 9 (cf. [5, 4.6.2 and 4.4.5]): Let a be finite. Then 

X	 LA 
f/di.i = E  (/IA)d(,uA). 

Ala 

Proof: 1. For abbreviation, let C1 denote the left-hand side of the asserted equa-
tion, C6 its right-hand side. We define C2 ,..., C5 as follows: C2 = YZLIM B(), 

SEE 

C3 = YZJr B(I v a), C4 = ' LIM E B(),	C5 = ' ' ( A)LtM 
JEZ	 EZ AEU	 A€1I	Z4 

2. If there is an x € F such that /(x) = 0, then x E A for some A E a, therefore (by 
Proposition 18, applied twice) C1 = 0 C6 holds. For the remainder of this proof, 
we assume / to be singleton-valued. Then, the equations C1 = C2 and C5 = C6 hold 
by the Corollary to Proposition 22. C2 = C3 holds, since B() = B(g v a) holds for 
Yr-almost allX € X. The equation C3 = C4 holds by Proposition 11, since JXA I A € a} 
is a finite partition of t v a for each I € 3e. 

3. We assert that C5 9 C4 . Indeed, let x € C5, say x = x4 (finite summation 
Ala 

in E) with XA € ( )LIMB() for each A E a. Let U E 2,x. Since Z is continuous, 
IE ZA	 a 

there is a family (UA)A EII with U4 E J3,x4 for all A E a such that EUA 9 U. For each 
Ala
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A E a, there is a (A) € YA such that 
(1)0 == BA()	UA for all 9 € 3EA such that (A) :!^t 

and a(A) E X such that	= C(A). Since a is finite, there is an go € £ such that 
(A) < Eo holds for all A E a. Now let 9 E X with Xo E. Then, (A)_<A tA € 3EA 

and therefore (by (1)) 0 + BA ( A )	UA holds for all A E a, thus 0 +—f  BA(A) 
c E UR 9 U. Thus xEC4.	 AEZ 

Aea 
4. We have proved that C6 C1 . On the other hand, by Theorem 8, C1 + 0 

implies C6 =1= 0, since a is finite. Thus, by Proposition 1, C1 = C6 I 
Without the supposition of the finiteness of a, the following remains true. 

Theorem 10 (cf. [5, 4.6.3, 4.4.5 and 4.2.3]): One has the inclusion 
I	IA 

f /d/L 9 Ef(/IA)dCuA). 
A(a

	

I	 Z4 
,Proof (cf. [5, p. 60]): Put . J:= f /du and, for each A, E a, JA 

= f (/IA.)dCuA). 
Let x € J; then (by Theorem 8) J + 0 for all A € a. As an auxiliary mapping we 
choose a one-to-one mapping on a into N. Let s> 0. Since J = 0, there is (by the 
Corollary, to Proposition 22) a tj € X such that	.•	

- . 

(1)0=B(j) —JcrB1(0): .	.	.	.	.	.. 
For each A € a: there is (by the same Corollary), because of JA'+ 0, a C(A) € 3EA such 
that	 . 

(2) 0 + BA ((A)) - JA	rBo(4) (0), where(A) ='s21(A).	
0 

Lets := u (A); then Eu?(u). Lei g := t v ; theh  
AEO 

(3)=UA.  
AEa 

Since tj

	

	and C(A) A 9Afor all A € a, one has by Proposition 21, (1) and (2)

0 + B() 9 vcoB(ti) and 0+ BA(A) rcoB4 ((A)).VA'E a, 

therefore (by (1)) 

(4) 0 + B() - J 9 tBe (0)	 .	. 

and (by (2)) . .	.;	•0	 . . .. . 

(5)0+BA() - 	TB(0)	for all A EQ.	
•0• 

Since E rB6(A)(0) is non-empty, one obtains in view of (5) and Proposition 7/b 
AU, 

(6)	0 + Z (BA ( A) - JA) tBe(0),	 V 

QEA	 . . 

while one gets, by (3), Proposition 11 and (4), 0 =B() = XBA(A). 
V 

Therefore, by Proposition 10,	 AEa	
0.	 .	 V 

,0+B().— £(BA( A ) —. JA) = X(BA ( A) - (BA(A).—JA)). 
AEa	 AU, 

Since CJA € BA(A) - (BA ( A) - JA) holds for all A € a, one has consequently 
0 + 2.' JA 9 B(s) - Z(BA( A) - JA) J + iB(0) 

AU,	 AU, 

(by (4) and (6)),.thus, by the choice of x and e, x € I' JA I 
Aa
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§ 6 Haupt-Aumann-Pauc integral, Pettis integral and Birkhoff integral, some 
elementary properties of the (ii, X) -integral 

Given an 9)1-ary algebra (K, (9), where 9)1 is a non-empty class of filtered sets (for the 
terminology, see [13, p. 120]) and a non-empty set D, we define the 9)l-ary operation 
9(D) in K" by letting, for each g E K" and each (h, I, a) € 0(K") with (I, a)E 9)1, 

g=(9(D)(h,I,a).if g(d)=ø(pr5oh,I,a)Vd€D,. 
where pra denotes the d-th projection pra: K" -+ K. In particular, let (K, (9) = (, lim'); 
thus Dam (9 = . Then, the 9R-ary operation (Jim')"', where 9)? is now the class of 
all filtered sets, is a natural extension of the poiitwise convergence in the Haüsdorff 
space (E, r)' (= D-th power of the Hau8dorff space (E, r)), and one has Dmn (lini)(D) 

0((D). (Recall, for the .next, the terminology introduced in § Old).) Let x E E. If 
one defines D by D Q, the mapping g'by g) = (x) for all ' €	, and th fil- 
tered family (h, I, a) by I = , a = Y1 and h(p) = (R(/,, q'(, • )))z for all q € 
then	 3 

z.	
S 

xEftdi.s	g=(limf)())(h,1,a) 

Expressed in other terms, this assertion says that the first equation in the following' 
theorem holds.  

Theorem 11 (cf. [5, 5.6.2]): One has the equaf ion  

ffd/2= fl YZlimR(f,,q,(,.)). 
q'€SZ -€Z 

Especially, ffd,	0 implies f/ du = FElim R(f, g,	, .)) for all 9' € 

Proof: 1. The validity of 9 instead of = in the first assertion follows immediately 
from the definitions. (For details in another setting, cf. [12, proof of Satz 6].) 2. Let 

x E E \ ft d1j. Then, there is  U € 48,g and  U € (Y*) (for the notation, see § 0/b)) 
such that 

(1)R(/,,tp)riU=0 for 
all 

(,p)EO. 

Choose, as auxiliary mappings, x € 62X and:Drnn U -* Rng.G such that . -A 9 U. 
(use of the axiom of choice); consider that U is a relation. Define a secial elernen 
ofby letting, for each (,X) € cY,	X)-= (A())(X)if E DmriG nd,X) 
= ,c(, X) if E € ( \ Dmn U). Then, in view of (1), R(f, ,	.)) n U = 0 holds for

all X € Dmn U. Since U € 93,x and Dmn U € 3(9), we have showed that x belongs 

SEE 
tdE-\ 'limR(f;,9,(, .)) I 

Remark 9: The remarks preceding Theorem 11 justify to call the .(/A, £)-integral a "point-
wise integral", the choice functions q, being considered as "points" (see the final remark in [12, 
p. 94]). The special case in Theorem 11 may be interpreted also by saying that the choice 

z 
functions 9, can be "drawn out from" the limit process originally,defining f / dj&(cf.Definition 
6/b).	 . 

The relationship to the classical theory of integration is clarified next. 

For the remainder of this paper; let f - 4 denote the Haupt-Aumann-Patw inte-
gral (see [16, pp. 94-95]), being redefined in [12, p. 85 and p.. 86, Beispiel 9;. there
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called the "(u, )-Untérteilungsmteral", where denotes the set of all.countable 
partitions I of F such that g 9 Dmn 4u], now being considered (in anobvious ay) 
as an F-ary partial operation in the extended real line IR(= ER u {+ oo, - oo}). Let 

Expressed in other terms, M(1u)is the set of all functiOns g: F IR,which are a-
summable (inthe terminology of HAurr, Aun and PAuO [16, p. 951 "a-siImrnier-./H	\	..	, 
bar ibe,r F's'). (Realize ,thatf . duj M(4u) is an. F-ary partial operation in ER; spe. 
§0/a).)•:....	. 

Jr
rem 12 Let (B,	11) ' = (ER,	I) Then, one has ((f d,4)1

' &(,U. .))A,*^.f.. di 

(fo the terminology, see § 0/a))	 I 

Proof: Let 3 = I9 Dmnp and a is a countable partition of F). (Observe 
that 3 plays here the role of the "Zerlegungssystem" occurng in [12, p. 85, Bei- 
spiel 9].) Let, for this proof, <8 be the relation on 3 being defined by letting, for all 
,'t) E	if, for all YE	Y 9 X ., holds for some 'X E I . Clearly, : (3, <) is


a directed set, and (sIQ) = < Recall that .Q rj= 0. Choose go € D. Let S) = (t) E D I 
Then, one has = (a E 3 I go :!^}, thus by (0.2), 

(1) c) € 3'(3, <B) and YS ) = Y(3,	 , 
Letf:F --).. Jt and z E R. Define the statements (2)—(5) in the following way: 

(2)xE (?'d/L)'&).  

:(3) xE "VlimR(/ tj j(t),')) for all q' € J;	. 

V 
'(4)'zEf/du.	 . 

(5)xE f/dy. 

Then, by Satz 22 in [12], (1) above, (0.1) - and the remarks in § Old), the statement (2) 
is &piivalent to the statement (3). Furthermore, by Theorem 11, (3) is equivalent to 
(4); 'bythe definition of SD and Proposition 19, (4) is equivalent to (5) U 

'Remark 10: Theorem 4 together with Theorem 11 might be even of interest in the theory 
of numerical integration: Given a classical situation as (B, II	: = (ER, I. I) and SJ : = D. 
Let g: F -),. Band ().EN be a sequence of is-partitions of F, say with g.	, for all n € (N, 

z 
iuch that fr,, I n € NJ is a IA- partition system, say 1. Then, if one can show that f g d4u 4 0 

Z	Q 

with g'(u) : = g(u)} for all u € F, then Theorem 4 assures that f g d = f r du. Conversely, 
I ' 

if one assumes f g"ds 4 0, Theorem 11 provides us with a mean to approximate e f g di 
numerically: Choose q' E OX and approximate YZlim R(g, I, q,(, ')) = lim R(g'', X., q'( 5 , .)) eZ	 neN 
(where = holds, since 	for all n € EN). By Theorem 11, one has YZlim R(g", 1, p(, .)) 

z	 -	 eZ 
fg' dj . - This procedure of approximation of an integral is well known from the classical 

Rieinann integral. For illustration, take, in particular, F to be a non-empty compact subset
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of ERm(m € EN), i to be the natural restriction of the Lebesgue' measure Am in flm to (9,3F) i-
o (Dmn 2.,,), and g to be continuous. Then fg dl, is non-empty and e (j d,i) is the Rieman n 
integral of g over F (by Theorem 12 and in view of the relationship between the Riemanninte-

gral and f . 4A . (see HAUFr, AUMANN and PAuc . [16,pp. 189-190]). Assume that X. be finite 

for all n E N and that 0 = urn max diam X. Then,f r du turns out to be non-empty, and, in 

	

n€N Xe	 - 0 
view of the statements made above, given some q, € Q 1, one has urn 1l(9, i,,,	.)) = fg ds, 

nE1 
SB it is, essentially, well known (in the classical terminology) from any textbook on real analy- 
sis.	 -. 

Proposition 25: Let g:F—i-(. Then, one-hae(a):	•--•	--	- 
z 

(a) 1/1(u) 9 g(u) 1w1d8 for all u € F, then f/d 1u fgd1i. 

Proof: One uses (0.3), (0.9) and (0.4) I	''	 S 

Proposition 26:Ifg:F_ 	then f/d.+;fgdf(f+g)d. (For the ter-
 minology, see § O/c))	 . 

Proof: One uses that (A + B)a = Aa + Ba holds for all 4, BE and alla € X, 
(0.3)—(0.5), and (0.10) I	- 

'Proposition 27': One has the inclusion (f/ dp)	f(fa) d1i. (For the termino-




logy,'see §0/c).)-  

Proof: One uses (0.3), (0.4), (0.6);and(0.11)I 
The (u, £)--integral is preserved under continuous linear majpings on E' into 

another Banach space E' ; more precisely, one has 

Proposition 28 (cf [5,4.5j]):. Let E be a Banach 8p(ke and f' d,u the
integral related to E' (instead of E).* Let ' E -+ E be a COntznuou8 linear mapping 
Then 

wzere 9' o*f is defined by (9' o*f) (u)' = 9'(/(u)) for all u E- F. 

Proof: If (g, K, b) E	and p : E E' is (T, T')-continuous, then 

	

,, (blin,A g(k)\	blim ,A 
kEK	/	keK 

where lim,' denotes the limit operation w.r. to the norm' topology r' of E"and 1im,.' 
is defined analogously as lim/'. Use this fact for p = , furthermore (0.3), (0.4), and 
Definition 5, furthermore the linearity of p I 

Observe that in Proposition 28, 9' o*f is not the usual composition of / and q 
since-Rng/-, but Dmn9' = E.  

Remark 11: We define a relation f. di between EF and E by letting, for each 9: F - E 
and eih x € E, g(f• dfL)x if one has (a): - 

(a) (x) Ef( og)dii for ally € E ( dual of E), 

2 Analysis Bd. 10, Heft 1 (1991)
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where (io g)--(y) = ((v, og) (y)} for all y € F. If X= IR, then, by Theorem 12, (a) is equi-
valent to (b): 

(b).pogEmi1n(J . d,i) andv,(x)=f(vog)disforall v €E5. 

The relation f . dy is an F.ary partial operation in E being called the PUi8 integral (see HnLs 
and PmLLU's [17, p. 77]). Using Proposition 28 and Proposition 18, one obtains (c) and (d): 

(c)f/d'(f.d,L) (/). 

d)If(E,Il . ID=(X,I . I), then f.d,i=(J.dp). 

Proposition 29: One ha811f f I/]d1z,wheretheiniegrationontheright-
hand aide is related to the Banach space R. (For the terminology, see 0/c).) 

Proof: By (0.7), (0.8) and (0.12), one has the chain 

YZ*lim R(/, T , q') 9 3X*lim IJR(/, T , c')ll	YX*ljm R(I/II, 1, c') I 
(.9')EZ* 

Proposition 30: Beside f, let be given g: F --)- . A88ume / and g to be singleton 

,alued d/()= d(u)'for -lnwst allu € F. Then f du I 
Proof: Omitting the trivial case / = g, we assume / + g. ,Then, there exists an 

'O• 
ME Dmnu suchthat 4uM = 0,M =lr O and /I(F\M) = gl(F\M) LetiE f/au 
and U € 3,x. Then, there is an 1, € Q. such ,that 

(1)0 4rR(/q) 9 U for all El with	and all p E	., 

Let g, = ((I n  I X 	) u {X\M 11 E.})\ {0} Then, r, E'Q(/z) and 
Let E E Q.with and q' E c. Let, for abbreviation, t) = {X E T I X 9 F\M}. 
If k) = 0, then R(/, j, ) = 0} '= R(g, g,, ) (where 0 denotes the zero'véctor'of E), 
sinceuM = 0 and / and g are singleton-valued. If j() + 0; then 

R(/, 1, q) =	/(*p(X)) X = Z g(q(X)) 4uX = .R(g, 
XEL(r)	 Xe)  

where we used that 1iM = 0, / and g are singleton-valued,./(F. \ M) = gJ (F \ M), 
and (2.1). By (1), one has therefore 0 + R(g, 1, q,) 9 U, thus, by the choice of E, q 

and U,x€fgdI	 S 

§ 7: Bochner integral and Birkijoif integral 

In order to give a sell-contained representation of the relationship between the Boch-
ner integral and the Birkhoff integral (discussed by Brnxno [2, p. 377] in a way 
based on a-. definition of the Bochnér integral using "finite-valued" step functions) 
we discuss as a preparation, first, the question, in which way "convergence in mean 

w.r. to y and " is compatible with the integration f . du. But we will refrain to in-
troduce' such a notion of convergence explicitly. - In this section, we agree that, for 

each j: F	(see § 0/c)), f j du denotes the (a, )-integral of j w.r. to the Banach 
space (IR, I
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• For this section, let (I, a) be a filtered set and h• =, (gi ) i be afamily of mappings 
g . : F -> (. We denote, for abbreviation, by H(/, h, a) the statement: 

z 
H(/,h,a): If0E0iimflf_ g il l du, then alimfg,djs	f/d,i, 

,E1 

where the first sign urn stands for (lim e)" with the Euclidean topology a of ER, (ER, 
taken as Banach space (for the terminology, see § 01b) and c)). 

Proposition 31: A88ume that R(/, 1, p) . i8 non-empty/or Y* .à1mO8t all (, ) € Z*. 
Then H(/,h,a)/zo1d8. 

Proof: By supposition, there is an € such that	 • 1.
(1) .R(/, , )	0 for all (, ) E V with jo	and 1p E	.. 

Assume	:	 .• 

(2)OE alirnf It — gIidji.	 • 

iEl 

Let e> 0. Because of (2), there is a set A0 € a such that 
z	 •0, 

(3)ø4= fill - gi ll do <(€14) for all I EA,. 

Therefore (use of the sign r= in (3)), for each I € A 0 there is an Pi € I such that 

(4)0 + If [I/ - II d,.i - R(II/ - g II) 9,q) 
I 
<(€/4) V(,q,): t) j 	E , 9' Ec. 

We choose such a family (t 4 )441 now (axiom of choice). (3) and (4) imply that 
(5) 0 + R(ll/ — gi ll, g, ) < (€/2) V (I, , 9'): I.E A0, Pi	€ , 9, €


z 
Let x € °liin f g• di. Then there exists an A 1 € a such that 

lEA	 .	 S	 - 

z 
(6)04r 

11 f, x}—jg1 d <(e/4) for all iEA1. 

For each I E A 1 , one has f g, du 4= 0 (by the sign + in (6)), thus, there exists a b i € 
such that

z 
(7)0 == 

ll

f*gi . d# - R(g1 , 1, q,) <(€14) V (, q,):, !^ 9 € 3e, ç' €	 • 

We choose such a family ()€A, now (axiom of choice). Choose i € A0 n A1 (which is 
possible, since a is a filter). Choose 1, E X with T, :!^ E, tj,	, and	. Let 

€ X with	, and let 9, E i. By (1), one has R(/, E, 9') == 0, by (7), one has

R(g,, g, 9,) 4 0. Hence, one obtains (using (0.9)— (0.12)) from (5) the chain 

(8)0	llR(t,, ) - R(g1) E, )ll 9 IIR(t —g, E, q')ll	o B(Il/ - gill;, 9,) < (e/2) 

and therefore (observe the definition of the relation	in § 0) 
(9) 0 + IIR(1, 1, 9,) — R(g1, 1, )ll < (e/2) 

Combining (6), (7), and (9), one gets 0 4 ll{z} — R(1, g, 97)11 <€l 
2*
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• .P.roposition 32: 11 (a) or- (b), then H(f,h, a) holds, where the 8tatemente (a) and 
(b) are defined as follows:  

(a) Each X E 3E i8 finite. 
(b) The linear space E ü finite-dimensional. 
Proof: 1. Copy the proof of Proposition 31 beginning with "Assume (2)" and 

ending with the choice of i € A0 n A 1 . Choose € X with ty,	and 	Let 
€ X with	and 4p E PE. Continue as follows. 2a. Assume (a). In view of (2), 

there is an A2 € a such that, for all i € A2 and all u € F, IIf(u — g(u)	0, thus

J(i) +0 (use of Proposition 18 in'the Banach'space IR), therefore R(j, X, q)' +, 0 since 
is finite. 2b. Assume (b). Since R(g,, X, g,) + 0 (by (7)) and E is finite-dimensional, one 
has R( Ilgi II, T, q') + 0 (by the Dvoretzky-Rogers Theorem, Bee [22, p. 27]). On the other 
hand, (by (5)) one has R(IIf - gII, E, q)) == 0, thus R(f, , ç) + + 0 (by Theorem 14 in [13]). 
3. For the remainder of this proof, we assume "(a) or (b)".'By (7), one has R(g, , ç) 
+ 0. Hence, since R(f, , ç) + 0 (by Part 2a and 2b of this proof) one obtains from 
(5) the chain (8) in the proof of Proposition 31. Now, one copies the remainder of 
that proof word by word I 

Example 2: If E is in particular the Banach space IR, the statement H(f,h,o) holds. 

For each mapping g: F —^ E, we . put g = e' o g (for the, definition of the 
mapping e, see § 0/a)). One has e  g = g and, if f is singleton-valued, (e o /) = f. 

Definition 8 (see HruE and Piuuirs [17, p. 78]): We define a relation f . d1z by 

letting, for each g: F —+ E and each x € E, g( f . dii) x hold if there is a sequence (g,,),i 
of Q-step functions .g: F - E such that (a) — (d) hold: 

(a)fIIgIIdis+0 Vn€l,	(b)0€hmfIlg 	g.-11 . d 
uN " 

(c)g(u)=limg(i4 for pa.a:U€F	 lim  
nN	 tIEN 

The relation f. du (between EF and E) is an F-ary partial opration in E, which is 

called Bochner integral, and we write (j . dii) ,=J 
g du if g E Drnn (i d,) . Fur- 

thermore, JA . d1s denotes the 1-point completion ( . d1i) 
of

f . dii. 

Remark ' 12: In the proof of the fact that f. du is a mapping, one uses (b) twice. — From 

(b) follows that e(fg n 'dAu)- EN is a Cauchy sequence in E; therefore, if (b) holds, then 

urn fg,[d,A is non-empty.(But in Definition 8, we did not need this conclusion.) — Just for 
nEN 
convenience,' we used the (ii, Q)-integral' of Q-step functions in Definition 8. By Theorem 5, 
these integrals could be replaced by certain sums. So the definition of the Bochner integral does 
not depend in any way on the definition of (u, )-integral. — Using measure-theoretic argu. 
ments similar to those occuring in the proof of Proposition 14 in DINCULEANU's book [4, p. 130], 
Sätze 3 and 4 in HAUPT, AuNANN and PAUC'S book [16, pp. 96 and 100], furthermore Theorem 12, 
one obtains that, for eachg € EF and each sequence (9.) -EN in E'', the statement (b) in De-
finition 8 implies the statement (e) formulated next, provided that the measure u is complete. 

(e) There is a subsequence (g) of (ga) such that g(u) = lim g,,(n) holds for Au-almost all 
v€F.	 kEN 

Therefore, if 1A is complete, in Definition 8 the condition (c) is allowed to be cancelled.
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For the remainder of this section, let g: F --* E. 

Proposition 33: A88i,me the mea#ure u to be complete. If f' g'd1a 28 non-empty, 

then f !II du is non-empty. (For the terminology, see § 0/c).) 

Proof Assume the premise. Choose x € JA g' d1z Then f g dy. Therefore, there 
exists a sequence (gfl)EN as in Definition 8 satisfying (a)—(d) there: 'By (c), 1g(u)II 
= urn gn (u)II holds for /L-almost all u € F. The functions 11g,,11 are i-measurable, 
nEN  

thus (since 4a is a complete measure) so is also the function jLqjj (see HAUPr, Av'MNN 

and PAUC [16, p. 80]), therefore there is an rE IR st ' h that r	f iIgII'di (for the ter-
minology, see § 6, before Theorem 12). By (a) and (b) in Definition 8, there is an 
i ' IN' such that the sets 'A = f	d and B.=f{iId,iarè'kionempty: 

Thus, one has eA = f It — g l du, eB = f jg,, da and f gI d ;5eA + eB< + 00, 

therefore, by Theorem 12, f	d1.i is non-empty. I 

5,•*	

.	
*	B 

Theorem 13: A88ume the mea8lzre 4ato be complete. Then f" / d1u g f /du. 

Proof: Let be a' member of the left-hand' side. Then, (by Definition 8) f.'is 
B	 Q 

singleton-valued and x = f (e of) du' Proposition 33, one has f : II/II d1t j= 0, there-
fore R(IIfII, g, q') + 0, thus R(/, 1, q) +0 for J'*aImost all (, q) E V with X = Q. 
Choose a sequence h* = (9-)-,N as. in Definition 8 (with g = e o f); Then, by Propo-
sition 31, the statement H(/, h, YIN) holds, where h* denotes the sequence (g),,. 

S	 S 
Since (b) in Definition 8 and x E urn f g,,- du hold, we have therefore z € ft du U 

nEN 

Expressed in classical terms, Theorem 13 says that for complete measures the 
B	 . ..Q	'A 

Bochner integral f . d1z is a restriction of the F-ary partial operation I,, f . d,) 

§ 8 Iterated integrals	 . ... 

From now on, the symbol / is not anymore reserved .for-'a' mapping on F into (. ..............
5.. 

Since the domain of the mapping f . d1z is the whole set (F, our technique.of working 
in ( . instead of E turns out to be quite efficient in dealing with iterated integrals: 
If, namely, as we assume for the next, a non-empty measure spade (G,v) with a a-
finite measure v and a v-partition system SD of G are given beside '(F, a) and , the •	.:' 
iterated integral f  . dv djA is defined to be the F x G-ary operation in CY assigning 
to each / E (FxG the set 

f g du with g(u) '= f f(u, .)'dv for all u E F.
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Expressed in other terms, we have 

zv 
ff . fdv dl, =f(

VEG
.f . /(u,v)dvjdii	.	. ,.	. 

UEF  

for all  € JgF X G. For the following consideration, we fix some /: F x G -* (sand ie 
define for each q' € 03E and each o € QV a mapping h9,, by letting 

h,,,(, A) = ,' ,	X), WAX, Y)) pX vY 
•	....

 

XEI yex	 .	 .,	. 

for all (, 2) E S Sly. For abbreviation, we set 
-	aez	 .	....	

,..I 

Xz 

A =S	and a =' S (*(Yfl)	.	 •	. 
EZ	 .	 .. 

(for thenotation,	§ ,O/e)). We now consider the filtered family (h,, A, a) for each 
(g',') € 03E x). 
..'Essentially as a consequence of Theorem 11 .-in the present paper and-Theorem 7 
and Example 2 in [13], one obtains 

Theorem 14: The incl'zzeionff/ dvdji aiim h5,(, 2)hold8for all (q, , ) €	x D. 
(r.)EA 

Proof: Let (q',') € ON xSl3 . For abbreviation, we put /(q, X), V4, Y)) = 
X, tj, Y) .with E N I X € g,-.4 €13; Y € t We define the sets C1 —C4 by .	• 

Ci = Zlim 7'Dlim E/(,,X,.t),Y)vY\I; 
rEZ Xer'S	EJ	 !	• .	 . 

'C2 =YXlim	limf(,X,t3;Y)uXvY; ...	. .	, .,• 
reZ XE&	 • YEt	 .	'.	.	.	 . . 

Cj	ZJim *(Thnlim	2); .	 .'	. , . 

•C4 = alim. 2). 
(r.)EA 

By Theorem 11 and Proposition 25,wehave f f/dvd1u 01 ; by (0.6), (0.11), (0.4), 
(0.9), we have C1 c C2 ; by Theorem 7 in [13] together with Example 2 there and (0.4), 
we get C2 C3 ; by (2.4) in [10, p. 246], we obtain C3 C4 I 

Remark 13: Theorem 14 says, roughly speaking, that each iterated integral can be appro-
ximated "pointwise" (the "points" being the ordered pairs (q, so)) by "iterated Riemann sums'.' 
h,,,(, A) "belonging to" X, A, ç, and ip. Of course, this can be extended to n-fold iterated inte-
grals (n E LN, 3	n).	.	 . 

We are going to discuss Theorem 14 in the ase in which all X € X are finite. As an 
auxiliary theorem the following elementary considerations will be of . use (for the nota-
tion, see § Ole)). 

Lemma 3: Let 8, T, M be 8eL8, S con.nsting of finite non-empty 8e18. Let Slt, 8 be 
filters on 8, T, re8pectively. Let h: S (T') --> M and j: ,S x T -+ M be mappings such 
that (a) holds:	 SES 

(a) I/sE 8, 1€ T, 1€ T', then: 1(a) = LVa € 8='h(8,1) = 9(8, 1).
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Then the /ilterba8e j(91 ® ) is finer than the filterbase h (S (*B8) .	71., 
8ES 

Proof: het K'€'S (*589). Then, there exists a CE 1 and, for. each c EC, a rnap. 
8ES ping

x:c—). 588uchthat	 ... 

(1) S Px(a)cK.	 S	 S 

•	
CECCEC	.	 S	 • 

Since eah cE C 18'* finit and non-emjty, D(c) := fl x(a E 58. It follows that 
CC 

(2) S D(c)E5I®58.	
S 

• S CEC	 '	 ..!.	•	S 

We assert that j ( S (D(e)\	h(K). Indeed,'let'(s; t)E S'D(c).Definekby(a)'=t for 
•	 \ceC	F	 eEC 

all ei E 8. Then, by (a), h(8, A) = j(a, t). Since t ED(s), one has A E P x,(a). Therefore, 

by (1),(8, A) E K. Now, because of (2), the proof is complete i aes 

For'abbreviation,- we introduce, for each (q', p ) E QX x (2), a mappingj,, by letting, 
for each (,t3) E £ XJ,	 S 

•	'	j,,t)) =	'	'f(q,(I),(Y))vYuX..	.	•.	 .	.	S 

XEYEt)	 •	 '•	'•	 1• 

We. are going to compare, the filterbases f,,(YZ ® YS!J) and h4,,(a) in the set CL 
where. Y® cTSIJ:denotes the ordinal product of the filters Y3 .E and.c9) (see § Ole)). 
As an immediate consequence of Lemma' 3, one has the	 5	 .. 

Corollary: If each g E £ is finite, them, for all (
q', ) E 01 x J, the filterbase 

j,(Y ® 92)) is finer than the filterbase h,,(a). 

If eachg E £ is finite, the situatidn in Theorem '14'simplifies to< (a)in the following 
theorem, where, in (b), the symbol CT. x) <9) denotes the cardinal product of the 
filters 73E and YSJ.(see § Ole)) .	 S	 5 •'	

5	
5 

Theorem 15: Let each set E £ be finite. Then, the next statements (a) and (b) 
hold /or all .	E 0 X X VJ .	..	 S	 • 

zv	 S 

(a)ff1 dv du 9 YZ®J1im	tfl.  
()EZx?)	 S	 S 

(b) If YZ('x)T)ljm	t) is non-empty, then 
(.%)EZXJ	 . 

zv 
f f fdvdu	YX(*XkTJj /,,(, tj).	 S 

(g.EXxtJ 

Proof: (a) implies (b), since the filter <T ®9) is finer than the filter Y(* x )c9). 
The validity of (a) follows from Theorem 14 and the Corollary to Lemma 3. One ob-
tains a second proof of (a) by modifying the proof of Theorem 14 in the following way: 
Define C3 and C4, now, by  

0
73 = Yzlim rDlim	t) and 04 = '®'lim j, t). 

eZ	E?J	 (g.tflEZXtJ 
S 

By means of (0.5) and (0.4), one obtains C2	C3 ; by means of (2.4) in [10, p. 246] 

one gets C3 9 C4I 

By means of Part (b) of Theorem 15, one obtains the following theorem on the re-
versal of the order of integration.
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Theorem 16: Aesume that all X E I and all t) E lJ are finite 8e18 and that the 8ë18 

1.1/ dv du, ff/ d,i dv and Z(' X )YVlim j(, tj) are non-empty, the last mentioned 
()sZx?J 

851 /0? 8ome (92, v)EX(2 613. Then ff/dv du =ff/d/A dv. 

Proof: Copy the proof of Satz 13 in [12] with the following modification: Replace 
"a" by "Q". Refer to Theorem 15 instead of Satz 12 and justify the equation 

X), v'(tj, Y)) vY X 
YO Xe 

for all (ç,, ,) E 03E x Q) by the fact that ((i, + A ) is a commutative semigroup and 
the multiplication in IR is commutative I	 'I 

Remark 14: The authors do not know at the present time if one of the suppositions made 
in this theorem is redundant. Of , course, one gets . an equivalent statement if, for instance1 

0 	 ' • 

ff / dv d r 0 is not required but if the assertion of. the theorem is replaced by f ff /d,! d4u 

,.1 
f ft 4 dv. Theorem 16 can be considered as a substitute for a Fubini theorem. In view of. 

an example given by Bi.annor'i in [2, p.,376] at least without any restrictions made for (F, p), 
(G, v) or f, the Fubini theorem does not hold for the (,i x V, .Q(/& x v))-integral of /. 

If one reconsiders Theorem 16,' the question arises whether 'this theorem can be 
modified in such a way that also infinite t and irifiniteti are admitted 'there. In prepara-
tion of an answer we define th'e'set 83e and the filter 803E on 832 by s ='r S e and 

ZOE 
= S e° (for the notation, see § Ole)) and analogously 8613 and 8°13. By means'of EZ 
Theorem 11, (0.3), the statement (2.4) in [10, p. 2461 and (0.4), one obtains, for each 
mapping g F -+ , the validity of 

Proposition 34: The inclusion fgd1a	'Zlim. Z g(ç,X))zX 7okl8 fOr 
Z	 (EX)OX XEK 

all q'E Q.	' 
The analogue to Theorem 16 we were looking for is prepared by the following 
Theorem 17: For all (97, V) E C73E x) the 8tatemeni8 (a) and (b)'/ormulated'next 

hold with the abbreviation 

T(, K, 9,, 1;, v') = L' £ /(c'(, X), '(tj, Y)) 1uX vY. 
XEK YEL 

(a)ff1 dv du 9 811060l3lim	T(, K, 92, ' L, p). 

(b) 1/ 81(' 2< )8°Vlim	T(, K, 9,, , L, ,p) 18 non-empty, then 
((.K).(t).L))e8Zxa'i)	 ,	 .	. 

f f /dv d1z 9 a' c x )a'Vlim	T(, K, ç', p, L ).
((.Jo.(t).L))e8Xx4J 

Proof: We follow the prof of Theorem 14 down to the definition of (2 and define 
C3 — C8 now in the following way: 

C3 = Zlimlim	'1limlim Ef(, X ,ti, Y)1LXV'Y;. 
KEeL XEJC	tie7l L€e YEL 

'C4 =	 e'lim EX,t,, Y),uXvY; 
eX KEeN OEV XEK Lee YEL
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• :	C5 =	 . 

	

gez KEeX	4 EV	LEe% 

C6 =®'V1im	T(,K,,t),L;si,); 
((.K).(tL))eaZx.?J 

As in the proof of Theorem 14, one gets f f/dy d1i 9 C1 9 C2 . By (0.3), one obtains 
02 = 03 . By (0.4) and (0.5), C3 9 C4 ' C5 holds. By (2..4) in [lO,p. 246] and.(0.4), 
we get C5 C6 .7herefore, (a) holds. In order.to  prove'. (b) by means of (a), one uses 
that	(*x) 8	 0	 0 

NOW we obtain (with the abbreviation introduced in Theorem 17) the desired ana-
logue to Theorem . 16 as	 •	 :..'

- 
• Theorem 18: A8ennzethokthe 8e18 f f../.dvd1u, f f../d,dv and	. 

3'1( 0 x )8ilim	T(,.K, ç . tj, L,o)	 .. • 0 

	

(.R ).6J. L )EsZx8V	 .	 .•	0	 . 

0	
.' 

are non-empty, the last nentioned° set for 8ome (q'; p) E 03E x Qc) . Then f J / dv dii 
•0 • 

=ff/diidv.	. •,• 0	
0	 .0	

:. 

Proof:.Follow the proof of;Satz 15 in [12] word by word except.for the following 
modifications: Replace "a" by "a". Now,'the equation A,(, K, t, L) = B,,.,(t3, L, 
, K) (see [12, p. 85]) (properly interpreted here) ho1ds,because((;+ I¼ ) and (ER, .) 

are commutative semigroups. Refer to Theorem 17, now, instead of Satz 14 in [12] I 
Remark 15: Despite the "nicety" of Theorem 18, one should realize that the iterated sums 

T(, K, q,, t, L, v') are not iterated Riemann.sums; they are iterated "partial sums".(in a ter-
minology used .in the elementary analysis) of iterated Riemann sums: - Also it should be 
remarked critically that the finite sums occuring in Proposition 34 are not Riemann sums but 
"partial sums" of Riemann sumB;..	0	

0 

As an immediate consequence of Theorem 4 and Proposition 25, one obtains 

Theorem 19: If £' and D* are Li- and v-partition 81j8ten28 (re8pectively), then 

	

0	
Z' )' 	 Zf) 

and )'9 J implies f f /dv du 9 f  /d,u dv. 

Example 3: Let uF < + 00 and.vG < ±oo. If Z' is the set of all finiti-partitions of F 
and SD' the set of all finite v-partitions of 0 and 3e = Q(js), SJ = 12(v), then (by Theorem 19) (a) 
implies (b):  0	

JZ 
(a) ø+f f/ di, d,i=ff/dii dv;	(b) e+ff/dvdp.=ff/d,idv. 

Thus, using Theorem 16 for ' and SJ', one obtains (by means of Theorem 19) sufficient condi-
tions for the validity of (b). 
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1) On p 94, line 11, replace "C E In" by "C € In \ {B}". 
3) In Example 4 on p. 119 replace "Then sup1 is .. ." by "Then sup1 is neither an z-summation-
like nor a fl-summation-like I.ary partial operation on


