
Zeitschrlft fur Analysis 
ur,d ihre Anwendunqor 
Vol. 1O(1g91)3275-17 

Domains of Attraction of Generic u-Limit Sets for Strongly Monotone Semiflows 

P. TAKAC 

Asymptotic behavior of a strongly increasing semiftow 'Z' in a strongly ordered metrizable topological space 
X is investigated in terms of the w-limit set w(x) of a generic point z E X whose positive semiorbit 
0+ ( X) is assumed to be relatively compact. The domain of attraction of the w-limit set of a generic order 
w-stable point is determined. If X is an open and order-convex subset of a separable strongly ordered 
Banach space V, it is proved that "almost all" points x E X are order t'-stable, whereas the remaining 
w-unstable points are contained in the union of at most countably many Lipschitz manifolds of codimension 
one in V. If 41' admits a strongly positive, compact linearization about its equilibria, then w(x) is a single 
equilibrium for every order t&-stable point x E X. 
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0. Introduction 

The primary goal of this paper is to investigate the asymptotic behavior and the domain 
of attraction of a generic w-limit set for a continuous-time semifiow {'I' : t E R1} 
where 4, : X -i X, for every t > 0, is a strongly increasing continuous mapping in a 
strongly ordered, metrizable topological space X. For instance, X can be an open subset of 
a strongly ordered Bonach space V, i.e., V is a real Banach space with an order relation "s" 
whose positive cone V.. = {x E V: x 0) has nonempty interior Int(V+). We write x 
inViffy—xEInt(V), whereas z<yinV means z<y and zLy. Then T: X —.X 
is called strongly increasing if z <y in X C V implies Tx Ty. 

To describe the asymptotic behavior of our semiflow '' we study the w-limit set w(x) of 

a generic point x E X whose positive semiorbit (orbit, for short) O(x) = {1gx : t E R' I

is assumed to be relatively compact in X. Here t(x) is the set of all limit points in X of 


as i - co. Asymptotic behavior and domains of attraction of ,-limit sets are closely

connected through stability properties of x E X expressed in terms of the w-limit sets (y) 
for y E X near x, y	x, which we call w-stability. To state this stability classification we 
assume that	is w-compact in every simply ordered, compact arc J C X, i.e., O+(x) is 
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relatively compact for every x € J, and also U ,(x) is relatively compact in X. Given any

tEJ 

z E X, we first define the lower and upper e..'-limit .,e13 ofx, respectively, by


	

w_(x) = fl Cl U w(z)	and	w+ (r) = fl Cl U w(z); 
vEX	.EX	 ,EX	EX 
,.	p^<	 v>.	,^.> 

their properties are described in Proposition 3.4 through Corollary 3.7. Here "Cl" denotes 
the closure in X. 

A point z E X is called lower w -stable (symbolically x E S_) if = (x); otherwis 
x is lower e-unstable (x € U_). A point x E S_ is called lower asymptotically -stabli 
(x € A_) if w(y) = w(x) for some y E X, y < x. The upper w-stability classificatior 

	

of x € X is defined analogously with	(z) in place of w_(x). We set S = S_ fl S.f. 
S112 =S_ US,U=U_UU..,U2 =U_flt4, A= A_ nA+ and A312 =A_ UA+. 

Our most important result describing the asymptotic behavior of 4', Theorem 5.1 sup-
plemented by Proposition 4.4 and Corollary 4.5, shows that "almost all" points x € X are 
order ,-,table, i.e., x E 5, and either t(x) C S112 is a single equilibrium, or else w(z) C U 
is a set of equilibria with z € A112 . We denote by I = {x € X : t t x = x for all I E R +' I the 
set of all equilibria. The main part of this result, namely (z) C I for "almost all" x E X 
was proved already by Hirsch [20, Thin. 7.5 and 7.8] and later in a more general spaci 
setting by Smith & Thieme [41, Thin. 3.3]. For a very common class of semifiows associ 
ated with autonomous evolution equations, e.g., irreducible cooperative systems of ordinary 
differential equations or semilinear parabolic partial differential equations, it was shown by 
PoInik [32, Thin. 1) and Smith & Thieme [42, Prop. 2.51 that w(x) is a single equilibriurr 
for every x € 5, cf. also our Theorem 5.2. Our approach has an interesting addition tc 
their results, namely, description of U_ and U as the unions of at most countably many 
Lipschitz manifolds, thus showing that Smale's example [37) is, in fact, rather general. Oui 
study of ed-unstable points was inspired by Hirsch [21, Thm. 1.1 and Prop. 2.6]. Further. 
more, U_ c 8+A and U c 0_A, where 0_ and 0+ denote the lower and upper boundaries. 
resp., cf. Section 4. In particular, a strongly increasing continuous-time dynamical systen 
(X, 4') cannot be "very chaotic"; all "chaos" must occur inside U 2 , the set of all -biunstable 
points. To state this and other results precisely we will assume, for simplicity, that V i 
a separable strongly ordered Banach space and X is a nonempty, open and order-conve ll

 subset ofV. (X is called order-convex inViff a, b€ X,x € V and  < x < b imply x € X. 
We also assume that the semifiow 4': R. x X -+ X is strongly increasing and w-compacl 
in every simply ordered, compact arc J C X. Finally, we denote by V the set V with the 
order-topology generated by all open order interval., [[a, b]] = {z € V a < x << b} in V 
The order-topology is obtained from any ordered norm on V: Fix any e € Int(V) and define 

[rj=inf{A€R: —.\e<x<.\e} for x€ V. 

Theorem 0.1. Given any x € X, precisely one of the following three alternative.. 
occurs:
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(1)x€S112 and .(x)={p}cEflS112 in which case 4',x -sp as t - 00. 
(2) x E .4112 andw(x) C (flU2 in which case there exist p, q € E such thatw(z) C [[p, q]] 

and w(y) = p and w(z) = q whenever p < y < w < z <q for some w € w(x). If, in addition, 
V = V and 4' admit, a "strongly positive, compact linearization" about its equilibria (cf. 
Theorem 5.2), then w(x) is a single -biunstable equilibrium. 

(3) x € 112 and (x) C U2 in which case there exist p 4Z q as in Alt. (2) above. 
Finally, the sets U2 C U = U_ U U are "very small": Each U_ and U is the union 

of at most countably many Lipschitz manifolds of codimension one in V = (V, I I) . In 
particular, p(U) = 0 for every Gaussian measure p on V. 

This theorem is a combination of Theorems 5.1 and 5.2 with Propositions 4.4 and 5.3 
and Corollary 4.5. A number of closely related results showing convergence to an equilibrium 
for the trajectory of every point in X can be found in Alikakos & Hess [2], Alikakos, Hess & 
Matano [3], Aronsson & MeUa.nder [8], Henry [13], Hess [14], Hirsch [18-20, 23], Lajmanovich 
& Yorke [27], Selgrade [36], Smith [39, 40], Smith & Thieme [41, 421 and Taká [43-45]. Most 
of them assume at least one of the following three additional hypotheses: (i) £ C S, cf. [43, 
45], or even X = 8, cf. 12, 3, 13, 14, 18]; (ii) (contains no triplet p < q < r, cf. [41, 451, 
or even I is a singleton, cf. [13, 20, 231; and (iii) X C V is star-shaped from the origin 
and 4D t is sublinear for each t € R, cf. [8, 19, 27, 36, 39, 44]. An interesting replacement 
of (i) (or X = 8) was found by Hirsch [23, Sec. 2] who requires V = R3 and 4', does not 
increase volume for each t E R (rather than distance to achieve X = 8, cf. [2, 18]). It is 
often not too difficult to verify an w-stability hypothesis imposed on an equilibrium or even 
a generic point x € X. For instance, when dealing with an autonomous evolution equation 
which admits a linearization, one can apply the Principle of linearized stability, cf. Henry 
[13, Chap. 51. 

A novelty in this article is an interesting description of the domain of attraction of the 
w-limit set w(x) of a generic point x € 8112. Given 0 34 W C X, the set D(W) = {x € X: 

(x) C W) is called the domain of attraction of W. It follows from our Theorems 5.1 and 
5.2 that, for any fixed x € 8112, w(x) can have only one of the following three forms, cf. 
Theorem 4.8, provided also x 0 8_U fl 8U: 

Theorem 0.2. We have x) C K where the set K C X is defined by one of the 
following three alternative,: 

(i) K = {p}, for some p € In .41/2; 
(ii) K = P, where pe is a maximal subset of I with the following property: P is 

the image of a strictly increasing continuous path P : I -s X defined in a nondegenerate 
interval  C RI; 

(iii) K = c.,(xo), for some x0 E A1/2 such that w(x0 ) C En (112 U 8_14 U 8+U). 

The domain of attraction of K from Theorem 0.2 has the following "shape":
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relatively compact for every x E J, and alsoU w(x) is relatively compact in X. Given any

zEJ 

x E X, we first define the lower and upper w-limit jet,, of x, respectively, by 

w_(x) = fl Cl U	(z)	and	w(x) = fl Cl U c.(z); p EX	.EX	 ,EX	.EX 
,<.	,4.<.  

their properties are described in Proposition 3.4 through Corollary 3.7. Here "Cl" denotes 
the closure in X. 

A point x E X is called lower u-stable (symbolically x E S_) if w_(x) = ,(x); otherwise 
x is lower w-unstable (x E U_). A point x E S_ is called lower asymptotically w-stable 
(x € A_) if w(y) = w(x) for some y € X, y < x. The upper -stability classification 
of x E X is defined analogously with w+(x) in place of (z). We set $ = S_ fl S.,., 
81 12 =S_ US+,U =U_UU.1.,U2 =U_ fl U.,., A=A_nA and A112 =A_u.4. 

Our most important result describing the asymptotic behavior of 4P, Theorem 5.1 sup-
plemented by Proposition 4.4 and Corollary 4.5, shows that "almost all" points x E X are 
order w-stable, i.e., x € 8, and either (x) C S112 is a single equilibrium, or else (x) C U2 
is a set of equilibria with x E A 112 . We denote by E = { x E X: 4D,x = x for all t E R',.} the 
set of all equilibria. The main part of this result, namely w(x) C E for "almost all" x E X, 
was proved already by Hirsch [20, Thm. 7.5 and 7.8] and later in a more general space 
setting by Smith & Thieme [41, Thin. 3.3]. For a very common class of semiflows associ-
ated with autonomous evolution equations, e.g., irreducible cooperative systems of ordinary 
differential equations or semilinear parabolic partial differential equations, it was shown by 
Poláëik [32, Thin. 1] and Smith & Theme [42, Prop. 2.5] that (x) is a single equilibrium 
for every x E 8, cf. also our Theorem 5.2. Our approach has an interesting addition to 
their results, namely, description of U_ and U+ as the unions of at most countably many 
Lipschitz manifolds, thus showing that Smale's example [37] is, in fact, rather general. Our 
study of w-unstable points was inspired by Hirsch [21, Thin. 1.1 and Prop. 2.6]. Further-
more, U_ C 0+A'and U.,. C 0_A, where 0_ and 0+ denote the lower and upper boundaries, 
resp., cf. Section 4. In particular, a strongly increasing continuous-time dynamical system 
(X, ,(P) cannot be "very chaotic"; all "chaos" must occur inside U2 , the set of all w-biunstable 
points. To state this and other results precisely we will assume, for simplicity, that V is 
a separable strongly ordered Banach space and X is a nonempty, open and order-convex 
subset of V. (X is called order-convex in V if a, b  X, x E V and a x < b imply x 6 X.) 
We also assume that the semiflow 4: R1 x X -' X is strongly increasing and w-compact 
in every simply ordered, compact arc J C X. Finally, we denote by V the set V with the 
order-topology generated by all open order intervals [[a, b]] = { x E V : a 'Z x b} in V. 
The order-topology is obtained from any ordered norm on V: Fix any e E Int(V+) and define 

I x Ie =inf{ A E R: —Ae<x<.\c} for xEV. 

Theorem 0.1. Given any x € X, precisely one of the following three alternatives 
occurs:
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This is the Continuity principle in Proposition 3.10. Our proofs of Propositions 0.5 and 
0.6 and many other results employ Hirsch's Limit set dichotomy [20, Thm. 0.8): 

Proposition 0.7. Let a, b E X, a < b. Then either (a) w(a) . w(b), or the (b) 
w(a) = 

This article is organized as follows. In Section 1 we prove the existence and smoothness 
of invariant d-hypersurfaces. In Section 2 we prove the existence of an invariant order 
resolution of X. Most of the results from Sec. 1 and 2 were already published in Takiie 143, 
45]. In Section 3 we study the continuity properties of the set-valued mapping w : X -i X. 
In Section 4 we investigate the domain of attraction of a generic w-limit set, cf. Theorem 
4.8. Finally, in Section 5 we prove several deeper results about the asymptotic behavior of 
continuous-time semiflows. Our main contribution here is a new description of 1(2, the set 
of all w-biunstable points. Analogous results for discrete-time sernigroups {T" : n E Z+) 
are proved in Taká [45]. 

Numerous applications of our results to autonomous evolution equations are well-known; 
e.g., irreducible cooperative systems of ordinary differential equations, semilinear parabolic 
partial differential equations, and some functional differential equations with delay. The 
reader is referred to Henry [13], Hirsch [19, Chap. III, Sec. 6] and [20, §3-5], Smith [40] 
and Smith & Thieme [42]. Therefore we present only two examples, 2.4 and 2.5. Many 
examples from population and cell biology, ecology and epidemiology can be found in Fife 
[11], Friedman [12], Hethcote & Yorke [15], Othmer [29] and Seigrade [36]. 

1. Invariant d-hypersurfaces 

In Tak.ë [43, 45] the author studied the existence and some smoothness properties of the 
so-called d-hypersurface3 (cf. Definition 1.1 below) which are invariant under a given discrete-
time seniigroup {T" : n E Z+} of nonlinear mappings acting on a strongly ordered space X. 
This study was inspired by a result of Hirsch [21, Prop. 2.6] for X C R h', the N-dimensional 
Euclidean space. In this section we will obtain the existence of d-hypersurfaces which are 
invariant under a given continuous-time semiflow 4) : t E R. } acting on X. We 
start with some notation and a few definitions. We set Z+ = {0, 1,2,• . } and R1 = [0, co). 
Throughout the entire paper we assume the following four hypotheses (X), (V), (T) and 
((D):

(X): X is an ordered, metrizable topological space, i.e., X is a metrizable topological 
space with a closed (partial) order relation "<" in X x X (shortly, X is an ordered space). 
We write z y if (x, y) belongs to the interior of the order relation in X x X, while z < y 
means x y, x j4 y.
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Theorem 0.3. (i) Both V(K) and Jnt(D(K)) are order-convex and nonempty. 
(ii) There exist two invariant (under ) Lipschitz hypersurfoces H 1 and H2 in V with 

H1 below 112 (i.e., x E H1 and y E H2 never satisfy x > y), both unordered and such that 
,9—V(K) C H1 , O+V(K) C H2 and Fr(V(K)) C H1 fl H2 (where "Fr" denotes the frame in 
Section 4). 

(iii) The hypersurfaces H 1 and H2 from (ii) can be chosen such that also Int(D(K)) 
is the union of some components of the set W C X \ (H1 U H2 ) squeezed between H1 and 
H2 (i.e., for all z, y E X, we have y V W whenever either y x € H1 or y ^! x E H2, 
whereas [[x, y]] C W whenever x € H1 and  € H2 ). If KflS112 36 0 then J.nt(V(K)) is also 
connected. 

This theorem is a consequence of our Theorem 4.8. The Lipschitz hypersurfaces occur-
ring here are the so-called d-hypersorfaces studied in Prop. 1.3. In general, we define them 
to be the boundary H = An B of an order decomposition (A, B) of X, cf. Definition 1.1, 
which is called invariant if 4'(A) C A and 4'(B) C B, for all i E R. The existence of 
invariant d-hypersurfaces is rather abundant, cf. Prop. 1.2: Every nonempty, unordered, 
invariant set G C X is contained in some invariant d-hypersurface H C X. 

Even a far more powerful result is valid: 

Theorem 0.4. Let A be any (possibly empty) simply ordered system of invariant order 
decompositions of X, i.e., (A l , BI ), (A2 , B2 ) € A A1 C A2 or A2 C A 1 . Then A is 
contained in another such system r satisfying also the following maximality condition: If 
x € X has unordered orbit, then O(x)C H = A n B for some (A, B) Cr. 

This is our Theorem 2.2; the system r is called an invariant order resolution of X. 
We refer to Hirsch [21, Thin. 1.11 for a related result stated for a competitive system of 
autonomous ordinary differential equations; a time reversal yields a cooperative system. 
This theorem and the following two propositions are, in fact, our key tools: 

Proposition 0.5. Let x € U_, i.e., w..(x) 96 w(x). Then w— (x) is a single equilibrium 
in .A+, and there exists a € X, a < x, such that w(y) = .i_(x) for all y € X, a < y < x. 
Analogously for z E U. 

This is the Discontinuity principle stated as Proposition 3.6. 

Proposition 0.6. Let J C X be a simply ordered, compact arc with endpoints a < b 
satisfying w(a) 54 w(b). Assume a E S, b E S_ and J° = J \ la, b) C S. Then ti(x) is 
a single equilibrium in S112 for every x € J, and U w(x) = F for some simply ordered, 

xE J 
compact arc F C E.
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This is the Continuity principle in Proposition 3.10. Our proofs of Propositions 0.5 and 
0.6 and many other results employ Hirsch's Limit set dichotomy [20, Thm. 0.81: 

Proposition 0.7. Let a, b € X, a < b. Then either (a) w(a) << w(b), or the (b) 
w(a) = w(b). 

This article is organized as follows. In Section 1 we prove the existence and smoothness 
of invariant d-hypersurfaces. In Section 2 we prove the existence of an invariant order 
resolution of X. Most of the results from Sec. 1 and 2 were already published in Taká [43, 
45]. In Section 3 we study the continuity properties of the set-valued mapping W : X -+ X. 
In Section 4 we investigate the domain of attraction of a generic u-limit set, cf. Theorem 
4.8. Finally, in Section 5 we prove several deeper results about the asymptotic behavior of 
continuous-time semifiows. Our main contribution here is a new description of U2 , the set 
of all -biunstable points. Analogous results for discrete-time semigroups {T" : n E Z.. } 
are proved in Taká [45]. 

Numerous applications of our results to autonomous evolution equations are well-known; 
e.g., irreducible cooperative systems of ordinary differential equations, semilinear parabolic 
partial differential equations, and some functional differential equations with delay. The 
reader is referred to Henry [13], Hirsch [19, Chap. III, Sec. 61 and [20, §3-51, Smith [40] 
and Smith & Thieme [42]. Therefore we present only two examples, 2.4 and 2.5. Many 
examples from population and cell biology, ecology and epidemiology can be found in Fife 
[11], Friedman [12], Hethcote & Yorke [15], Othmer [29] and Selgrade [36]. 

1. Invariant d-hypersurfaces 

In Takáë [43, 451 the author studied the existence and some smoothness properties of the 
so-called d-hypersurfaces (cf. Definition 1.1 below) which are invariant under a given discrete-
time semigroup {T" : n E Z+} of nonlinear mappings acting on a strongly ordered space X. 
This study was inspired by a result of Hirsch [21, Prop. 2.6] for X C R", the N-dimensional 
Euclidean space. In this section we will obtain the existence of d-hypersurfaces which are 
invariant under a given continuous-time semifiow 1' {(I : t € R') acting on X. We 
start with some notation and a few definitions. We set Z = {0, 1,2,...) and R. = [0, co). 
Throughout the entire paper we assume the following four hypotheses (X), (V), (T) and 

(X): X is an ordered, metrizable topological space, i.e., X is a metrizable topological 
space with a closed (partial) order relation "<" in X x X (shortly, X is an ordered space). 
We write z <<y if (x, y) belongs to the interior of the order relation in X x X, while r < y 
means x y, x 0 Y.
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(V): V is a strongly ordered, metrizable topological vector space (shortly, strongly 
ordered vector space), which is equivalent to saying that the positive cone V+ = {x E V 
x > 0) of V has nonempty interior denoted by Int(V). (In some of our results we will 
assume that X is a nonempty subset of V with closure Cl(X).) 

(T): T is a continuous, strongly increasing mapping of X into itself, i.e., z, y E X and 
x < y implies Tx <<Ty. 

(4'): 4' is a strongly increasing semifiow in X, i.e., a mapping 4': R,. x X -. X which 
satisfies: 

Continuity: 4' is continuous in R. x X. 
Determinism: Z'(0, x) = x and 4'(s + t, x) = $(t,4'(s,z)) for all x E X and s, t E R1.. 
Strong monotonicity: 4'(t, .): X - X is strongly increasing for every i > 0. 

(In most of our results we will assume that T = 4',. 4'(r, .) for some fixed r > 0.) We 
write 4'	4'(t, .): X —sX fort E R, and identify 4' {4'j: t E R.}. 

An ordered space X is called strongly ordered if every open subset U of X satisfies: 
(SQl) If  E  then a x z bfor some a, b  U. 
It is easy to see that, for every open subset U of X, (SQl) implies: 
(502) If a, b  U and a 4Zb then a < x bfor some x EU. 

E.g., every nonempty, open subset of V is a strongly ordered space. 
The positive aemiorbit (shortly, orbit) of any x E X is defined by O(x) = {4'x : t E 

R' I, and the w-limit set of x is defined by w(x) = { y E X : 4'x - y (n -i oo) for 
some sequence i,, -i oo in R.). A subset Y of X is called positively invariant (shortly, 
invariant) if 4'(Y) C Y for each i E R' , and totally invariant if 4'(Y) = Y for each I E R. 
For instance, every O+(x) is invariant, and every (x) with O(x) relatively compact is 
totally invariant. Moreover, 0(x) is connected, and if it is also relatively compact in X 
then also w(x) is connected, compact and nonempty. 

Analogous concepts are defined for the discrete-time semigroup {T" : n E Z+): The 
orbit of x E X is defined by O(x) = {T"x: n E Z+}, and the u-limit set of x is defined by 
'T(x ) = {y E X: T"x -' y (k -' oo) for some sequence nk -4 oo in Z+). Notice that 

if O(x) is relatively compact in X, then WT(x) . A subset Y of X is called T-invariant 
if T(Y) C Y, and totally T-invariant if T(Y) = Y. For instance, every O(x) is T-invariant, 
and every WT(x) with O(x) relatively compact is totally T-invariant. 

If T = 4', for a fixed r > 0, the continuous-time and discrete-time orbits of x E X are 
obviously related by

O(x) = Uo<t<r4'i(04(x)). 

If, in addition, KT = Cl(O(x)) is compact in X, then so is K = Cl(O(x)), by K C 
r] x KT), and we have also

(x) = Uo<j<,.4'(wr(x)).
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Given a, b € X, the set [a, b) = { z € X : a z b} is called a closed order interval, 
and [[a, b]] = {x E X : a << z << b} is called an open order interval in X. We write 
[a,00]] = {x € X : x a}, and similarly for [[—oo,b] etc. A subset Y of X is called: 
order-convex in X if [a, b] C V whenever a, b E V and a < b; lower closed if [[—oo,b] C V 
whenever b € Y; and upper closed if [a, oo]] C Y whenever a € Y. 

We denote closed order intervals in V by [a,bJv = {x E V: a < x < b}, and similarly, 
all other concepts in V will be marked by the subscript V in case confusion might arise. 

Now we are ready to introduce our crucial concept: 

Definition 1.1. A pair (A, B) of subsets A,B of X is called an order decomposition of 
X if it has the following five properties: 
(i) AO and BO; 

(ii) A and B are closed; 
(iii) A is lower closed and B is upper closed, 
(iv) AUBX; and 
(v) J.nt(A fl B) = 0. 

An order decomposition (A, B) of X is called invariant if g(A) C A and (B) C B, 
for each t € R. Analogously, (A, B) is called T-invariant if T(A) C A and T(B) C B. 

The set H = A fl B (possibly empty) is called the boundary of the order decomposition 
(A, B) of X. A d-hypersurfoce is any nonempty subset H of X such that H = A fl B for 
some order decomposition (A, B) of X.	 I 

Notice that the boundary H of an order decomposition (A, 8) of X satisfies H OA = 
OB, where "0" is the boundary symbol in X, and H is invariant whenever (A, B) is invariant. 
It is also easy to see that a d-hypersurface H never contains two strongly ordered points x, 
y (with r y). Consequently, if H is invariant then it must be unordered, i.e., no pair of 
points x, y € H satisfies x <y. 

If X is a strongly ordered space it turns out to be very-useful to work with the order 
topology on X whose neighborhood base is generated. by all open order intervals [[a, b]j with 
a <<b. If V C X, we denote by 1> the set V endowed with the induced order topology. 
A subset V of X is called order-open (order-closed, resp.) if it is open (closed, resp.) in 
..t. Notice that the identity mapping : X —+ is continuous, but in general not 
homeomorphic. It is proved in Hirsch [20] that if f: X 1 —. X2 is a continuous, increasing 
mapping between two strongly ordered spaces (i.e., x <x, y implies f(x) x2 f(y)), then 
f is continuous also in the order topologies, that is, the induced map J: X1 ' X2 is 
continuous. It is easy to see that the order topology on V is induced by any ordered norm 

Pc on V defined by
JxL =inf{)i€R : —)le<x<)ie} 

for some e € Int(V+). 

19	Analysis. Bd. 10. l-leI'I 3 (1991)
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Our first result guarantees the existence of invariant d-hypersurfaces, and our second 
result describes them as Lipschitz hypersurfaces: 

Proposition 1.2. Let X and 4 satisfy (X) and (), and let X be strongly ordered. 
Assume that G is a nonempty, unordered, invariant subset of X. Then there exists an 
invariant order decomposition (A, B) of X such that C C H = An B. In particular, we can 
define (A, B) in either of the following two ways: 
(a) A = Cl(A°) and B = X \ A° where A° 

def {x € X 4'x < y for some t E R and 
Y  C]; 

(b) A=X\B° and B=Cl(B0) where Bed4I{xEX:	xy for -some tEF. and 
Y € C). 
For instance, we may take C = (x) for any relatively compact O+(x), cf. Proposition 

3.2 below. 

We recall that an everywhere defined linear mapping L : V1 —. V2 between two 
ordered vector spaces is called positive (strongly positive, resp.) if x < y in Vj implies 
Lx Ly (Lx <Ly, reap.) in V2 . We set 1= identity mapping on V, and R' = ( — csz,00). 

Proposition 1.3. Let X be a nonempty open subset of V, and let (A, B) be an order 
decomposition of X with the boundary H = AnB. Fix any vector  € Int(V), and denote by 
R = lin{v) the linear subspace of V spanned by v. Let Q be a positive continuous projection 
of V onto R, which always exists, and set P = I - Q with W = P(V), the range of P, so 
that V = W ED R is the direct algebraic and topological sum of W and R. Then we have the 
following statements: 

(i) The restriction PIH of P to H is one-to-one, and both P1. and its inverse ir = 
(IH)-' : P(H) -, H are Lipschitz continuous in the ordered norm I with a common 
Lipschitz constant 2. 

(ii) "IH is a homeomorphism of H onto P(H) in the topologies induced by that on V. 
(iii) Furthermore, set 

HEBR={x€V: x = x0+rv for some xo EH andrER'}, 

where x0 and r are uniquely determined by Px = Px 0 , and define a mapping h: HeR -p 
V by

h(x) = Px0 + ru, x = xo + rv € H 

and similarly for P,(H) ED R. Then also h and its inverse h 1 : P(H) R —. H ED R are 
Lipsch

i
tz continuous in the ordered norm L, with a common Lipschitz constant 7, and h 

is a homeomorphism of H R onto P(H) R in the topologies induced by that on V.
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(iv) If, in addition, X is order-open in V (i.e., open in V), then P(H) is order-open 
in W, and P(H) G R is order-open in V. 

Only Part (i) of Proposition 1.3 will be needed later on. Notice that Proposition 1.2 
supplemented by Proposition 1.3 bears resemblance to a version of the Hahn-Banach theo-
rem, cf. Schaefer 1 35 , Sec. V.5.4, Cor. 2], which guarantees the existence of the projection 
Q in Proposition 1.3. The first version of Part (i) was proved by Hirsch [21, Prop. 2.6] for 
the case dim(V) <oo, the dimension of V. We refer to Tak [43, Prop. 1.2] or [45, Prop. 
1.3] for a proof of Proposition 1.3. Our proof of Proposition 1.2 is based on the following 
two lemmas from Taká [43, 451: 

Lemma 1.4. Let X be a strongly ordered apace. If F C X is lower closed (upper 
closed, rcsp.), then so are its interior Int(F) and closure CI(F), while its complement X \ F 
is upper closed (lower closed, reap.). The union and interjection of any family of lower 
(upper) closed sets are lower (upper) closed. 

PROOF. Let F c X. It is clear that F is lower dosed if and only if X \ F is upper 
closed. Now assume that F is lower closed. Consider any x E Int(F). Then also y E Int(F) 
for some y > z because X is strongly ordered. Consequently, we have [[—oo, y] C F since F 
is lower closed. Hence, [[-00, x] c Int[[—oo, y] c Int(F) shows that Int(F) is lower closed. 
Analogously, Int(X \ F) is upper closed which in turn implies that Cl(F) = X \ Int(X \ F) 
is lower closed. The remaining claims are trivial.	 i 

Lemma 1.5. Let X be a strongly ordered apace. Assume that (A', B') is a pair of 
subsets of X satisfying properties (i), (iii), (iv) and (v) of Definition 1.1. Set A = Cl(A') 
and B = Cl(B'). Then (A, B) is an order decomposition of X. Furthermore, if both A' and 
B' are T-invariant, then so is (A, B), for any mapping Tiatisfijing (T). 

PROOF. Properties (i), (ii) and (iv) are obvious while (iii) follows from Lemma 1.4. It 
remains to show property (v), i.e., Int(A i B) = 0. Suppose b E Int(A fl B) 54 0. Then 
also z <6 < to for some z, w E Int(A fl B), since X is strongly ordered, and consequently 
z' <6 < w' for some z' E B' and w' E A'. Hence b E [[z', w']] C A' fl B' since A' is lower 
closed and B' is upper closed. But then b e Int(A' fl B') contradicts (v) for (A', B').	U 

PROOF of Proposition 1.2. We prove only (a), the proof of (b) being analogous. So 
let (A, B) be defined by (a). Clearly, A° is open since each 4, (t E R) is continuous, and 
A° is lower closed since each 41 is increasing. Lemma 1.4 shows that A = Cl(A°) is lower 
closed, whereas B = X\A° is upper closed. Hence, the pair (A*, B) satisfies properties (i), 
19*
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(iii), (iv) and (v) in Definition 1.1. We apply Lemma 1.5 to conclude that (A, B) is an order, 
decomposition of X. 

Furthermore, making use of the fact that each I (t E R) preserves the strong ordering

we arrive at 'Ig(A°) C A° and (B) c B. Hence, (A, B) is invariant by Lemma 1.5. 


Finally, since G is invariant and contains no pair of strongly ordered points z <<y, we

have A° fl G = 0. On the other hand, X is strongly ordered implies G c Cl( U [[—oo,y]j), 

yE G 
and in particular C C Cl(A°). Consequently C C Cl(A°) \ A° = OA° = An B as desired. 
This finishes our proof of Prop. 1.2. 

2. Invariant order resolutions 

In this section we will obtain a considerably more powerful result than Prop. 1.2, namely, 
the existence of an invariant order resolution of X, cf. Theorem 2.2. This result will turn 
out to be very useful for our investigation of the domain of attraction of a generic w-limit 
set (in Section 4). 

Definition 2.1. A system r of invariant order decompositions of X (cf. Definition 1.1) 
is called an invariant order resolution of X if it satisfies the following two conditions: 

Simple ordering: If (A,, BI ), (A2 , B2 ) Er then either A 1 CA2 or A2 CA1. 
Maximality: If  E X and O(z)is unordered, then x E H = AflB for some (A,B) Er. 

Notice that z E X and 0+ (x) is relatively compact implies w(x) C H = An B for some 
(A, B) E r, by Proposition 3.2. In particular, if x it H for every (A, B) E r, then w(x) is a 
single equilibrium p E X, i.e., p = p, t ER?. 

The main result in this section is the following analogue of a theorem due to Hirsch [21, 
Thin. 1.11 for irreducible competitive systems of autonomous ordinary differential equations: 

Theorem 2.2. (Invariant order resolution.) Let X and 'I' satisfy (X) and (), and 
let X be strongly ordered. 'Assume that A is a (possibly empty) system of invariant order 
decompositions of X satisfying the simple ordering condition from Definition 2.1. Then there 
exists an invariant order resolution r of X such that A C r. 

We introduce the following ordering "ç" of invariant order decompositions of X: We 
write (A,, BI ) C (A2 , B2) if and only if A 1 C A2 B2 C B1 ). Observe that, if X 
is an open order interval in a strongly ordered topological vector space V, then we have 
(A 1 ,B 1 ) 9 (A2 , B2) if and only if H 1 H2 , where H, = A,flB, for i = 1, 2. Here H1 -< H2
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means the following: If x € H1 then x <y for some y E H2 , and if y E H2 then x y for 
some x E H1. 

Our proof of Theorem 2.2 hinges on the following technical lemma from Takáë [45]. 

Lemma 2.3. Let X and 4' satisfy (X) and (4)), and let X be strongly ordered. Let 
(A 1 ,B1 ) and ( A2 ,B2 ) be invariant order decompositions of X with (A 1 ,Bj ) ç (A2,B2). 
Assume that G is a nonempty, unordered, invariant subset of Y = Int(A2 ) fl Int(Bj ). Then 
there exists a third invariant order decomposition (A, B) of X such that G C H = A fl B 
and

(A1, B1 ) ç (A, B) ç (A2 , B2)- 

A similar statement holds if A 1 = 0 or B2 = 0. 

PROOF. Since X is strongly ordered, A2 lower closed and B1 upper closed, we conclude 
that Y is an open, order convex subset of X. In particular, Y is a strongly ordered space. 
Observe that Y is invariant, because both Int(A2 ) and Int(Bj) are invariant by the strong 
monotonicity of each 4), t € R'j. \ {O}. By Proposition 1.2 there exists an invariant order 
decomposition (A3 , B3) of I such that G C H3 = A3 fl B3 . We define A' = A 1 U A3 and 
B' = B2 uB3 and also A= C1(A') and B = Cl(B')inX. Clearly A 1 CA CA2 and 
B2 C B C B1 . We claim that (A, B) is an invariant order decomposition of X. 

First we have: 
(i) A' j4 0 and B' 0. (Trivial.) 
(ii) A and B are closed. (Trivial.) 
(iii) A' is lower closed and B' is upper closed. Proof: Take any x E A'. If x E A 1 then 

[[—oo,z] CA 1 CA'. If  € A3 \A1 then [[—oo,z] CA 1 U([[—oo,x]flY) CA 1 UA3 since Y 
is order-convex in X and A3 is lower closed in Y. Thus, A' is lower closed, and analogously 
B' is upper closed. 

(iv)A'UB' =X. Proof We have A'UB' =(A1UB2)U(A3uB3)=(X\Y)uY=X. 
(v) Int(A' fl B') = 0. Proof. Set H = Ai fl B i for i = 1, 2,3. Then 

A'nB'=(A 1 uA3 )rl(B2 uB3 )=(A3 flB2 )U(A3 nB3 )C (HI nH2)tjH3 

since A 1 U B = X \ Y and A3 U B3 = Y. Now suppose Int(A' fl B') 54 0. Since H1 fl H2 is 
closed with Int(Hj fl H2 ) = 0, we conclude that Z = lnt(A' fl B') \ (H1 fl H2 ) is open and 
nonempty. But also Z C H3 which contradicts Int(H3 ) = 0. So (v) is valid. 

It follows from Lemma 1.5 that (A, B) is an order decomposition of X which is invariant 
because both A' and B' are invariant as unions of invariant sets. This concludes the proof. 

PROOF of Theorem 2.2. Let 9 denote the collection of all systems r of invariant 
order decompositions of X satisfying the simple ordering condition form Definition 2.1 and
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A c r. We order g by inclusion "C". Clearly G 96 0 by A 6 g, even if A = 0. Furthermore, 
every simply ordered nonempty subset ' of 9 has an upper bound in Q, namely, the system 

= u{r : r 6 a'). Hence, we may apply Zorn's lemma to conclude that c possesses a 
maximal element, say, r0 . We claim that r0 satisfies also the maximality condition from 
Definition 2.1. 

On the contrary, suppose there exists x E X such that O+(x) is unordered and x 
H = A fl B for every (A, B) E r0 . Hence, either x E Int(A) or else x 6 lnt(B). We define 
the subsystems 

	

ri = {(A,B) 6	: xE lnt(B)} and F = {(A,B) e	: x  Int(A)}. 
Observe that FJ U = r0 and r n r = 0. Next we set 

A' =u{A:(A,B)Er} and B=fl{Int(B):(A,B)E1'} 
and analogously 

A'2 = fl{Int(A) :(A,B)E rg} and B = U{B :(A,B)E r2}. 
It is easy to see that both Ai and A'2 are lower closed, while both B and B are upper closed, 
by Lemma 1.4. Furthermore, A U B = X and A fl B = 0 for i = 1, 2, and A C A C A 
for each (A, B) E r, while A C A' C A for each (A,B) E r. Finally, all A, A, B and 
B are invariant, and xEAflB. 

From now on we assume that Ai 36 0 and B 0; the other cases are similar. We 
set A1 = Cl(A) and B, = Cl(B) for i = 1, 2. Applying Lemma 1.5 we obtain that 
(A,, B,) is an invariant order decomposition of X. Moreover, we have A C A1 c A2 
for each (A, B) E r, A1 c A2 c A for each (A,B) € r, and z 6 A2 fl B 1 . The 
maximality of r0 in 9 implies (A,, B1 ) e r0 , and in particular (A,, B,) € ri for i = 1, 2. 
Hence x E Y = Int(A2 ) fl Int(B i ), where Y is invariant by the strong monotonicity of 
each j , i E R4 \ {O}. We employ Lemma 2.3 to obtain an invariant order decomposition 
(A, B) of X such that G = O(z) C H = AflB and (A,, BI ) 9 (A, B) 9 (A2 , B2 ). Thus 
(A, B) 0 r, but the system r 1 = r0 U {(A,B)} is still simply ordered; a contradiction with 
the maximality of r0 in Q. We conclude that r'0 is an invariant order resolution of X, and 
Ad'0 .	 I 

The following is a simple example of an invariant order resolution for a semilinear 
time-independent parabolic partial differential equation in divergence form: 

Example 2.4. Consider the initial-boundary value problem 

àu	N81N 1 

(IVP):

aii(X) 9U 

	

a— + a s (xu)j	in Qx (O, co); xi 

N	1N EOn 

	

n1(x) I	alf (x)	+ai(x.u)] = 0	on	x (0,00);
axjLi=i 

u(x,0)=uo(x)	in Q.
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Here fl C R' is an open bounded domain of class C°°, [a.j (z)] = , is a uniformly po 
definite matrix for x E ci and satisfies a ij € C00(), and a, E C'(n x R') with 

äa,	82a	82a 
--,axiau 

and 

uniformly bounded in ci x R'. Finally [n(x)] 1 denotes the outer unit normal to 
x E Oci. We assume that all a ij and a i are real-valued. To guarantee existence, uniqu 
and continuous dependence on the initial data of a mild solution u to (IVP) by simple ti 
cf. Amann [5, Thm. 15.1, Cor. 15.31, Ladyzhenskaya, Solonnikov & Uraltseva [26, 
V., Thm. 7.41 or Pazy [30, Sec. 8.41, we assume that our boundary conditions are lin 

a(x,u) = à1 (x)u	on Oci x R'. 

The reader is referred to Amann [7, Thm. 6.1, Cor. 6.2] for more general boundary c 
tions.

We denote by C() (0 < of < 3) the Holder space and by W,'(1l) (N < 
1 + < c < 2) the Sobolev-Slobodeckii space, see e.g., Adams [1] or Triebel [46). 
the imbedding W,'(ci) -+ C'(?) is continuous, all these spaces are strongly ordered B 
spaces. We set either V = C0(?) or V = W,'(fl). Using Pazy's results [30] we obt 
unique mild (semigroup) solution u: R'4. —. L2 (Q) to (IVP) which depends continuou 
the initial data u 0 € L2 (fl). We define a mapping 4t : R x L2 (^l) —i L2 (fl) by juo = 
t E R, which is continuous. Applying the regularity theory of Ladyzhenskaya et al. 
V = C'(?), and Amann [5] if V = W(ci), we conclude that g(V) C V and the restri 
(kt = I V - V of , to V is continuous and order-compactIor every t > 0. Mort 
if uo € V then u E C2,1 (?I x (0,00)) and u is a classical solution of (IVP). Hence P j, 1 

is strongly increasing by the strong maximum and boundary point principles, cf. Prot 
Weinberger [34, Chap. 3, Sec. 3], and the integral 

in u(x, t)dx,	tER, 

is independent from t > 0, by the divergence theorem. In other words, the set 

H,, = if € V: in f(x)dx = p},	for every p ER', 

is an invariant d-hypersurface in V; we have H. = A. fl B. where the sets 

A,, = (f E V: j f(x)dx p)	and	B,, = {f € V: in f(x)dx > p} 

form an invariant order decomposition of V. We conclude that the system r = 
p E R') is an invariant order resolution of V. This system reflects the conservation
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integral in (1) and satisfies H -+< H, whenever -oo <p < a < oo. Here H -4< H. means


	

the following: Hz € H, then z	y for some y € H0 , and if y E H0 then x z y for some 
x€H.	 I 

Another example of an invariant order resolution is the following one: 

Example 2.5. Consider the irreducible cooperative system of autonomous ordinary 
differential equations with reaction-type nonlinearities: 

	

d [-- , I -1	11	[f(xjj
=' [
	

Idt x2 	1 -1] 

[x,]

X2 

+ 

f 

where f(z) = -cxz(z - 1) 2 , x E R', with a constant a > 0. Given any initial val-
ues (xi(0),z2(0)) = (z 10 ,z20 ) E R2 , this system has a unique solution (zi(0,x2(t)) 

(z 10 , z20 ) which exists locally in time for 0 t < t0 where to = to(z i o,z20 ), 0 < to 00, 

denotes the escape time of (z 10 ,z20 ). The mappings O t : U2 -i R 2 , t € R, form a local 
semi-flow q5 in R 2 , and each q, i > 0, is strongly increasing in its domain in R 2 , by Kamke's 
theorem, see e.g., Hirsch [19, Chap. III., Sec. 11. That 0 is complete, i.e., to = 00 for all 
(z 10 ,z20 ) E R 2 , follows from the strong monotonicity of each O t , t > 0, and the following 
identity, for t E Ri.:

d
(z 1 + X2) = -cs [XI (XI - 1)2 +z2 (z2 - 1)2] 

dt 

where (zi(i),z2(t')) = 4(zi0,z20). 
Namely, observe that p = (0,0) and q = (1, 1) are equilibria of 0, and our identity 

implies:
(i) If(x io,z20 ) :5 p or p :5 (z io,x20 ) < q, then i(Xi0,X2o) -i p as t -. oo, since 

both [[-co,p} and [p, q] \ {q} are invariant under each0,, and j (x i + z2 ) > 0 (< 0, resp.) 
for (-I, X2) <p (p < (z 1 ,z 2 ) <q). 

(ii) If(x io, x20) ^: q then 4 1 (z 10 , z20 ) -. q as t -i cc, since [q,00]] is invariant under 
each 0 1 , and j (zi +z2 ) <0 for (X I, X2) > q. 

Our final goal in this example is to show that every point (z 10 , z20 ) € R 2 is attracted 
by either p or else q, and to determine the domain of attraction of each p and q, i.e., the set 

D(p) = {(x, 0 ,x20 ) € R2 : i(XiO,X2O) -' p as t -+ 

and similarly for q. With regard to Theorem 2.2 (and Prop. 3.1 below), it suffices to 
construct an invariant order resolution r for the dynamical system (V, 1), where V = U2 
and . = i, such that r consists of precisely two invariant order decompositions (A,,,B,,) 
and (A 9 , B) with p E H = A fl .8,, and q E H9 A. fl B9 . Obviously, it follows from (i)
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and (ii) combined with the strong monotonicity of 45, that every ( X 10, X20) E R2 is attracted 
by the union

Y= [[-oo,p)u[p,q)u[q,00j], 

and consequently by either p or else q. Furthermore, we have E = {p, q} with p attracting 
11- 00 1 q) \ {q} and q attracting [q, oo]]. Hence, it remains to determine the invariant d-
hypersurfaces H9 and Hq together with their uniqueness. Since our system of ordinary 
differential equations is symmetric with respect to z 1 and 12, the uniqueness of H9 and Hq 
will imply that both H9 and H. are symmetric with respect to the axis z = X2 . Thus, we 
set V' = ((11,12) E V : z 1 12} and V" = ((11,12) E V : x 1 12), and compute only 
the unique curves H9 fl V' and Hq fl V' starting at p and q, resp. To compute these curves 
we introduce the following new coordinate system in V: 

= (x2 — xl), 17=(x1+x2). 

It is easy to see that both these curves are graphs of a function 77= i() of e E R which 
satisfies the following ordinary differential equation: 

!L_	(e+q)(+q-1)2—(—)(e—ii+1)2 
d - 

= 

for > 0. This is the equation for the integral curves of our original system of ordinary 
differential equations. These curves are uniformly Lipschitz continuous if and only if at 

= 0 we have either ,7 = 0 or '7 = 1. It is obvious that, for these values of and t, they are 
unique and have the Maclaurin series 

i7(e) =ao+ a2e2 + 014e4 + ... , o5e<CO, 

for some Co > 0, where a0 = 7(0) (= 0 or 1), a2 0 0, etc. In particular, both H9 and Hq 
are analytic curves diffeomorphic to R. Finally, we have V(p) = Int(Aq ) and V(q) = Bg . I 

3. Lower and upper -limit sets 

Let X and : RxX—.Xsatisfy(X)and(). We denote byE={xEX: 1x=xfor 
all t E R1 I the set of all equilibria (i.e., stationary point.,) of 'Z'. We start with the following 
elementary results which are due to Hirsch [20, Thm. 6.4 and 6.2]: 

Proposition 3.1. (Convergence criterion for strongly monotone semiflows.) Let X 
and 4 satisfy (X) and (4'). Assume that x E X, O(r) is relatively compact, and either
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4'x > x or 4',.x < z for some r > 0. Then 4'x -. p as t -+ oo, for some p E E, and 
either p << x or p>> x, respectively. 

Proposition 3.2. (Nonordering of limit sets.) Let X and 4' satisfy (X) and (4'). 
Assume that x e X and O+(x) is relatively compact. Then w(x) is nonempiy and unordered. 
If Cl(O(x)) is not unordered, then w(x) is a single equilibrium. 

PROOF. This result is a direct consequence of Proposition 3.1, cf. Takáë [43, Lemma 
2.2].

These two propositions are essential for the proof of Hirsch's Limit set dichotomy [20, 
Thm. 6.8] for strongly increasing semiflows. 

Proposition 3.3. (Limit set dichotomy.) Let X and 4' satisfy (X) and (4'). Let x, 
y E X, x <.y, and assume that O(x) U +(y) is relatively compact in X. Then either 

(a) w(x) w(y) (in which case (x) fl w(y) = 0) 
or else

(b) (r) = (y) C E (in which case, for any sequence tk € R, tk -i 00, and for any


	

to E i(x) = (y) we have: 4'x -i to	4'y -i w). 

Consequently, the w-limit sets of points with relatively compact orbits are partially 
ordered by "<". We write A < B (A < B, A B, resp.) for A, B C X whenever r y 
(x y, x y) holds for all x  A and Y  B. 

Throughout the remaining part of this section we assume that X and 4' satisfy (X) and 
(4'), and X is strongly ordered. We say that the semiflow 4' is w-compact in a subset Y of 
X if O+(x) is relatively compact for each x E Y, and also U w(x) is relatively compact in 

zEY 
X. For such Y and 4' we define the lower and upper w-limit sets of x € Y relative to 1' by


w(z) = fl Cl U	(z)	and	w'(x) = fl Cl U w(z), pEX	.5Y	 +	rEX	.EY ,.	r:s.<.	 , 

respectively. Observe that if there exists a sequence z,, E Y, z,, < x (z > x, resp.) and 
Zn -+ x, then wr(z) 0 ((x) 0 0), by the w-compactness of 4'. 

Under the w-compactness hypothesis for 4' in a suitable subset Y of X we will be able 
to describe some important properties of the set-valued mapping W : X - X. We start 
with the following analogue of Proposition 3.2: 

Proposition 3.4. (Nonordering of lower and upper limit sets.) Let X and 4' 
(X) and (4'), and let X be strongly ordered. Assume that x E 1' C X and 4' is w-compact 
in Y. Then both w(x) and w(x) are compact, totally invariant and unordered.
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PROOF. We consider only wr(x). It is compact because 4' is -compact. Since 
4'(Cl(K)) = Cl(4'(K)), t E R, for any relatively compact set K c X, we have also 

=	To prove that w(z) is unordered, we suppose there exist a, b E 
with a < b. But 4' 1 a < 4'b and L(x) is totally invariant imply that we may assume 
a <6. Hence, there exists y e Y, y <z, such that a < b for some b e w(y). Now choose 
z € Y, z < x, such that 4'y < 4',z <<4x and a <b for some a € w(z). Then there 
exists a sequence tk E R, tk -+ oo as k - co, such that 4',,y -. 6 and 4'z -+ c 
for some c € w(z). It follows that a < b < c which shows that (z) is not unordered, a 
contradiction to Proposition 3.2. Therefore	x) must be unordered.	 I 

Corollary 3.5. Let all hypotheses of Proposition 3.4 be satisfied. If z,, —+ x for some 
sequence Zn € Y, Zn <x, then

w(x) = cocc  n Cl U W(Z) 
k=1 n=k 

and i(y)	w(x) :5 w(x) for each y E X, y < z and O(y) relatively compact. A

corresponding result holds for 

PROOF. Since 4' 1 is strongly increasing and continuous, hence also order-continuous, 
the sequence {z} contains a subsequence denoted again by {Zn} such that 4' 1 z 1 <4'1 z2 < 

<4' i z. Therefore we may assume z 1 <Z2	 X. Set Z = {z, z1 , z2,.. .}. Then 
Z C Y shows that 0	C	Now take any a €	x) and choose a sequence 
ak —+ a in X as k — oo such that a 1 <a2 < <a. Then there exists a sequence 
Y& € Y, Yk <x, such thatak :5 Vk for some vk E w(yk). Next choose n k E N, n k / 00 
as k —i 00, such that •l yk :5 41IZn,, < •x. Hence, there is Wk € (z 1 ) satisfying 
Wk ^! v ^! a, for each k € N. Since 4' is w-compact in Y, we can pass to a subsequence 
Wk— —'win X as m -' co. It follows that w € (x) and w a. But a,w € w(x) and 
w(x) is unordered force a = w. So we have proved our first claim 

= w(z) =	Cl k=1 n=k 

Next we observe that (z) w(x) for all n € N, by Prop. 3.3. Since 4' is t&'-compact in Y, 
we conclude that w!'(x) < w(z). 

Finally, fix any y E X, y <x with O+(y) relatively compact. Then there exists no € N 
such that 4',, S 4'1Zn <4' 1 x for all n no. Hence, to prove w(y) < wr(x) we may assume 
Y <z,, for all n 2 1. It follows that w(y)	,(z) for all n € N, and so w(y) w(x).	I 

Remark. It is clear from Corollary 3.5 that the set t!(-) (.'(x), resp.) is independent 
from the choice of Y C X such that x € Y, z,, -' z for some sequence z, € Y, z,, <x (z >
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x), and l is '-compact in Y. Therefore, we say that a point z E X is lower (upper, resp.) 
approximable if there exists a sequence 1,, E X, x,, <x (x > x), satisfying x,, -. z and 
1 is '-compact in Z = {x,x1,x2,...). We define the lower (upper) w-limit set of such x by 

= w(x) (w+(x) = 

Now we can introduce the following stability classification of a lower (upper, resp.) 
approximable point x E X: 

We say that x is lower (upper) c.j-stable if x) = w(x) (w+(x) = (x)); otherwise x 
is lower (upper) -unstable. We say that z is lower (upper) asymptotically ui-stable if there 
exists y E X, y < x (y > x), with O(y) relatively compact and w(y) = w(x). The set of all 
lower (upper) w-stable points x E X is denoted by S_ (S), the set of all lower (upper) &-

unstable points by U_ (11+), and the set of all lower (upper) asymptotically -stable points 
by A- (.4+). 

Observe that our stability notions are equivalent to the continuity properties of the 
set-valued mapping w : X -i X. The structure of the w-limit sets near an w-unstable point 
x E X is very simple: 

Proposition 3.6. (Discontinuity principle.) Let X and P satisfy (X) and (1), and ici 
X be strongly ordered. Assume that x € U_. Then there exists a € X, a x, such that 

(y) = w_(x) for every y E X with a y <x and o+(y) relatively compact. Moreover, if 
the set

Yo= lyEX: 
O(y) is relatively compact and p < y < q


 for some p € _(x) and q € w(x) 
is nonempty, then w...(x) is a single equilibrium, and w(y) = w_(x) for every y E Y0 . In 
particular w_(x) <w(x). 

A corresponding result holds for z €14. 

PROOF. The set ,_(x) is nonempty, totally invariant and unordered by Proposition 3.4. 
Thus, we may apply Proposition 1.2 to obtain an invariant order decomposition (A, B) of 
X such that w_(x) C H = AflB. Suppose x € A. Then also w(x) C A. On the other hand, 
the inequality w_(x) :5 (x) implies (z) C B whence w(z) C H. Then t_(x) w(x) in H 
and H unordered imply w_(r) = w(x), a contradiction to our hypotheses. So we must have 
x E Int(B) which entails z ' a for some a E B. Now fix any y E X, a $ y < x and Q(y) 
relatively compact. Then y € B, (y) C B and w(y) ( w- (x) by Corollary 3.5, which shows 
that (y) C A. Again (y) :5 w- (x) in H and H unordered force w(y) = _(z) as desired. 

Now fix any y E V0 76 0. Then also (z) !^ w(y) (x) by Prop. 3.3 combined with 
the Absorption principle of Hirsch [20, Prop. 6.9]. As above there exists an invariant order 
decomposition (A, B) of X such that w(y) C H = An B. Consequently w- (x) C A and 

(x) c B. We claim that z E Int(B) = X \ A.
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Suppose x E A. Hence w(x) C A fl B = H, and therefore w(y) < w(x) in H which, 
in turn, forces ,(y) = t.,(x). Next choose p E _(z) and q E w(x) such that p < y < q, 
by y E Y0 . Since 4' p 4: 4y << 4' 1 q and 4y 6 Yo by the invariance of w- (x) and w(x), 
we may assume p << y 4: q. So we can find r E R. \ {0} satisfying y 4: 4'rX. Since 4', 
is continuous, we can find also b E 11—oo, x]] with y 4',.b. In particular, for every z 6 X 
with b < z <x and O(z) relatively compact, we have w(z) = w(y) = w(x), thus obtaining 

= (x) and contradicting our hypotheses. We have verified z it A as claimed. 
Since x € Int(B), we have e 4: x for some a € B. It follows that w_(x) = w(z) C B 

for every z € X with O(z) relatively compact and a < z < x, a < z; fix such a point 
z. We obtain w_(x) c H, and so w_(x) :5 w(y) in H forces (y) = w_(x). As above we 
may assume p 4: y <q for some p 6 w_(z) and q E w(x). Again we can find r € R \ {0} 
satisfying 4',.z 4: y which implies w_(x) = w(z) ( w(y). Consequently (y) = ,_(x) and 
y >> p E w(y). Hence Cl(O(y)) is not unordered, and we conclude that w(y) must be a 
single equilibrium, by Proposition 3.2. This proves that _(x) is a single equilibrium and 
w_(z) 4: 4.'(X).	 I 

Remark. In Proposition 3.6 above let us consider the set 

Y={y€X: p<y<qforsomepE(x) and qEw(x)). 

Then X is strongly ordered and w_(x) 4: (x) imply Int(Y) 34 0. Thus, if every y € Y has 
relatively compact orbit O+(y), we have Y = 1'0 and (x) is a single equilibrium attracting 
a nonexnpty open set. 

A set J C X is called a closed (or compact) arc (open arc, reap.) in X if it is homeomor-
phic to the closed (open) interval [0,1] C R' ((0, 1) C R'). A set Y C X is called simply (or 
totally) ordered if x, y € Y x y or x y. The following result is an easy consequence 
of Proposition 3.6 and the Remark thereafter. 

Corollary 3.7. Let X and 4' satisfy (X) and (4'), and let X be strongly ordered. 
Assume that the set

Xo = {x € X: O(x) is relatively compact) 

is dense in X. Let J C X0 be a simply ordered, open arc. Then the set J_ = JnU_ is at most 
countable (i.e., either finite or countable), and for each x E J_ there exists a € [[—oo,x]) 
satisfying [a, x] fl J_	{x} and w(y) = ..( x ) = {p} C E for ally € Xo, a y < x. 

A corresponding result holds for U+.
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Remark. If in Corollary 3.7 the semiflow is w-compact in J, then all but at most 
countably many points r E J are order w-stable, i.e., x E S = S_ fl S. More precisely, we 
have

J = (J fi 5) U (J flu), S flU = 0, and J flU C 8j(Int j(J fl A)), 

where u = U_ U u+ is the set of all order ci-unstable points and A = A_ fl A+ is the set 
of all asymptotically order -stable points. The symbols 8., and mt., refer to the relative 
topology on J. 

The structure of &,-limit sets near a simply ordered, closed arc J C X with endpoints 
a, b (a < b), whose points are w-stable and w(a) fi w(b) = 0, is not much more complicated 
than near an -unstable point. We say that the restriction of X -i X to J is 
continuous if 4> ist-compact in J and w_(x) = (x) for every x  J\{a} and .'+(x) = w(z) 
for every x E J \ {b}. We start with the following technical lemma. 

Lemma 3.8. Let X and 4> satisfy (X) and (4>), and let X be strongly ordered. Let 
J be a simply ordered, closed arc in X. Assume that 4> is u-compact in J and w j is 
continuous. Then every strictly increasing unbounded sequence in R contains a subsequence 
t l< t2< .— such that t k ----.00 and for every xEJwehave 

-i çø in X as k - 00, for some W = (x) E X. 

Furthermore, W : J -+ X I is increasing (i.e., z 1 $ x2 implies (x 1 ) (X2)) and con-
tinuous. In particular, the image of o is either a simply ordered, closed arc in X or else a 
singleton. 

PROOF. Denote by a, b E J the end-points of the arc J satisfying a < b. Let M 
be any countable dense subset of J. Applying a diagonal process we conclude that every 
strictly increasing unbounded sequence in R . contains a subsequence t 1 < i2 < such 
that tk -i co and for every z E M we have 

4>z--.çoinXask---.00, for some ço=çp(x)Ew(x).	 (1) 

Since 4>, t E R, is increasing, so is W : M -i X. Furthermore, the w-compactness of 4> 
shows that V(M) is relatively compact in X. Consequently, we can define 

_(x)=sup{(y): yEM,y<x} for every xEJ\{a),	and 

c+(x)=inf{(y):yEM,y>z} for every x€J\{b}. 

It is easy to see that _(x) E w_(x) and 'P+(x) E L+(x), respectively.
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Now consider any x E J \ {a}; the case x E J \ {b} is analogous. Let w E .' ( x) be any 
limit point of the sequence 4)x, kEN. Since 4), t E R, is increasing, we obtain (y) < w 

for every y E M with y < z, and therefore _(x) :5 w. By the continuity of wl , we have 
= '(z), an unordered set. Thus w = ,_(x) and 4)x -, _(x) as k —+ co. We 

conclude that (1) holds also for every z € J \ {a} where V = ._(x) E (x), and for every 
z E J \ {b} where W = +(x) E w(x). Hence, W can be extended to a continuous mapping 
from J into X by setting 

(c) = +(a), V(b)=V—(b) and	(x) =	= +(x) for x E J \ {a, b}. 

Then (1) holds for every x E J, and ço: J -i X is increasing. 
- Finally, assume that (J) is not a singleton. Then (J) is a simply ordered continuum 

which is not a point. It follows that (J) must be a simply ordered, closed arc in X, cf. 
Wilder [47, Chap. I, Thin. 11.12].	 I 

Following the conclusion of Lemma 3.8 we introduce the following concept: 

Definition 3.9. Let J be a simply ordered, closed arc in X such that 0+ (x) is relatively 
compact for every x E J. A simply ordered, closed arc F in X is called an w-limit fibre 
of J if there exist a sequence i 1 < t2 <	in R and an increasing continuous mapping 

: 
x € J. 

The set of all w-limit fibres of a simply ordered, closed arc is either empty or a singleton: 


Proposition 3.10. (Continuity principle.) Let X and 4) satisfy (X) and (4)), and let

X be strongly ordered. Let J C X be a simply ordered, closed arc with endpoint's a, b (a < b)

satisfying (a) 0 kb). Assume that 4) is w-compact in J and wl j is continuous. Thenw(x) 
is a single equilibrium for every x E J andU w(z) = F is the only w-limit fibre of J. 

xEJ 

PROOF. Since w(a) 0 w(b), Prop. 3.3 gives us also (o) <w(b). Fix any p E i(a). By 
Lemma 3.8, there exists an w-lirnit fibre F of J such that p € F. So p = min(F). Since 
both J and F are simply ordered, compact arcs, we may apply Prop. 3.3 to conclude that 
w(a) z for all z E F \ {p}. But this means w(a) <p E w(a) in an unordered set w(a) 
which, in turn, forces w(a) = {p} c E. Analogously w(b) = {q} C E. Applying these two 
results to any xEJwe arrive atw(x)={r}CEand U (x) = F C E as desired.	I xEJ 

Remark. In Proposition 3.10 we have J° = J \ (a, b} C S by the continuity of 

Moreover, the set J° \ (A_ U A+) is infinite and uncountable. To see this we examine the
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napping V : J -. F from Lemma 3.8. Take any z e J° and observe that x E A_ U .4+ if 
Lnd only if 11 =	(w(x)) is a closed arc in J, because is increasing and continuous. The 
eparability of J implies that there are at most countably many w 6 F such that '(w) is 
closed arc; otherwise o 1 (w) is a singleton contained in J\A' where A' = J°fl(A_ UA+). 

'his proves our claim. 

Domains of attraction 

this section we want to determine the domain of attraction of a generic u-limit set making 
e of the existence of an invariant order resolution established in Section 2. More precisely, 
X and 4D satisfy (X) and (f), and let X0 denote the set of all x e X with relatively 

rnpact orbit. Given a totally invariant, compact, nonempty subset W of X, the set 

D(W) = {x 6 X0 : w(z) C W} 

alled the domain of attraction of W. Observe that if W is connected, then so is V(W), 
ause every orbit is connected. 
To complete our stability classification of a lower and/or upper approximable point 
X from Section 3 we denote by 3112 = S_ U S+ the set of all w-3cmisab1e points, by 

= U_ fl 14 the set of all w-biuniiable points, and by A112 = A_ U .4+ the set of all 
nptoiicolly w-,cmi3iable points. 
Given a set Y C X, we denote by 

8— Y = {x E 81': X <y, E Y for some sequence Yn : x) 

'ower boundary of Y, and by 

O+ Y= { x E0Y:z>yEY for some sequence Ynx} 

pper boundary of Y. Observe that, when Y is open and order-convex, we have 

3_Y= {xE8Y:[[z,00])flY.&O} and 8+Y={xE8Y:[[_,x1]nyO}. 

d, if x E OY and x <a E Y, then also Z <y,,	y'. for some y, E Y. On the other 
if x E 81' and x	y for some y € Y, choose y,, 6 [[x, y}j with y -i x, and also


V with x -. x and x, c y,,; then y,, E 1' by the order-convexity of Y. Analogously 
Y. 
inally, we denote by

Fr(Y)= 8Y\(O_YUô4Y) 

me of Y.
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Next we introduce the following notation: M_ ().4, respectively) denotes the set of all 
x E X satisfying 4'x > 4'x (4',z < 4'x) for some s, t E R, s < 2. We set M = M-UM. 
Several important properties of these sets are stated in the following lemma: 

Lemma 4.1. Let X and 4' satisfy (X) and (4'), and let X be strongly ordered. Then 
both M_ and M+ are order-open in X, and M_ fl M.. = 0. In particular, if F is an 
invariant order resolution of X, then U{H = AflB: (A, B) E F) = X \M is order-closed. 

PROOF. Let x E M_, i.e., 4'z > 4'x for some s < t. Since 4',-, r > 0, is strongly 
increasing and continuous,, we have 4't+1Y, y E [(a, bl], for some a, b E X with 
a << x b. Thus, [[a, b]] c M_, and so M_ is order-open. Analogously, M+ is order-open. 
Finally, M. fl M+ = 0 is the Non-oscillation principle of Hirsch 120, Lemma 6.11. 

A set Y C X is called order-connected if every pair x, y E Y, x < y, is contained in 
a simply ordered, compact arc J C Y. Observe that if X is strongly ordered and order-
connected, then every open order interval [[a, b]] in X, a, 6 E X, is arcwise connected, and 
in particular, t is locally arcwise connected. 

Our first result is an analogue of a theorem from Takik 145, Thin. 5.11 stated for 
discrete-time semigroups. 

Theorem 4.2. Let X and 4' satisfy (X) and (4'), and let X be locally connected, 
strongly ordered and order-connected. Let F be any invariant order resolution of X. Assume 
that V is a component of M_ satisfying V C X0 . Then we have the following statements: 

(a) The set,, V and X \ V are invariant. 
(b) There exists p = E fl 8_V such that 

OtX —p p as t —. oo, for every z EYU(&YflX0). 

(c) p	z) for every x  8YflX0. 
(d) Fr(Y) fl S112 = 0; in particular, every x E Fr(Y) which is lower (upper, resp.) 

approximable satisfies x € U_ and _(x) g p (z U+ and p < w+(x)), where ,_(z) 
(w(z)) is a single equilibrium provided some point w € (x) is lower (upper) approzimoble. 

An analogous theorem holds if Y is a component of M+. Every component of M is a 
component of either M_ or else M+. 

Our proof of this theorem is based on the following lemma which also provides more 
information about the order structure of the sets Y and OY. 

Lemma 4.3. Let X and 4' satisfy (X) and (4'), and let X be locally connected, strongly 
ordered and order-connected. Let F' be any invariant order resolution of X. Assume that 

20 Anj lysis. lid. 10. Hell 3 (1991)
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Y is a component of M. Then either Y C M_ or else Y C M+. Furthermore, there 

exist (A,, B I ), (A2 , B2 ) E rU{(ø,X),(X,0)} such that A, CA2 and  is a component of 

Int(A2 ) fl Int(Bi ) C M. In particular, the following statements are valid: 
(a) Y is order-open and order-convex in X. 
(b)ô_YCH=A,flBl ,O+YCH2 =A2flB2 and Fr(Y)CH1 flH2 . Moreover, the 

sets _Y and OY are open in H1 and H2 , reip., whereas Fr(Y) = OY fl H, fl H2 is closed 

in X. 
(c) All sets Y, X \ Y, ô_Y, OY and Fr(Y) are invariant. 

PROOF. By Lemma 4.1, both M_ and M are order-open in X and satisfy M = 

M_ UM and M_ flM+ = 0. Since Y is a component of M, it must also be a component 
of either M_ or else M+. 

Next we set f = r  {(O,X),(X,0)} and define 

f l = ((A, B) E': Y C Int(B)} and l'2 = {(A,B) El': Y C Int(A)}. 

Observe that both l" and 12 are nonempty and satisfy A 1 C A2 whenever (A', B) E F', 
1, 2. Now define 

A = U{A: (A,B) E 1"),	B = fl{Int(B): (A, B) € 

A'2 = fl{Int(A): (A, B) EF2 },	B = U{B: (A, B) E


and set

= cl(A), B = cl(B:) for i = 1, 2,	and	Z = Int(A2)	fl Int(Bi). 

Using the same arguments as in the proof of Theorem 2.2, where the role of our present set 
Y is played by the point x, we deduce that (A,, B,) € I" and A' C A, C A2 C A2 whenever 
(A', B') € I", for i = 1, 2. Obviously Y C Z. We claim that also

(1) 

Suppose not; then Al C A C A2 for some (A, B) € U' \ (U" U U' 2 ) which forces (A, B) € F. 
Thus Y n A 54 0 and Y n B j4 0, whence Yfllnt(A) 76 0 and Yfllnt(B) 0 0, since YflH = 0 
where H = A fl B. But this means that Y is contained in the union of two separated sets 
Int(A) and Int(B) and intersects both of them; a contradiction to Y is connected. So (1) is 
valid.

From (1) we obtain Z C M, and so Y is also a component of Z. Now we are ready to 
prove the remaining statements: 

(a) Since both Int(A 2 ) and Int(B,) are order-convex and order-open, so are 2 and 1' 
because Z C X is order-connected and Y is a component of Z.
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(b) Since Y is a component of the open set M C X, we have OY C X \ M. Moreover, 
YCZ and (1) force OYCH1 UH2 . Now fix any xE0_Y; hence xEOY and xy 
for some y E Y. Then x V B2 since y V B2 and B2 is upper closed. Consequently 
x e H1 . Observe that also Int(B i ) fl [[—oo, yj] C Y C Int(B i ) which, in combination with 
H1 = OB1 = 0_(Int(Bi)), implies H1 fl [[—oo,yJ] C 0_V. Hence, 0_Y is an open subset of 
H1 . Analogously, 0Y is open in 112. 

Finally, fix any x E Fr(Y); hence z E 0).' \ (0_Y U 0+Y), and we may assume also 
z € H1 ; the case x E H2 is analogous. Suppose x it H2 . Then x E Int(A2 ), and there exist 
z E Z \ Y with x < z and also y E Y with y < z. Since X is order-connected, there exists a 
simply ordered, compact arc J C X with endpoints y and z. The order-convexity of Z forces 
J C Z C M. But y E J n  and V is a component of Z imply J C Y; in particular, z E Y 
contradicts our choice of z € Z \ Y. It follows that x E H2 , and so Fr(Y) C 01' fi H1 fi 112. 
The inclusion OY fi H1 fi H2 C Fr(Y) is an easy consequence of V C Z. We conclude that 
Fr(Y) = 01' fi Hi fi H2 is closed in X. 

(c) Since	x 1') = U{(Y): i € R) is a connected subset of M, we must have 
X V) = Y, i.e., cI'(Y) C V for all t € R.. Similarly, since Y is a component of M, 

the set ).'# = {z E X: O+(x)flY 0 . O} is connected with V C V CM, and consequently 
= y , i.e., 1 (X\Y) C X \ Y for all i € R1. Ftirthermore,OV C H1 UH2 and 4(0Y) C 

Cl(Y) imply 4D t (0Y fi H) c 0y fi H5 , i = 1, 2. This proves that Fr(Y) = OY fi H1 fl H2 is 
invariant under 'I. Now fix any x € 0_Y, i.e., x € OY and z y for some y € Y. Then 

x < tY, by the strong monotonicity of , i > 0, and also x € OY and y€ V. 
Consequently 'x E 3_ V as desired. We have proved that 0_V is invariant under , and 
analogously for 0+ V. This completes the proof of our lemma.	 I 

PROOF of Theorem 4.2. (a) We have '(Y) C V and (X \ Y) C X \ Y, t> 0, by 
Lemma 4.3 (c). 

(b) Since V C M_ fiX0 , we can find y  y such that $,.y < y for some r € R. \ {0}, 
and 'y - p as t - 00, for some p € E, by Prop. 3.1. Since also p << y and p ft M by 
Prop. 3.2, we obtain p € 0_V. Hence, the set 

Z={x€Y: d'jx—.past--ioo} 

is nonempty. We claim that Z is both open and closed in V. We first show that Z is lower 
and upper closed in Y. 

Pick any x€Z and y€Y with y<z. Let Hi =A1 flB1, i=l,2, beasinLemma 
4.3. Then (y) :5 w(x) = {p} in H and H1 unordered imply w(y) = (p), and consequently 
Y € Z. Hence, Z is lower closed in V. 

Now pick any z € Z and y € V with z ç y. Then y € M_ shows that (y) is a single 
equilibrium and C 0_V. Since also {p} = w(x) < w(y) in H1 , we have w(y) = {p} 
again, and consequently y € Z. Thus, Z is also upper closed in Y. 
20*
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To show that Z is open in Y we choose any x E Z. Since Y is open in X, we can find 
y E Y such that x <<y. But then y E 2 because 2 is upper closed in Y, and consequently 
x E [[—oo,y]j n  C Z because Z is lower closed in Y. So Z is open in Y. 

To show that Z is closed in Y we fix any x E Cl(Z)flY. As above we can find y  Y 
with x y. Then also z y for some z E Z. Since Z is upper and lower closed in Y, we 
arrive at y E 2 and x € Z. Hence, Z is also closed in Y. 

Finally, we must have Z = Y since Y is connected. In particular, if z E ô... Y fi Xo then 
z y for some y E y , whence w(x) w(y) = {p} in H1 which, in turn, forces w(x) = {p} 
and also 4DI x -' p as t -i oo. This finishes the proof of (b). 

(c) Take any x € O+Y fiX0 . Then y x for some y € Y, whence w(x) C H2 satisfies 
{p} = (y) w(x), by Lemma 4.3(b). 

(d) Fix any z E Fr(Y). First assume that x is lower approximable, i.e., there exists 
a sequence x,, € X, x,, < x, such that x,, —p x and	is w-compact in {z,x1,x2,...}. 
Then 1 x,,	1x € Fr(Y) shows that O j x. << y,, for some y,, € y , and therefore 
10(xn ) :5 (y,,) = p by Part (b), where n = We claim p V w(x) for any n € N. 
Suppose not; then p € w(x,,) for some n € N, whence (Xn) = p because (x,,) is unordered. 
by Prop 3.2. This implies p < w(x) in H1 , and consequently w(z) = p because H1 is 
unordered. But w(x) C Fr(Y) since Fr(Y) is closed and invariant, by Lemma 4.3 (b,c), and 
so p € Fr(Y). This contradicts p E O_Y; hence p V W (xn) must hold for every n € N. 
Moreover, we have '(x) <p. We apply Prop. 3.6 to conclude that w_(x) <p, where 

_(x) is a single equilibrium provided z < y < w for some w € o(x), z E w_(z) and 
y E Xo which is the case if w is lower approximable. Observe that the hypothesis x € U_ in 
Prop. 3.6 is satisfied, since otherwise _(x) = (x) combined with w(x) <p would imply 
(x) p in H1 , and consequently p = (z) C Fr(Y) as above which is a contradiction to 

P E O_Y again. In particular, x tt S_. 
Now assume that Z is upper approximable, i.e., there exists a sequence Zn € X, Zn > Z, 

such that Zn x and is w-compact in {Z, X 1, x2, }. In analogy with the previous case 
we obtain p :5 W (xn)  C B2 since x,, E B2 . Then p € O_Y C Int(A2 ) implies p 95 w+(x) C B2 
and p < &+(x). We apply Prop. 3.6 again, with x E 14, to obtain the desired conclusion. 
The hypothesis x E U+ is satisfied, since otherwise w+(x) = w(Z) would imply p << (x) 
in H1 , a contradiction to H1 is unordered. In particular, Z S.,.. We have proved also 
Fr(Y) fi S112 = 0. The proof of Theorem 4.2 is now complete.	 I 

A very useful consequence of Theorem 4.2 is the following extension of Proposition 3.6 
(Discontinuity principle) which provides an interesting description of the set U_ (14, resp.) 
of all lower (upper) w-unstable points. 

Proposition 4.4. Let X, 4 and F be as in Theorem 4.2. Assume that every z € X 
has relatively compact orbit. Then we have 

= u{O.,.Y: Y i3 a component of M_},
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and the following statement is valid: 
Suppose x E U_, and let Y be the component of M_ such that x E O.Y. Then there 

exist., a E Y, a	x, such that everi, y € X with a < y < x satisfies also y E Y and 
w(y) =	= {p}. Here p € E is as in Theorem 4.2. 

A corresponding result holds for M and U. 

PROOF. First consider any component Y of M_ and any x E ô,Y. Let (A., B1 ) and 
H = A 1 flB,, I= 1,2, be as in Lemma 4.3. Then Y is a component of W = Int(A2)fllnt(Bi), 
and x € H2 . Since x € a+ Y, we can find a E Y with a z. Lemma 4.3(a) shows that every 
y € X, a < y <z, satisfies also y € Y. Furthermore, we have L(y) = {p} <<(x) for every 
y € Y, by Theorem 4.2(b,c). We conclude that x € U_ and w- (x) = {p} as desired. 

Now consider any x € U_ - Set 

Y0 = {y€ X: p< y <q for some pEw_(x) and q E(x)}. 

Obviously Y0 56 0, and therefore we may apply Prop. 3.6 to obtain (y) = _(z) = {p} 
for every y E Y0 , where p E E. It is now easy to see that Yo C M_. Moreover, the order-
connectedness of X implies that Y0 is connected, and so Yo C Z where Z is a component 
of M_. Let i = r  {(O,X),(X,0)). By Lemma 4.3 with Z in place of Y, there exist 
(A1 , B1 ) € 1', i = 1, 2, such that Z is a component of W = Int(A2 ) fl Int(Bi ) C M. By 
Theorem 4.2(b,c) we have 

w_(x)= {p} C c9_Z C H1 and i..'(x)C8+Z C H2, 

where H, = A, nB,, j = 1, 2. We claim that x € Int(B i )fl H2. 
Suppose not; then we can have only the following alternatives: 
(i) x E A 1 . Then alsow(x) C A i . Hence, w- (x) <(x) implies _(x) C Int(Aj ) which 

contradicts w_(x) = {p} c H1 . We have verified x € Int(Bi). 
(ii) z E W = Int(A2 ) fl Int(B i ). Then either x € M_ or else x € M+. In either case 

x € A = A_ fl A.. by Theorem 4.2(b), a contradiction to x E U_ - 
(iii) x € Int(B2 ). Then w_(x) C B2 . Hence, u;-(x) <<,(x) implies w(x) C Int(B2) 

which contradicts ,(x) C H2. 
We have verified x € Int(Bi ) fl H2 . By Prop. 3.6 we can find a E X, a Z x, such that 

(y) = {p} for every y  X, a < y <x. We may choose a with a E Int(Bi ); hence a € W. 
Let Y be the component of M containing a. Since X is order-connected, there exists a simply 
ordered, compact arc J C X with endpoints a and x. Observe that J \ {x} C W C M 
forces J \ {x} C Y, whence x € OY. We claim also Y C M_. Indeed, if Y C M then 
Theorem 4.2(b) entails x E A_ which contradicts x E U_. We conclude that x € ô+Y for 
some component Y of M_. This completes our proof.	 I 

Even more can be said about the structure of the sets U_ and U+ when X C V:
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Corollary 4.5. Let X be an order-open and order-connected subset of a separable 
strongly ordered vector space V, and let c1 : x X -i X satisfy (). Assume that every 
X E X has relatively compact orbit in X. Then M has at most countably many components, 
and U_ is the union of at most countably many Lipschitz manifolds of codimen,ion one in 
V. Each of these manifolds has the form O+ Y, where 1' is any component of M_, and ôY 
is an open subset of .11 where II = A fl B for some (A, B) E r, any given invariant order 
resolution of X. Here H is a Lipschitz hypersurface in V as described in Proposition 1.3. 

A corresponding result holds for 14. 
In particular, if V is a separable strongly ordered Banach space and /A is a Gaussian 

measure on V, then ji(U) = 0 where U = U_ U Ui.. If V = N then U has zero Lebesgue 
measure, too. 

The reader is referred to H-H. Kuo [25] for general facts about Gaussian measures in 
Banach spaces, and to Aronszajn [9] and Phelps [31] for descriptions of their null sets. Some 
additional details about null sets can be found in Hirsch [20, Lemma 7.7]. 

PROOF of Corollary 4.5. We have U_ = U{O+Y : Y is a component of M_) by 
Prop. 44. Here each O+Y is an open subset of some H where H = A fl B for a suitable 
(A, B) e r, by Lemma 4.3(b). The set E is a Lipschitz hypersurface in by Prop. 1.3, 
which is homeomorphic to an open subset of a closed hyperplane in V. It follows that a+ Y 
is a Lipschitz manifold of coclimension one in V. Since V is separable, the open set M can 
have at most countably many components which, of course, are open and belong to either 

or else M, by Lemma 4.1. 
Our claim that p(U) = 0 follows immediately from Hirsch [20, Lemma 7.7(a)].	I 

To state our second result we need the following concept. Given a set Y C X, we denote 
by Arcint(Y) the set of all x E Y such that x e J for some simply ordered, open arc J C Y; 
we call it the arc interior of Y. Observe that Int(Y) C Arcint(Y) provided X is strongly 
ordered and order-connected. We say that Y is arc-open if Y = Arcint(Y). If, in addition, 
T: X -i X satisfies (T), then T is an arc-open mapping: 

Y is arc-open	T(Y) is arc-open. 

(Warning: The arc-open subsets of X do not necessarily define a topology on X, because 
the intersection of two simply ordered, open arcs in X might be a singleton; take X = R2 
as an example.) 

We denote Al = Arcint(X \ M). Our second result is an analogue of a theorem from 
Taká [45, Thm. 5.7] stated for discrete-time semigroups. 

Theorem 4.6. Let X, 4D and r be as in Theorem 4.2. Assume that every x E X 
has relatively compact orbit. Let V be a component of Al such that l' is Li-compact in
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every simply ordered, compact arc J C Y U 3_Y U OY. Then Y and X \ Y are invariant, 
Y C S = S_ fl S and precisely one of the following two alternatives holds provided every 
simply ordered, order-connected subset of E is separable in the relative topology from X: 

(a) w(a 1 ) 36 w(a2 ) for some simply ordered, compact arc L C Y with endpoints 01 and 

02. In this case there exi.,t., a strictly increasing continuous path P I —i X (with it 
image) contained in E, for some nondegenerate interval I C R', with the following property: 

For every z E Y U ô_Y U O.Y there exists a unique r E I satisfying 

gz—+P(r)inX ast —'oo. 

(b) w(a 1 ) = (a2) for every simply ordered, compact are L C Y with endpoints ai 
and 02. in this case, for every x0 € Y and every sequence t i < t2 < - in R satisfying 

tk — oo and 4 x0 - w as k —i co, for some w E X, we have: 

x —' w in .7C as k —. 00, 

for every x E Y U O_Y U ôY. in particular, we have w(x) = xo) C E. 
Furthermore, in both cases (a) and (b), the set Y is order-convex and order-open in X. 

Finally, if Z is another component of A( such that 4(Y) fl Z 94 0 for some r E R . , then 

(Y) c Z = Y -

PROOF. Since 4D is continuous and strongly increasing, the set $(R x Y) = 

t E R') is connected and arc-open and satisfies Y C 'I(R. x Y) C N. But Y is a component 
of/i forces $(R x Y) = Y, i.e., Y is invariant. 

To prove the invariance of X \ Y we need the fact that Y is order-open in X which 
will be verified in the proofs of Alt. (a) and (b) below. We combine this fact with the 
order-continuity of each $, t ER, to conclude that also 

y# ={xEX: O(x)flY0)=Uj>o'(Y) 

is order-open. Consequently, Y C	C Al because X is order-connected. Moreover, Y# 
is connected since Y and every orbit are connected. Thus, Y is a component of N forces 

= Y, i.e., X \ Y is invariant. 
Suppose there exists z € Y \ S. Hence, x € J for some simply ordered, open arc J c Y. 

We may assume x E U_, the case z € U+ being analogous. By Prop. 4.4 we have also 
x € O+Y' for a suitable component Y' of M, and there exists a' E Y', a' << x, such that 
every y' € X with a' < y' < z satisfies also y' E Y'. In particular, J fl Y' 54 0 which 
contradicts J C Y C X \ M. We conclude that Y C S as claimed. Next we prove the 
alternatives (a) and (b). 

(a) Assume w(a 1 ) 96 w(a2 ) for some simply ordered, compact arc L C Y with endpoints 
a i and 02 (a <a2 ). Then we may apply Prop. 3.10 to obtain the existence of an ui-limit 
fibre FL of L such that FL C e and for every x E L: 

w E FL as t —4 00.
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Let .F denote the collection of all simply ordered, compact arcs F C E containing FL. We claim that F1, F2 € F	F1 U F2 € F. Indeed, pick any F1 , F2 E F and set 

a,=r niin(F1 ) and /3, =max(F1 ) for i=1,2. 

By Taká [43, Thm. 1.31 or [45, Theorem 2.5(a)], the order interval [a,, /3,] is attracted by the set F,, i = 1, 2. Hence, F1 fl[a2 , 132 1 C F2 and F2 fl [a i ,$1 ] C F. These inclusions force either a a2 or else a 1 > a2 , and either 6 S 62 or else /3 > 02, and consequently, also 
F1 U F2 € F. From the properties of F we deduce that the union P = U{F: F € F) 
is simply ordered and order-connected. Obviously P C (, and so P is separable by 
hypothesis. It follows from Wilder [47, Chap. I, Thin. 11.121 that P = Image(P) where P : I -. X is a strictly increasing continuous path defined in a nondegenerate interval 
IcR'. We claim: 

P attracts Y. Proof: Set Y* ={y€Y: 'Zgy —.pEP ast—.00}. 
Since Y is connected, it suffices to show that Y' is both open and closed in Y. Observe that L C Y by our construction of P. Moreover, the entire order interval [a,, a2 ] is attracted by P, as a simple consequence of Taká [43, Thm. 1.31 or [45, Theorem 2.5(a)]. 

Pick any y E Y. Hence y E J° for some simply ordered, compact arc J C V with endpoints a < 6, where .1° = J \ {a,b}. Then either u(x) = u(y) = p € P for all z 
or else there exists an u-limit fibre Fj of J such that Fj C E, by Prop. 3.3 and 3.10. Since 
P € Fj fl P	0 1 our definition of F implies F., c pe Thus P attracts the order interval
[a,b], where a<y.(b 
and 4D, a	1',u	§ 1 v < ,b. We conclude that 11u , v]] is attracted by P. In particular,
V is open in V. 

Now consider any y E CI(Y) fl Y. Using the same arguments as above we can find 
u, v € X such that u < y 4 v and [[u, v]J is attracted by either u(y), or else by an u-limit 
fibre F., C E. Choosing any y' € YO fl [[u, v]] 0 we arrive at either u(y) = u(y') = p' E P, or else Fj C P. In either case u(y)p€ P, and so y€ V. Thus, V is open and closed in Y, and V' j4 0, whence V = Y as claimed. 

To prove that V is order-convex we fix arbitrary u, v E Y with u < v. As above 
we apply Taká.e [43, Thm. 1.3] or [45, Theorem 2.5(a)] to conclude that the entire order 
interval [u, v] is attracted by either a simply ordered, compact arc or a singleton P' C P. 
In particular, is u-compact in [u, v]. Combining these facts with Prop. 3.6 and the order-
connectedness of  we arrive at u E S.f , v € 5_ and (u, v) CS where (u, v) = 
Now choose any x e (u, v). Hence, x € J° for some simply ordered, compact arc J C [u,vJ with endpoints u and v, where J° = J \ {u,v). We claim J° C X \ M. Suppose not, i.e., there exists y € J° fl M y6 0. Let V' denote the component of M containing y, and set K = J fl Cl(Y'). By Lemma 4.3, K is a simply ordered, compact arc with endpoints u' and V I , and K° = K \ {u', v'} C V'. Since u, v € Ar = Arcint(X \ M), we must have u', v' E J° C S. Also u' E 5_Y' and v' E 19+ Y' provided u' <vt . It follows that a- Y' fl S 34 0
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and 0+ Y' n  74 0, a contradiction to Prop. 4.4. We conclude that J° C X \ M as claimed. 
Consequently x E N, and so x E Y, because J C Y. We have proved that Y is order-convex. 

To prove that Y is order-open in X we fix any y € Y. Hence, y € J° for some 
simply ordered, compact arc J C Y with endpoints a < b,where J° = J \ ( a, b). By 
the order-convexity of Y, the entire order interval [a, 6) is attracted by either a simply 
ordered, compact arc or a singleton P' C P. Obviously, the same is true of [4ia,ibj, 
as Y is invariant. Since 'P 1 a < 421 l y o 4b l b we can find u, v E X such that u	y <<v 
and 1 a << '}' u 41' 1 v b. From Z [u, v] C Y we deduce that [u, u] C X \ M, and 
consequently also [[u, vi] C Y by the order-connectedness of X combined with y E [[u, v]]flY. 
We conclude that Y is also order-open. 

Now we are ready to prove that P° attracts also O_Y and O+Y. Both cases are analo-
gous; we prove only 

P' attracts O_Y. Proof Pick any z E 8_Y. Since Y is open and order-convex, there 
exists a sequence x >> z2 > > z satisfying x,, € Y and x, —i x. Hence, we can 
construct a simply ordered, compact arc J C X with endpoints x and ii such that x,, E J, 
n € N. We have J \ {z} C Y by the order-convexity of V. Then 4D is -compact in J 
by hypothesis, and consequently, either x € S. or else z € (4. The case x E (4 is easily 
excluded by Prop. 4.4 and Y C S fl (X \ M); so x € 5+. In particular, the sequence 

= p € P has a limit p € X which satisfies also p, \ p and (z) = (z) = p. Our 
definition of P forces p E P. We have proved that P attracts 0_V. 

Finally, let Z be another component of N such that 4'(Y) fl Z 0 for some T E R. 
Since r(Y) C Y, we have also Y fl Z 9k 0. It follows that r(Y) C Z = V as desired. 

(b) Assume w(a l ) = w(a2 ) for every simply ordered, compact arc L C V with endpoints 
a i and 02 (a <a2 ). Now fix any 20 € V and any sequence 1 1 <t2 < in R. satisfying 
t k —i oo and

— w as k ---+ oo, for some w € X. 

We claim: 
w(zo) CE attracts Y, and for every z € V we have 4z — w as k —i oo. Proof: Set 

Y ={y€Y: w(y)=w(x0 ) and	y -.--- w ask —+oo}. 

Similarly as in (a) it suffices to show that Y is both open and closed in V. This is easier 
when we first show that Y is order-convex in X. Pick any x, y € V°, x < y. Then for 
every z € [z, y] we have x) :5 (z) :5 w(y) whence (z) = 4.Y(XO), and 4D t , z —.1 W as 
k -. 00. Hence z € V', and Y is order-convex, by the order-connectedness of X. 

V is open in X: Pick any y E V. Choose J as in the proof of (a). Then w(a) = 
w(b) w(y) = w(x O ), and so a, 6€ Y. Hence [a, b) C Y. Again, we find u, v E X such 
that u g y	v and 4 1 a < 4D l u << v < '1 1 b. We conclude that (u) = w(v) = 
and D t ,x —* w as k —+ no, for x E [u,v]. In particular, we have [[u,v]] C Y since X is 
order-connected.
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Y * is closed in Y: Take any y E Cl(Y C ) fl Y. Again, we find u, v € X such that 
y v and w(u) = w(v) = t(y). Choosing any y' € ye fl [[u, v]] j4 0 we arrive at 

(y) = w(y') = L,(xo) and all Iy', O t , u, 4v and 4y converge to w as k -i no. Thus 
y 6 Ye. 

We have proved Y = Y, and Y is order-convex and order-open. In particular, w(x 0 ) C 
E by Prop. 3.3(b). The remaining part of the proof of (b) is an almost word-by-word 
repetition of the proof of (a) upon replacing P by ,(xo), and 1, (t € R) by (D I . (k € N), 

resp. We have completed the proof of our theorem.	 I 

Under a mild additional hypothesis on a given component Y of H, called order-quasi-
boundedness, the order structure of Y and OY is similar to that of a component of M and 
its boundary in Lemma 4.3. A set Y C X is called order-qua,ibounded if for every x E Y 
there exist a, b  X such that a x band EL— oo , a ) n Y C {a} and [b,00])fl Y C {b}. It 
is easy to see that every order-bounded set is also order-quasibounded. On the other hand, 
let X = V and '1' : R!. x V -i V satisfy (V) and (4), and let r be an invariant order 
resolution of V. Consider any (A,, B.) E r, i = 1, 2, such that A 1 C A2 . Then the set 
A2 fl B1 (and any of its subsets) is order-quasibounded, but A2 fl B1 is not order-bounded. 

Corollary 4.7. Let X, Phi and r be as in Lemma 4.3. Assume that every x € X has 
relatively compact orbit. Let Y be a component of/i .such that Y is order . quasibounded and 
4' is -compact in every simply ordered, compact are J C Y U _Y U O+Y. Then there exist 
(A,, B I ), (A2 , B2 ) €r such that A 1 CA2 and Y is a component of Int(A 2 )fllnt(B1 ). In 
particular, also the statement,, (a), (b) and (c) from Lemma 4.3 are valid. 

Remark. Observe that in this corollary we have dropped the separability hypothesis 
on every simply ordered, order-connected subset of E required in Theorem 4.6. Therefore, 
at this moment we know only that the set P defined in the proof of (a) in Theorem 4.6 is 
simply ordered and order-connected. However, when Y is order-quasibounded, the path P 
in (a) still exists, as it follows from our proof of Corollary 4.7 below. 

PROOF of Corollary 4.7. Let us fix an arbitrary x0 € Y. Since Y is order--
quasibounded and X is order-connected, x 0 is contained in a simply ordered, compact arc 
J c X with endpoints a < b having the following property: 

Ifx € X, and either x <a or x > b, then x VY. 
By Theorem 4.6, the set Y is order-convex and order-open, and hence, the set J' = 

J fl (Y U 8_Y U O.f ),) is again a compact arc with endpoints a' € 3_Y and b' € 8+1' 
satisfying J' \ {a', b'} C Y. Consequently, without any loss of generality we may assume 
that a E OY, b  ôY and ro E J° = J\ la, b) C Y. Observe that a,b M. Thus, the
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sets

r'={(A,B)eI': aEH=AflB} and r2={(A,B)Er: bEH=AflB) 

are nonempty, disjoint and A' C A2 whenever (A, B') Er', i = 1, 2. We define 

A!1 = fl{ A: (A, B) E I"}, and B = U{Int(B): (A, B) E 
A' = U{Int(A): (A, B) € I2), and B2' = fl(B: (A, B) E 

and set
A, = A',, B1 = Cl(B',), A2 = CI(A), B2 = B 

and W = Int(A2 ) fl Int(B1 ) = A', fl B. Using the same arguments as in the proof 
Theorem 2.2 we deduce that (A,, B,) € P and A 1 C A' C A2 C A2 whenever (A', B') € 
for i = 1, 2. It is obvious that J° is contained in a component W' of W. Since X is ord 
connected and W is order-convex and order-open, also W' is order-convex and order-opt 
Note that J° C Y fl W'. We apply Theorem 4.6(a,b) to conclude that J is attracted 
either an -limit fibre F of J in which case F C P as in the proof of Theorem 4.6(a), 
else to (x0 ) as in the proof of Theorem 4.6(b). We set K = F if (a) holds, and K = 
if (b) holds. We claim that 

K aUrizcL, W'. Proof: Denote W {z E W': (x) C K}. Since J° C W and W' 
connected, it suffices to prove that W* is both open and closed in W'. Similarly as in t 
proof of Theorem 4.2(b) one first shows that W is lower and upper closed in W', and th. 
W* is open and closed in W'. We leave the details to the reader. Now we can prove 

K attracts W' U &.W' U 8+W'. Proof: Consider any x E a- W'; the case x E 8.W' 
analogous. Then w(x) 15 (y) C K whenever x <y E W', and w(x) C H,. Distinguishi: 
between the cases K = F in which case F is a simply ordered, compact arc with endpoiii 
in H, and H2 , and K = w(xo) in which case w(x 0 ) C H, (1 H2 , we arrive at w(x) = K n  

In particular, we conclude that ' is u-compact in W' U a- W' U i9+ W', and W' C S 
S_ fl S, 3_W' C S.f , 8+W' C S_. Hence, W' is a connected subset of N = Arcint(X\M 
and therefore W' C Y. We claim also 

Y C W'. Proof: Suppose not, i.e., there is I/o E Y \ W'. Similarly to x0 E W', also y, 
contained in a component W of the set U = Int(C2 ) fl Int(D i ) where (C,, D) € F, i = 1, 
are defined for I/o exactly as (A,, B,) for x 0 . By our definition of J, a, band (A 1 , B1 ) for x 
we must have a E C1 and b € D2 whence A, C C, C C2 C A2 . It follows that U' satisfi 
not only U' C Y, but also U' C W. Thus, we have shown that W' c Y C 14' which forcu 
Y = W', because W' is a component of W, and Y is connected. So Y C W' must hold. 

We have proved that V is a component of W = Int(A 2 ) fl Int(B,) as desired. Now 
can prove (a), (b) and (c) from Lemma 4.3: 

(a) The same as in Lemma 4.3(a). 
(b) We have ÔY C X \ (M U N). Since X is locally connected, so is W. Henc 

ÔY C oW = H 1 U H2 because Y is a component of W. Similarly as in Lemma 4.3(b) w
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conclude that 0_Y is an open subset of E 1 , and O+Y is an open subset of H2 , whereas 
Fr(Y) = OY fl H 1 fl H2 is closed in X. 

(c) The sets Y and X \ Y are invariant by Theorem 4.6. The invariance of 0_Y, a+ Y 
and Fr(Y) is proved exactly as in Lemma 4.3(c). This completes the proof.	 U 

Our last result in this section is a consequence of Theorems 4.2 and 4.6. It provides 
valuable information about the domain of attraction of the j-limit sets and fibres obtained 
in Theorems 4.2 and 4.6(a,b): 

Theorem 4.8. Let X and 4' satisfy (X) and (4'), and let X be locally connected, 
strongly ordered and order-connected. Assume that 4' is i.i-compact in every simply ordered, 
compact arc J c X. Define K C X by one of the following three alternatives: 

(1) K = {p}, for some p E En A112; 
(ii) K = P, where P is a maximal subset of E with the following property: P' is 

the image of a strictly increasing continuous path F: I -. X defined in a n&ndegeneraie 
interval ICR'; 

(iii) K = w(x0 ), for some xO E A112 such that w(x0 ) C E fl (U2 U 0_U U OU). 
Finally, let r be any invariant order resolution of X. Then there exist (A 1 , B1), 

(A2, B2 ) E r u {(ø,X),(X,0)} such that A1 C A2 , D(K) C A2 n B1 and Int(V(K)) is 
a nonempty union of some of the components of the set W = Int(A2 )nlnt(B1 ). In particu-
lar, V(K) is order-convex, 0_D(K) C H1 , 0+D(K) C H2 and Fr(D(K)) c H1 n '2, where 
H, = A, n B,, i = 1, 2. Furthermore, for each of the three alternative, above, respectively, 
we have:. 

Alt. (i): PEA ==:> K C W, pE A\A_	K C 0_W, andp E A_ \A+ . K C 

OW; in all these cases Int(D(K)) is connected. 

Alt. (ii): K C W U O_W U OW; the set Int(V(K)) is connected. 
Alt. (iii): K C Fr(W). 

PROOF. Since a x < b in X implies w(a) :5 w(x) :5 w(b), we obtain that D(K) is 
order-convex in X, cf. Taká [43, Thin. 1.3] or 145, Theorem 2.5(a)] for Alt.(ii). It is easy 
to deduce from Theorems 4.2 and 4.6(a,b) that there exist a, b E D(K) satisfying a << b. 
Consequently, [a, b) C D(K) entails Int(V(K)) 36 0. Next we denote 1 = I' U {(0, X), (X, O)} 
and

rK = { (A,B)€ r: AnBnD(K) 0). 

Observe that our choice of K combined with Def. 2.1 imply K C (X \ M) fl D(K) where 
X\MU{H=AflB: (A,B)Er}. In particular, I'K O, and sowc may define 

C, = fl {A: (A, B) € rK},
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D = U{Int(B): (A, B) E rK}, D 1 = Cl(D), 

C = U{Int(A): (A, B) E rK}, C2 = Cl(C), 

D2 =fl{B: (A,B)EFK} 

and set U = Int(C2 ) fl Int(Di ) = , c2l fl Di and U = C2 fl D 1 . Using the same arguments 
as in the proof of Theorem 2.2 we arrive at (C,,D,) E t', i = 1,2. It is obvious that 

K c(X\M)flD(K) cU. 

As far as M nD(K) is concerned, we combine Theorem 4.2 with Lemma 4.3 to obtain 
the following results for each of the alternatives (i), (ii) and (iii), resp.: 

Alt. (i): There exist (C11 ,D11 ), (C12, D12) E I' such that C C C12 C C1 and 

M n V(K) c U1 = Int(C12 ) fl Int(Dij ) C M, 

and similarly, there exist (C21 , D21), (C22, D22) E i' such that C2 C C21 C C22 and 

M_ fl D(K) C U2 = Int(C22 ) fl Int(D21 ) C M. 

More precisely, if p E A = A_ n A+ then M+ n V(K) 96 0 and M_ fl V(K) 96 0, and 
consequently K = {p} C 8+U1 fl 8_U2 . If p E A.4. \ A_ then M fl V(K) = 0 (we take 
C11 = C12 = C1 ) and M_flD(K) 0 0, and consequently K C 8_U2 . The case p E A_\A.,. 

is analogous. Thus, in all these cases we have (C12, D12), (C21 , D21) € rK which forces 
C12 = C1 and C21 = C2 . We set (A 1 , B,) = (C, 1 , D) for i = 1, 2. 

Alt. (ii): If P is an open arc, then M fl D(K) = 0, and we set (C,,, D11) 

(C5 , D1 ), i,j = 1, 2. If P possesses a minimal and/or a maximal element c and d, resp., we 
can handle it in the same way as p in Alt (i). For instance, if M+ fl D(K) 0 then c E P 

and M fl D(K) = M+ fl D(c), where c € A_ \ A+, and we choose (C11 , D35 ) exactly as in 
Alt. (i) with C12 = C1 as a consequence. In any case, we set (A1 , B5 ) = (C11 , D 55 ) again. 

Alt. (iii): We must have M flD(K) = 0 since (x0 ) C X \A112 . We set (C,,, D11 ) = 

(C1 , D) for i,j = 1, 2, and (A,, B1 ) = (C1 , D1). 
For all alternatives (i), (ii) and (iii) we obtain D(K) C W = A 2 fl B1 as desired. Now 

consider any component Y of W such that Y* = Y fl D(K) 96 0. We claim that Y = Y. 
It suffices to show that Y is open and closed in Y. Similarly as in the proof of Theorem 
4.2(b) we only need to prove that Y is both lower and upper closed in Y. Both proofs 
being analogous, we prove only 

Y is lower closed in Y. Proof: Fix any x E Y and y E Y such that x < Y. Hence, 
L(X) <(y) c K and '(x) C W = A. fl B 1 . Suppose w(x) K; hence w(x) <(y) by 
Prop. 3.3, and also w(x) fl K = 0 by our choice of K. It is obvious that x V U = C fl D, 
see our definition of rK. So we must have x E C1 . Thus, w(x) C Ci together with K C 
U C2 n D 1 . But also x E W = Int(C22 ) fl Int(D ii ), and therefore x E C1 fl Int(Dii ) j4 0. 
This is possible only if C11 0 C1 . Hence, Alt. (iii) is excluded right away, and in Alt. (ii) 
the set P possesses a minimal element c. In Alt. (i) we set c = p. So in Alt. (i) and (ii)



310 P TAKAC 

we arrive at c E £ and {c} = K fl C1 , whence w(x) C Int(C1 ) by w(x) < c < w(y). This 
forces x E U1 = lnt(C1 )fllnt(Dii ) CM, and sorE M_ and c  U_ by Theorem 4.2(b) 
and Lemma 4.3. We conclude that M+ fl V(K) = M fl V(c) = 0 in which case we have 
defined C11 = C1 . In particular, U1 = 0 contradicts z € U1 , and consequently, also Alt. (I) 
and (ii) are excluded. We have proved w(x) C K, and so Y is lower closed in Y. 

We have verified also Y = Y C V(K). This implies that V(K) fl W is a nonempty 
union of some of the components of W which, in turn, shows that this union coincides with 
lnt(V(K)). In particular, we have O_V(K) C H1 , O+D(K) C H2 and Fr(V(K)) C H 1 fl H2. 
In Alt. (i) and (ii) we have even K C Y0 U O_Y0 U ô+Y0 where Yo is a component of 
Int(D(K)). We need to show Y0 = Int(D(K)). So fix any z E Int(D(K)). Observe that 
O(x) is connected, O(x) C Int(D(K)) and there exists r € R',. such that either Z',.x z 
and pz for some pE K and z E Yo, or else 4'x >y and q' y for some q E K and 
y E Y0 . Hence, x € Y0 , which forces z € Y0 , i.e., Y0 = Int(D(K)). We have proved that 
Int(D(K)) is connected in Alt (i), (ii). All remaining claims have already been proved. • 

Remark. Our hypotheses imposed on X in all results of this section, except for Corol-
lary 4.7, are easily satisfied when, for instance, X is a nonempty, order-convex and open 
subset of a strongly ordered vector space V satisfying (V). If X = [[a, b]]v, for some 
—00 0 4 b < 00, is an open order interval in V, then X satisfies also the hypotheses of 
Corollary 4.7 with Y order-quasibounded, an arbitrary component of H = Arcint(X \ M), 
whenever a, b € Clv(M). Observe that a € Clv(M), and analogously for b, means that 
precisely one of the following three alternatives must occur: 

(1) There exists bo € V, a c b0 b, such that, for all x e [[a,bo]]v with Clv(O(x)) 
compact, we have 4x —* bo in V as t —+ 00. If b= b we may set t t b = 6, t E R, thus 
extending	to X U {b}. 

(2) There exists ao € V, a < ao :!,^ 6, such that, for all x € [[a,ao]]v with Clv(O(x)) 
compact, we have Iz —i a in V as t —i 00. We may set a = a, t € R4. 

(3) There exists asequence a € X \ M such that a+j a,, and [[a,,+i,a,,]]vflM j4 0 
for each n E N, and a n —i a in V as n —i 00. Again, we may set 'I a = a, t € R. If, in 
addition, O+(x) is relatively compact in X for each x € X, then we can choose each an E E 
by induction on n, cf. Theorem 4.2(b). 

The case a = —co and an < na 1 4Z 0 E V for some an E M, n E N, can be treated 
similarly as a € V, except for (2) which cannot occur. The case b = co is analogous. We write 
shortly a, 6 € CIv.(M) if these cases occur, where V# = V U {—oo, oo) has the topology 
defined by all open subsets of V and all sets [[—co, d]]v U{—oo) and [[c, co]Jv U{oo} together 
with their unions and finite intersections, for c, d € V. Thus, Y is order- quasibounded in 
X = [[a,b]]v whenever a, b  Clv.(M). 

Throughout the remaining part of this section we denote by d a metric for X and by 
d a metric for X, the space X with the order topology. We assume that d is an ordered
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metric: If u < a < b < v in X then d(a,b) < d(u,v). For instance, when X is an open 
subset in a strongly ordered topological vector space V and e E Int(V+), then the metric 
(x,y) = Ix — vL derived from the ordered norm I on V, cf. Section 1, is an ordered 

metric for X. 
We say that two points z,y E X are asymptotic if t($ 1 x, 4,gy ) — 0 as t —+ 

shortly z -'-. y. Clearly (x) = (y) whenever x, y E Xo and x .- y. 
Making use of the ordered metric d for X we can state the following trivial result which, 

however, is very useful for alternatives (i) and (iii) in Theorem 4.8. 

Corollary 4.9. Let X and 4' satisfy (X) and (4'), and let X be strongly ordered. 
Assume that x, y E X have relatively compact orbits in X and satisfy r <y and w(z) = w(y). 
Then x y and also d(4'u,4'gv) —. 0 as t —' oo uniformly for all U, V E [x,y]. 

In particular, if either Alt.(i) or Alt.(iii) occurs in Theorem 4.8, then we can take any 

x, y E V(K) with z <y. 

5. Some convergence results 

Throughout this entire section we assume that X and 4, satisfy (X) and (4,), X is locally 
connected, strongly ordered and order-connected, and 4' is w-compact in every simply or-
dered, compact arc J C X. In particular, we have X = S_ U U_ = S. U U.., disjoint 
unions. The set U = U_ U 14 of all w-unstable points was described in Proposition 4.4 and 
its Corollary 4.5. It turned out that U is, roughly speaking, by one dimension smaller than 
X.

The main purpose of this section is to investigate the u-limit sets of w-semistable points, 
i.e., w(x) for x E S112 = S_ U S i.. Namely, very little can be said about w(x) when 

E U_ fl U as it is shown by an example of Smale [37]. This example is constructed for 
competitive systems of autonomous ordinary differential equations; it provides an attractor 
of codimension one with arbitrary dynamics. A time reversal yields an irreducible coop-
erative system of autonomous ordinary differential equations with arbitrary dynamics in 
U2.

Now we can state our result which was proved already in TakiZ 145, Thin. 7.11 with a 
slightly weaker conclusion. 

Theorem 5.1. Let X and 4' satisfy (X) and (4'), and let X be locally connected. 
strongly ordered and order-connected. Assume that 4' is u-compact in every simply ordered, 
compact arc J cx. Then, given any x E S112 , precisely one of the following two alternatives 
is valid: 

(i) ,(x) C S1 12 in which case (x) = {p} for some p E e;
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(ii) w(x) C U2 in which case w(x) C E and x E .4112. 
In particular, every x E S1112 is quasiconvergent, i.e., w(x) C E. 
If, in addition, X and V, X C V, are as in Corollary 4.5, then every non quasiconvergent 

point x E X satisfies z E U2 where the set U2 = U_ fl 14 has been described in Corollary 
4.5; its Gaussian measure is zero if V is a separable strongly ordered Banach space. 

PROOF. Fix any x E S112 and z E w(z). We will inspect the following two alternatives: 
(i) z € 51/2 = S_ US; we will assume z € S_ since the case z E S is analogous. 
(ii) z €112 = U_ nU. 
From now on we treat each alternative individually: 
Alt. (i): Let z E S_. By our hypotheses on X, there exists a simply ordered, compact 

arc J C X with endpoints z' and z such that z' <z. Since w(z) is totally invariant and 
strongly increasing, we may assume that J is ordered by <,i.e., a < 6 in J implies a < b. 
It is also easy to see that we can choose z' so close to z that either 

(a) J\ {z} CS, or else 
(b) there exists a sequence y <y	 in J n  such that y',, -. z. 
Case (a): By Prop. 4.4, there are only two possibilities left: 
(a1) z E .4_ in which case we can choose z' so close to z that .(z') = w(z). 
(a2) z E S. \ -4_ in which case J has an w-limit fibre F, cf. Lemma 3.8. 
Suppose (a,) holds. Since z' 4 z E w(r), we can find t € R. such that z' << 4z. 

Consequently (z) = (z') :5 (x), and obviously w(z) C (x). But (x) is unordered 
forces w(z') = w(z) = w(z). Next z' z € w(z') shows that z' 4i,Z' for some s > 0, 
i.e., z' € M. Hence, w(z') is a single equilibrium, by Prop. 3.1. In particular, we obtain 
w(x) w(z') E A_ and x E A_. 

Suppose (a2 ) holds. The same argument as in (as) yields w(z') < w(x), and also 
w(z) C w(x). By Prop. 3.10, the set U w(y) = F C E is the only w-limit fibre of J. We set yE) 
M = {w E F: w	(x)). Observe that p' € M where p' <p are the endpoints of F; also

w(z') = p' and (z) = p. The compactness of w(x) shows that q = max(M) exists in Al. We 
must have q = p E (x), since otherwise q <(x) would force q = 1 q << ,(z) = 
thus contradicting the maximality of q in M. We arrive at w(x) = p since w(x) is unordered. 
In particular, we obtain (x) = p € S_ \ A_. Thus, we are done with Case (a). 

Case (b): By Prop. 4.4 we have U C O_M U OM. Hence, given rz E N, we can find 
yn € J fl M such that y,_, << y, < y,; hence y,, -' z. Passing to a subsequence of 
{} C J, if necessary, we may assume 1/1 !h z and either {y,., : n € N} C M_ 
or else {yn: n E N} C M. Similarly as in (a i ) and (a2 ) we obtain (y,,) <w(x), Ti E N, 
and also w(z) C w(x). Since z E S_, we have 

w(z) = w_(z) = fl,Cl U	w(y,,) 

by Corollary 3.5. It follows that w(z) <,(x), and also w(z) C w(x). Thus,	z) = w(x) 
because w(x) is unordered. Furthermore, each i,(y,,) = {p,,} C E fi -41/2 and y E A, by
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Theorem 4.2. Obviously p :< p2 < •.. is a relatively compact sequence with the limit 
p=w_(z)EeflS_. We obtain w(x)=p€S_\A_. We are done also with Case (b). 

Alt. (ii): By Alt. (i) we have not only z E U2 , but also (x) C U2 since z E x) is fixed, 
but still arbitrary. Finally, x E A_ follows from x E S_ combined with &(y) w(x) C U2, 
for all y E X, y < x. Hence, s..(z) C I by Prop. 3.3(b). Our theorem is proved.	I 

Remark. Alternative (ii) in Theorem 5.1 seems to be impossible to investigate on 
a computer since computer errors will cause the convergence of the iterates x, 4',.z, ..., 

to one of the equilibria p and q, by Prop. 4.4 combined with Prop. 3.1. Here, 
T > 0 is a fixed time-step, and p (q, resp.) attracts the component Y of M_ (Z of M) 
satisfying (x) C äY fl i3_Z. Fortunately we know that i(x) C I. But not only that, even 
w(x) = {p) c I, for every x E $112, was proved recently by Smith & Thieme [42, Prop. 2.2] 
under the following additional C'-differentiability and spectral hypotheses on 4': 

(D) X C V where (V, fl) is a strongly ordered Banach space, and there exists r > 0 
such that 4',. : X —i V is continuously Fréchet differentiable on X, i.e., there exists a 
continuous mapping 4'.: X -. £+(V), valued in the cone of all positive continuous linear 
operators on V, such that 

4',.x —4',.zo = 4'.(zo)(x —ro)+77(x,xo)IIx — xoII 

for x, xo E X, with II7(x,xo)Il —'0 as x —' z0. 
() For any p E I satisfying e(p) spr(4'.(p)) ^! 1, p(p) is a pole of the resolvent of 

4',.(p) with finite rank and with geometric multiplicity one, and ((p)I — $',.(p))v = 0 for 
some v E Int(V+). Here r > 0 is as in (D). 

Here spr(L) denotes the spectral radius of L € £(V). If an isolated point A € C of 
the spectrum of L € £(V) is a pole of the resolvent of L with finite order, we define the 
rank of A by m,.(A) = dim k-i Kernel((AI — L)k ) , and the geometric multiplicity of A by 
M9 (A) = dim(Kernel(AI — L)); thus m9 (A) :5 Mr(A) <00. 

Observe that (E) is satisfied if, for instance, for any p e I satisfying g(p) ^! 1, 4'.(p) is 
compact (i.e., completely continuous) and strongly positive, by the Krein-Rutman theorem 
(cf. Deimling [10, Thm. 19.3]). This is a standard situation for irreducible cooperative 
systems of ordinary differential equations and semilinear parabolic partial differential equa-
tions, cf. Smith & Thieme [42, Sec. 3]. Also notice that if p E I satisfies (p) < 1, then 
P E A. 

The following result is a direct consequence of our Theorem 5.1 combined with Smith 
& Thieme [42, Prop. 2.21: 

Theorem 5.2. Let X be an open and order-convex subset of a strongly ordered Banach 
space V which is also normally ordered, i.e., V = V also topologically. Assume that 4 

21	A,ialysis. Bd. 10. Hell 3 (1991 )
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satisfies (4') and is .,-compact in every compact subset of X. Finally, suppose that both (D) 
and (E) hold. Then w(x) is a single equilibrium for every z E S 1 ,2 . Furthermore, we have 

U2 = X	C U_ UU.4. C OM C 8(Int(A)) 

and, in particular, Int(S) is dense in X, cf. Proposition 4.4. 
If, in addition, V is separable, then U2 C U = U_ U 14 where both U_ and lA are 

the unions of at most couniably many Lipschitz manifolds of codimension one in V, ci. 
Corollary 4.5. 

The density of Int(S) in X was proved also in Smith & Thieme [42, Thm. 2.6] by 
different methods inspired by the work of Poláëik [32] who found sufficient conditions for 
semilinear parabolic partial differential equations to have a dense open set of convergent 

points, i.e., x E X with 4'x - p E E as I -' 00. Except for our results in this article and 
those in Hirsch [21] and Poláik [33], the structure of the Lipschitz manifolds forming the 
sets U_ and U+ as well as convergence properties of 4' on them still remain unknown. The 
following information about the semiflow 4, on U2 is easily obtained by combining Theorem 
4.2 with Prop. 4.4: 

Proposition 5.3. Let X, 4' and r be as in Theorem 4.2. Assume that every x E X 
has relatively compact orbit. Fix any u € U2 = U_ fl 14. Then there exist a component Y 
of M_ and a component Z of M+ such that O+(u)UL,(u) C 8.Yfl8_Z CU2 . Moreover, 

we have O..Y C H1 = A 1 fl B 1 and &Z C H2 A2 fl B2 for some (A 1 , B1 ) er, i = 1, 2, 
with A 1 C A2 , and p 4 w(u) <q where {p) = En &Y C A.4. attracts Y U O_Y, and 

{q} =EnOZ C A_ attracts ZUÔ+Z. Finally, 

H1 fl[p,q]CO+Y and H2fl[p,q]Cc9_Z. 

If, in addition, X is an order-convex, open subset of V where V satisfies (V), and if 
4' j [p,9] is relatively compact in V for every t > 0, then there exist also p' e e n H 1 and 
q' € E fl H2 such that p 4Z p' q' <q. For any such p' and q' satisfying also p' q', we 
have

(o+ (u) Uw(u)) fl [p*, q'] 0. 

PROOF. All claims follow from Theorem 4.2 and Prop. 4.4, except for the existence of 
p' and q' which follows directly from Hirsch [20, Proof of Thm. 10.5] or Taká (43, Lemma 
3.11 or [45, Prop. 2.31.	 1
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