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Regularity of Solutions of the Weak Floating Beam Problem 

K. DOPPEL and B. SCHOMBURC 

This paper describes a weak formulation of the time-harmonic two-dimensional floating beam problem 
in a fluid domain of finite depth. This is a simplified version of the floating body problem which was 
investigated by F. John in his classic papers [9,10] in 1950. Contrary to the integral equation approach 
of F. John we use a Hilbert-space method based on the investigation of a not necessarily positive definite 

sesqiiihinear form. Interior as well as boundary regularity are the main concernsof this paper. Especially 

we show that the solutions lie in a weighted H 2 -space in the neighbourhood of the endpoints of the beam. 
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1. Introduction and statement of the problem 
1.1. We denote by p = (x. y) the elements in the two-dimensional Euclidean 

space R2 . Let !s := Rx] - h,0[ be the undisturbed fluid domain with the bottom 

surface SB R x {—h}. Furthermore, we define for a smooth convex bounded 
domain F in {y > —h} with 1 s fl F 0 0 the disturbed (unbounded) fluid domain 
Q by

fl-1l5\7. 
\Ve call

SI =naF 

the immersed ship hull and

SF = aci \ (7u SB) 

the (unbounded) free fluid surface. Finally, write 

{pI,p2} = 5S1. 

A basic problem in linear hydrodynamics consists in determining the velocity po-
tential of an inviscid incompressible stationary fluid flow in ft It is formulated ems 
follows (cf. F. John [9,10], M. Simon/F. Ursell [IS]): 

Problem A. (Classical formulation of the floating body problem.) Find all 
it E C 2 (cl) fl C(l) such that

10 on Ss 
Au = 0 ill ci, u5 =	f on Sj i  

Au on 

wh.cre u, 1 denotes the outer normal derivative of it to the domain Q, f is a given 
function on the ship lint! 5 1 and A E C . is the wave -number wit/i. l m( A)  ^! 0 (cf. 

Subsection 13).
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Fig. 1 

1.2. In his paper F. John [10], p.50, expressed the idea that the discovery of a 
variational formulation of Problem A could facilitate the existence proof and also 
permit the construction of approximate expressions for the solutions. Therefore in 
K. Doppel [1], K. Doppel/G. C. Hsiao [2] the following weak formulation of Problem 
A was given. Consider the sesquilinear form 

(u,v)E = in Vu . VUdp+ J 
on the Sobolev space H'(fl) where ds denotes the line element on SF . It can be 
shown that (., .) is a well-defined inner product on H'(cl) which is equivalent to 
the usual one (., .) (cf. [2], Section 3, [3] and [61). Then a A ( . ,.) with 

(1.1)	 a(u,v) = in Vu - Viidp - Aj utds 

is a continuous sesquilinear form on H'(Il). Furthermore, for f E L2 (Sj) define (cf. 
Section 4 in [21) the bounded anti-linear form If on H 1 (f) by 

(1.2)	 If  = j ftids. 

Problem B. (Hubert space formulation of the floating body problem.) For given 
I E L2 (S,) and A € C find all u € H'(fl) (weak solutions of Problem A) such that 
aA (u, v) = 11(v) holds for all v € H'(fz). 

Take R = [0, [ and note that Problem B is uniquely solvable for 
A € C \ R (cf. K. Doppel/G. C. Hsiao [2], Theorem 12). In the case A = 0 
one has to restrict the functions f to be in the smaller space L' (Q) and to replace ad 
Hl (fl) by F(l) which is obtained by the completion of the Schwartz space S(S1) 
(cf. M. Schechter [171) with respect to the norm 101, = (fn IV461'dp) 1/2 (for details 
cf. K. Doppel/G. C. Hsiao [2], Theorem 13). 

1.3. In this paper we shall study the regularity of weak solutions of Problem 
B. Since the corners P1,p2 are extremely unpleasant we assume in this note as a 
first step that the unbounded fluid domain f has a smooth boundary. To do so we 
reformulate Problem A in the following way and call this the floating beam prob-
lem. Let f15 be defined as before and fix an open bounded interval ]pi,p2[c R x {0}
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and call it the floating beam. If S1 = IPI,ThE, then f = fZs and Problem A reduces to 

Problem A'. Find all u E C2 (f?) fl C' (Ti) such that 

10 on S8 
(1.3)	 iu=0 in fl,	I	on S1=]pi,p2[ 

.\u on SF, 

where now f is a given function on the floating beam S,. 

Analogously to Problem B we pose 

Problem C. (Hubert space formulation of the floating beam problem.) For given 
I E L2 (S,), Si = ]pl,P2[ and ) E C find all u E H'(fl) (weak solutions of Problem 
A') such that 

(1.4)	 aA(u,v) = lj(v) 

holds for all V € H'(cl 

1.4. In Section 2 we will investigate the regularity of weak solutions of Problem 
C away from the corners PI,Th• Especially, using a bootstrap argument we will show 
(cf. Theorem 2.9): 

The solutions u of Problem C are of class C away from the floating beam. 

Furthermore we have (cf. Lemma 2.14 and Theorem 2.15) 

The solutions u of Problem C lie in H3/2 (1l fl B) for each open bounded B C R2. 
Especially the restrictions u I8fl lie in H(afl). 

1.5. In Section 3 we will study the weighted H 2 -regularity of solutions of Problem 
C in the corners p i , p2 . We remark that in this field the pioneering work was done 
by V. A. Kondrat'ev [12] in the sixtees. He has attracted the interest of quite a 
number of authors to study the singularities of weak solutions of (homogeneous) 
mixed boundary valueproblems at the boundary, especially at corners (P. Grisvard 
[7], A. Kufner/A.-M. Sändig [14], W. L. Wendland et al. [20], V. G. Maz'ja/J.
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Rossmann [16], B. Kawohi (II], J. Weisel (19)). As far as we know inhomogeneous 
mixed boundary value problems, especially of the Robin-Neumann type as Problem 
C, have not been investigated in the literature. 

To be more precise, define the weighted Sobolev space H 2 (fl; p) as follows. Let 
a be a multi-index, i.e. a = (al, a2), ai E N0 , ICil = a l + 02. For a nonnegative 
(positive almost everywhere) measurable function p on Q let us denote by H 2 (1l; p) 
the space of all functions u E H(Q) such that 1. 1 =2 fO Iô'u(p)1 2 p(p)dp < 00. 

Now take the special weight function p,, c > 0, defined by 

(1.5)	 p, (p) = dist(p, {pI,p2})2'l(p)l2, 

where 0 E C°(R2 ) is an arbitrary but fixed test function such that 
{ p 1, p2} C supp . Then we will use the results stated in Subsection 1.4 to prove 
the following weighted 11 2 -regularity (cf. Section 3): 

If  E H312 ( S1 ), then each solution of Problem C lies in H 2 (cl; p,) for all € > 0 

2. Regularity away from the corners 

2.1. First we note that it was shown in K. Doppel/G. C. Hsiao [2], Theorem 9, 
that Weyl's Lemma implies the following interior regularity result. 

Lemma 2.1. Each weak solution of Problem Clies in C(1l). 

2.2. Let us fix some notations. Let R 2. = (p = (x,y)l x E R,y < 0) be the 
lower halfspace and F = (x, y) I y = 01 be its boundary. For a point po E F and 
R> 0 we define 

B(po; R) = { p E R2 I l — Pol < R}, B(po; R) = B(po; R) fl R2. 

and
F(po; R) = F' fl B(po; R). 

Furthermore, let 

XR (po) := {v E H'(B(po; R)) I dist(supp v, ÔB(po; R)) > 01. 

Note that XR (po) fl C°°(R2 ) lies dense in XR (po) with respect to II - II ' . In the fol-
lowing we need the well-known trace theorem. 

Lemma 2.2. Let C C R2 be a bounded domain with boundary ÔC of class C2. 
Then for each s E N there exists a linear bounded trace operator T0 : H3 (G) —* 
H'(ôG) which is onto and fulfils Tocb = c6 IaG for all 0 E C(). Further-
more, ifs > 1 there is a linear bounded surjection T1 : f1 3 (G) —+ H- 12 (49G) with 
Ti çb =	ac for all 0 E C(G). 

For the proof see J. Wloka [21], Theorems 8.7 and 8.8
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2.3. The following lemmas hold. 

Lemma 2.3. Let R > 0, U E H'(B(po; R)) and I E H'(B(po; R)) , s E N0, 
such that

	

JB(po;R)	 B 
Vu . Vt3dp = J(po;R) 

fi3dp Vv E XR(po) fl C°°(R2). 

Then we have
u E H 2 (B(po; R')) YR1 < R. 

For the proof cf. G. Folland [5], Theorem 7.29. 

Lemma 2.4. Let C' be a bounded domain of class C 2 in R . such that r(p0 ; R) C 
OG' for a fixed R > 0 (cf. Fig. 3). Let u E H 1 (G') and b E H'(l'(po; R)) with 
s = k + 1/2, k E N0 , such that 

(2.1)	JG' Vu Vi3dp = Jt8, 
t,btrds Vv E XR(po) fl C°°(R2). 

Then we have u E H 2 (B(po; if)) and therefore T0u E H 3I2 (F(po; if)) for all 
O < R' < R. Especially, if 0 E C(I'(po; R)), then u E C(B(po; R)). 

	

P1	 P2	 r(P2;R)
y sI__oc	

4R) c 

///////////////////// y = —h 

Fig. 3 

Proof. Fix if with 0 < R' < R and numbers R1 , R2 such that R> R1 > R2 > 
M. Next choose a cut-off function ( E C°°(8G') such that 0 < ( < 1 and 

C
 = 1

1 on r(; R1) 
0 on oG'\r(p;R). 

Then (& lies in H'(OG') and by Lemma 2.2 we can find a function 
if E H 2 (G') with T1 (W) = (. For ü := u - 'I' we obtain by partial integra-
tion from (2.1) 

)G' Vi! - Vt7dp = JQ, ,bi5ds - IG' VW . V7dp 

= JG' t,btTds + )GI ATTjdp -
	

T1(W)iJds 

= JSG,(b+JG,p 

= )GI ATFjdp 

31	Analysis. Rd. 10, Heft 4 (1991)



466 K. DOPPEL arid B. SCHOMBURG 

for all v E XR2 (po) fl C°°(R2 ). Since AT E H k (C) we obtain by Lemma 2.3 
ü E H 2 (B(po; R')) and therefore u = it + 'P e H 2 (B(po; R'))I 

As an immediate consequence we obtain 

Lemma 2.5. If u E H 2 (B(po; H')) for all R' < R, then T0u C-
H k+3/2 (r(po;  H')) holds for all R' < R. 

Proof. Fix R', 0 < R' < R, choose R 1 E ]R', R[ and a domain C of class C 2 such 
that B- (po; R') C C C B- (po; H 1 ) and F(po; R') C ÔG. Then u E H 2 (G) and by 
Lemma 2.2 we get T0u E Hk4 3 1 2 (ÔC) c H" 3/2 (r(m; H')) U 

2.4. A direct consequence of Lemma 2.4 is the regularity of the weak solutions 
on the bottom surface S 8 and on the floating beam S1. 

Lemma 2.6. For each solution u of Problem C we have u € C(l US8). 

Proof. Take Po € SB and choose R € JO, h[. Using the change of coordinates p '-
-p - (0, h) we can apply Lemma 2.4 with 0 = 0 and obtain u € C(B(po; R) fl Il). 
Since this is valid for all p0 E S8 we obtain with Lemma 2.1 u € C(1l U SB)I 

On the other hand, we have 

Lemma 2.7. For f E H 312 (Sj) take a solution u of Problem C and a point 
P0 ES. Then u € H 3 (B(po; H)) for all R>0 with dist(B(po;R),81l\S i ) >0. 

Proof. Take Po € S 1 and R> 0 as above. Choose e> 0 such that dist(B(po; H+ 
e),öIl \ S1) > 0, and obtain the assertion by applying Lemma 2.4 
to	I € H3/2 (r(po; R + e))! 

2.5. As a consequence of Lemma 2.4 and Lemma 2.5 we obtain the regularity of 
the weak solutions of Problem C on the free surface Sp: 

Lemma 2.8. Let u be a solution of Problem C. Then u € C(1l U SF). 

Proof. Fix po € SF and take R > 0 such that r(p0 ; R) C SF. Now choose a 
domain C C Il (cf. Fig. 3) with 

(i) r(p0 ; R) C ÔG,	(ii) dist(8C, Si ) > 0. 

Then (1.4) reduces to 

(2.2)	f Vu Vt5dp = )sjuids Vv € XR (po) fl C00(R2)(c H'(cl)). 

First note that Lemma 2.2 implies .\Tou. € H'/2(l'(po; R)), and in view of (2.2) 
Lemma 2.4 gives u € H 2 (B(po; R')). Suppose now that we have u € 
Hc'+2(B_(po; R')) for a k' € No and all R' < H. Then Lemma 2.5 shows \T0u € 
H' 3/2 (F(po; R')) for all R' < R. Applying Lemma 2.5 again we obtain u €
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Hk'+3(B_(po; R')) for all IT < R. Therefore we obtain by induction on k 

u E H 2 (B(po; R')) Vk € N, VW < R. 

Sobolev's_embedding theorem (cf. J. Wloka [21], Theorem 6.2) now shows ti € 
C°°(B(p0 ; R')) for all R' < R. Since po was arbitrary the assertion follows I 

2.6. As a consequence of Lemma 2.1, Lemma 2.6 and Lemma 2.8 we have regu-
larity away from the beam: 

Theorem 2.9. Each weak solution of Problem C lies in C°°(1 U SF U SB). 

2.7. For our main regularity result for the solution of Problem C we need the local 
H'-regularity on 8l, i.e. Ou E H'(afl) for all 95 € C°(ocl). In view of Theorem 2.9 
it is sufficient to prove u € H'(ÔC), where C C fl is an arbitrary but fixed bounded 
domain with C 2-boundary such that 

Si C [pi - (e,O),pz + (c, 0)] c ÔG 

for a suitable e > 0 (see Fig. 4) and to show u € H1(C). 

p1 -C P1	 P2 P2+ 
.—o—:-- Sj O—O--.c-

C 

11111171-777771111111111111111111111117 V
 = - h 

Fig. 4 

To this end we consider the Dirichlet form D : H 1 (C) x H'(C) - C, defined by 

D(u,v) = JVU . VYdp+juiJds 

and denote by < the duality bracket between H 112 (ÔG) and H 112 (OG). Be-
cause of the fact that D is H'(C)-elliptic by the Friedrichs- Poi ncaré inequality (cf. 
J. Wloka [21], Theorem 2.7) and the Lax-Milgram theorem we have: 

Lemma 2.10.	(i) For each tI' € H'/2 (ÔG) there exists exactly one

u E H'(G) such that

D(u,v) =< io,v> 
holds for all v E H I (G). 

(ii) There exists a linear bounded (solution) operator .0 : H -1/2 (W) - H'(C) 
such that 

31*

y=O
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holds for all t E H 1/2 (t9G) and for all v E H'(G). 

Furthermore we have (cf. K. Doppel/B. Schomburg [ 4 1, Theorem 11) 

Lemma 2.11. Let ti, E H"2 (8G), u E H'(G) such that 

(2.3)	
IG 

Vu - Vtdp = JQ t,bJds Vv E C(). 

Then we have u E H2(G). 

Proof. For the given tb E H' 12 (ÔG) there exists a 'F E H 2 (G) with T1 'I' = t by 
Lemma 2.2. For F:= u - 'I' E H'(G) we obtain by (2.3) 

JG JaG !G	
VvEC(). 

Partial integration of the last integral gives 

Jv . VUdp = 
JG	

Vv E 

Since AT E L2 (G) the classical regularity theory (cf. J. L. Lions/E. Magenes 
[151,Ch.2) shows that F E H 2 (G) and therefore u = F + 'P 6 H2(G)I 

Lemma 2.12. The solution operatorr maps IP /2 (ÔG) continuously into H2(G). 

Proof. By the closed graph theorem it suffices to show £(H" 2 (aG)) c H2(G). 
Let 0 6 H' 12 (ÔG). By Lemma 2.10 u	£(0) fulfils 

JVu ViYdp = Jac t,iYds Vv 6 H' (G) 

where := 0 - T0u lies in H' /2 (ÔG) by the Lemma 2.2. Lemma 2.11 gives the 
assertion I 

Lemma 2.13. The operator £ maps L2 ((9G) into H3/2 (G), i.e. £(L 2 (ÔG)) C 
H3/2(G). 

Proof. By interpolation theory (cf. J. L. Lions/E. Magenes [15], Theorem 7.7 
(p.36) and Theorem 9.6 (p.43)) we have for the Sobolev spaces H'(DG),s E R, and 
H'(G),s > 0, 

(2.4)	 [H" (aG), H" (aG)], 12 = H" +32/2(aG), s, > s2, 

(2.5)	 [H" (G), H" (G)], 12 = H" " 12 (G), S1 > S 2 > 0. 

On the other hand Lemma 2.11 and Lemma 2.12 imply 

£([.H"2(aG), H-112(aG)],,2) c [H 2 (G), H' (G)],12, 

so the assertion follows from (2.4) and (2.5), respectively I
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Lemma 2.14. Let t E H' /2 (DC), u e H'(G) be such that 

(2.6) 
JG 

Vu VUdp = leG 
i,biyds Vv E C°°(): 

Then we have u E H312 (G) and furthermore Thu E H'(DG). 

Proof. For the given 0 E L2 (i9G) and a solution u of (2.6) we get 

D(u,v) =	+ Tou)Uds Vv E H'(C). 

Since by Lemma 2.2 b + Tou E L2 (OC) we get by Lemma 2.10 £(t1) + Tou) = u, so 
Lemma 2.13 implies u E H3/2 (G). To continue we get by the properties of the trace 
operator T0 (cf. Lemma 2.2) 

T0 ([H2 (G), Ji'(C)] 112 ) c [H3/2 (OC), H'12(DC)]112 

and by (2.4) and (2.5) the second part of the assertion I 

We are able to prove the announced H(O1l)-regularity of weak solutions of 
Problem C. 

Theorem 2.15; For each solution u E H'() of Problem C we have u lan E 
H(acn. 

Proof. Take the domain C as described at the beginning of Section 2.7. Let 
u be a solution of Problem C. Because of Theorem 2.9 it is sufficient to prove 
u lec E H'(DC). Set ii = u IG(E H'(G)) and define a function	DC - C by 

f	on S, 
(2.7)	 0= Au	on SF fl DC I Un8G on DG\ (SF US1). 

It is clear by Lemma 2.2 and Theorem 2.9 that E L2 (OG). Now take a partition 
of unity {1,2} C C(G) with . '(p) = 1 for all p E 0, where 0 is an open 
neighbourhood of DC \ ( SF U Si ), and supp 0 1 fl S, = 0. Let v E C— (G), define 
vj = Oj v, j = 1,2 and get by Theorem 2.9 

(2.8)	J Vü Vjdp = J	(—ü)i3jdp + J	ü,'i5jds 
G	 supp,	 upp1n8G 

= jbi57ds, 

where the last equality follows from (1.3) and (2.7). On the other hand 

IG 
Vu Vdp = 

JG 
Vu V(xv2)4, 

where XU denotes the characteristic function of Z7. For the last integral we have by 
(1.1), (1.2) and (1.4) 

(2.9)	
JG 

Vu . V(v2)dp =	u v2x cs + j f Dds	- 

= l8	'
G 
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where the last identity follows again by (2.7). Adding (2.8) and (2.9) we obtain 

IG 
Vfl• VUdp 

=faG 
i,biJds Vv E C°°(). 

Since 0 E L2 (t9G) we can apply Lemma 2.14 and conclude that u lac = U 18G E 
H'(OG)U 

3. Weighted regularity in the corners 
3.1. In this Section we study the regularity in the points PI, P2 . We restrict our 

attention to p' and assume without loss of generality pi to be the origin of the R2. 
Define in the lower halfspace R 2 the bounded domain 

G,b = {p E R2. 1 a < II <b}, 

where 0 < a < b. If we take a function 95 E C°°() with supp 0 C {p E R2 I a < 
II <b} we obtain by partial integration 

2J	b5I 2dp = JG (&1 YY +	+ LG,b(tn	 )ds, 

where 0, denotes the tangential derivative along ôG,,,, of 0 and 0. the outer normal 
derivative of 0 on ÔG,,, b . Another partial integration leads to 

Lemma 3.1. Fo all 0 E C°°() with supp 0 C (p E R2 I a < II < b) we 
have

2J I&,,I 2 dp=J	 I	çbds. 
G0 ,b	 G,b	 J8Gb 

If we use the Sobolev seminorms given by 

F I & I 2dp, j = 1, 2, 

we can rewrite Lemma 3.1 in the following form. 

Lemma 3.2. For all 0 E C°°() with supp C {p E R2 a < Ip I < b} we 
have

A2	AA2	i.2	A 2 
'P 2,G,, -	O,G + 'P 1,8G + 

Proof. Since by definition II2,G, = IrI,G ,6 + 4.'ry IOG + IyVI,G b Lemma 
3.1 implies 

II2,G b ^ J	 I	1ds 
JaG,,, 

= f k 2 dp + 2Re I	ci'tds. 
JaG,, 

The Cauchy-Schwarz inequality gives 
2	 2 lI2,G,,	IIIIO,G,,, + 2IItII0ac,,IItIIoaG,,,



Regularity of Solutions	471 

and the assertion follows U 

We transfer the situation of Lemma 3.2 to Sobolev space functions. 

Lemma 3.3. For all v E H3 (Ga,b ) with supp v C {p E R2 I a < Ip I < b} we have 
2	<A 2	2	 2 
2,G, -	t) 0,G0,b + V 1,dGb + 0n 1,8Gb 

Proof. Fix v E H3 (G,b) with supp v C {p E R2 1 a < ll < b}. Then there 
exists a sequence (q) C C0 (G ,b ) such that li v - q kil3 —p Q (k - ). Now take 
,7 E C°({p E R2 1 a < ll < b}) with 'llsupp v = 1 and define cbk =770k, k E N. For 
these functions we have qç e	 supp ç C {p e R2 I a < lI < b} and 

Iit - 'k113 = 11 77v - 114113 = lIi(v - q5k)113 :5 c ( r )ii v - 4113 4 0. 

But this implies

(i) lv -	:5 li v - )kll3	— 0	(k —i 

(ii) ll	-	kIio	2v - k113 - 0	(k - 

and by the trace theorem (using the support properties of v and q5j in 
{pER2 la< il <b}) 

(iii) lv - I)kI1,aGb	—*0	(k—i oo) 
(it') Iv — (k)ni18G.	—* 0	(k — 

Lemma 3.2 and a density argument now give the assertion I 

As a consequence of the preceeding lemmas we obtain the following a priori esti-
mate. 

Theorem 3.4. Let p > 0. Then there exists a constant c = c(p) > 0 such that 

l v 1,cp,2 5 c 01 v 11,c,24 + I1 V 11c,24 + il v i1iaG,24 + ll11IaG,2,4p) 

holds for all v E H°(G12,4). 

Proof. Fix v E H 3 (G 12,4 ). Let E C°°(1p/2,4p[) such that = 1 on [p,2p]. 
We define 'i =	) and i3 = ijv. Obviously, E H3 (G 6 ) and supp i' C {p E R2 
a < ll <b} with a = p /2, b = 4p. Thus we can apply Lemma 3.3 and obtain 

(3.1)	li,G1a4 ^ illiO,G 124 + l t)li,aG,24 + 

Because ofV lG 2 ^ 1,7 V12.G,24 = iVl2G,2,49 we get 
2	A2	-2	 -2 

V 2,G2 —	O,G,124,, T V	 T t' 1,8G12,4 

On the other hand we have Li3 = itv + 2Vi7 . Vv + Aliv, and therefore for the 
right—hand side of (3.1) 

llth Ik,G,2,4	^	ll 77 V llO,G,2.4 + 2 11 V li .	 + ll7vll0,c1,,2.41, 
< c(7)(ll v ll0c,24 +
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Furthermore, 

I "I1,8G,,,2,4	= IR v )IIo,acp,24 = II Tivt + 7?ViIIo,8G,24 

II 71tt'IIo,aG,24 + I1i7vtIIo,ac,,,4, < c(i7)IIvIII,aG,24 
and analogously

I5 c(q) II v II 1,aG124, 
Putting altogether the assertion follows I 

3.2. We now apply Theorem 3.4 for a special domain. To this end we set for 
k E Z (cf. Fig. 5) 

Gk = G2._h,2-k+i, Gk = G2--1 2-k+2 = Gk-1 UGkU Gk+I 
and finally 

Ik = [2, 2_k+1] U [-2, _2_k], 'k = [2-k- 1 , 2 
-k+2 I u 1_ 2 -k+2 , _2_k_1]. 

Y

Fig. 5 

According to Theorem 3.4 we have for p	1 the following 

Corollary 3.5. There exists a constant c> 0 such that 

I V I,Go ^ C (IIvII , . +	+ II v II ,i0 + IIvII,t) 

holds for all v E H3(Go). 

3.3. We are going to apply Corollary 3.5 to a solution u of Problem C for 
sufficiently smooth f. To be precise, we will assume throughout this Section that 
I E H312 (S1 ). Remember that h > 0 is the finite depth of the fluid domain. Let be 

E C°°(1 0 , oo[) a function such that 
(i) 0<e(r):51 VrE]0,[, 

(ii) (r) = 0	Vr > ri	max(ImI,h)/2, 

(iii) (r) = 1	Yr E ]0,ro[
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for a certain r07 0 < r < r 1 . Now take a solution u (€ H 1 (Q)) of Problem C and 
define 

(3.2)	 U = 4nz E H'(R), 
where	) E C°(R2 ). Then U is a weak solution of the system 

(3.3)	 AU=uL+2Vu•Vq=:	in R2. 

(34)	 U -	=: F on R 
AU	on R- . 

Note that 1 E L2 (R) with 1(p) = 0 for Ip I > r0 , F E H I (R) with F(x) = 0 for 
x > r (cf. Fig. 6). 

WA M W, 0 M^rj, A 'ffffffffMM 

R2 

Fig. 6 

Furthermore, note that by Lemma 2.7 and Theorem 2.9 

U E H3(Gk) V/c E Z, U E H3 ((jk) V/c E Z. 
For the function U, introduced above, we now show the following 

Lemma 3.6. There is a constant c'> 0 such that 

(3.5) Q2IR2. pI2Iô°U(p)I2dp :5 c' (
JR!

p2frU(p)l2dp  

+ I
R 

peVU(p)2dp +
JR 

Ipl2lU(p)I2dp 
.	 . 

+  
R_- 

pI'IUt (p) 2dx + JR+ 
I IpIIUt(p)I2dx 

J  

+ IR- pI 1 IU(p)I 2 dx	+
JR+ 
I IpI'IU(p)I2dx 

+ 1 I p l 3 I U ,(p)I2dx + I IpI3IU(p)I2dx 
JR-	 JR+ 

+ I lpI'IU(p)I 2dx +	1	pC 
R-	 .,+	U(p)Idx) 

holds for all e E JO, if. 

Proof. Fix Ic E Z , set a = 2- ' and consider v : do .—i C,p' i—* U(iip'). Then 
v E H3 ((jo) and by Corollary 3.5 we have 

(3.6)	IVI2GO ^ c (Il v lI , + II v II.ô. + II v II i. + ivii,)
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Applying the identity &v(p) = crIaIôU(crpl ) for all cs E N	to (3.6) we obtain 

i	J
cr4aU(apl)2dpl 

1a12	G0 

c	(J
	0"4jzU(crp')I2dp' +	160 cr2VU(crp')2dp' 

+	f IU(p')I 2 dp' +	J cIU(ap')I 2 dx' + j	IU(crp')I2dx' 

+	J1 o h IUnj(crpF )I 2 dx +	J1cr2IUn(crp1)2dx!). 

Using the dilation p' '-	= p we transform the integrals over CO3 do, Io to integrals 
over Gk, Ck, 'k and obtain 

1.a218°U(p)2dp 
01=2

c	Uih cr2 I U ( p )I 2dp +	IC,, IVU(p)I2dp 

+	f	cr 2 U(p) 2 dp +	 x f1 crU(p)dx + j	'U(p)d 

+	£ 0-3
I Unt p)I 2dx +	f1oiU(p)I2dx). 

Multiplying the above inequality with a', E E 10, 11 and using 

0 < IpI :5 2o,	VP E Gk, cr12 < IpI :5 4cr	VP E C,,

we conclude 

(3.7)	i f pi24.i8au(p)rdp 
1o12 c 

c (J I
p 1

2 'k U (p)1 2dp + J 
Ipi'IVU(p)I2dp 

+ L. i
p i' 2 1 U (p)i 2dp	+ J ipl''iUt(p)I 2dx + J 

IpI''IU(p)I2dx 

+ f. pi' 3 iU t (p) 2 dx	+ J . ivi''iU(v)idx) 

with a generic constant c independent of c. Since each point p E R lies in at most 
three ring sectors G,, we have 

fd. 
r(p)dp =
	IGk 

r(p)dp =
	

p r(p)d 
z  

and
>j r(p)dx = 3f r(p)dx = 3 (k+ r(p)dx + fR r(v)dx) 

for all r E L'(R) fl L'(R) fl L 1 (R). Especially, summation over k E Z ift ( 3.7) 
gives the assertion I 
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Next we show 

Theorem 3.7. For all e E 10, 11 we have 

Jft2 
I p I 2 IOeU(p)I 2dp < +00. 

- 

Proof. First note that by (3.2) U(p) = 0 for all p, Il ^! h and by (3.3) 4 = 
AU(p) = 0 for all p, II ^ h. Since U E H'(R) and b € L2 (R.) we conclude that 
the volume integrals on the right-hand side of (3.5) with positive exponent of Ij 
are bounded. Analogously we see by (3.4) 

U,(p)=0, p=(x,0),IxI>h. 

Since F E H 1 (R) by assumption and U E H'(R) by Theorem 2.15 we see again 
that all line integrals on the right-hand side of (3.5) with positive exponent of II 
are bounded. 

So it remains to show that integrals in (3.5) where the exponents of jp] are 
negative are finite. The boundary integrals can be estimated with the help of the 
famous Hardy inequality (cf. G. H. Hardy et al. [8], A. Kufner [131) 

p]'' IU(p)I 2 dx ^ (2/e) I I pI'' Ui(p) I 2dx < 00, 
JR+	 jR+ 

where the last conclusion again follows from Theorem 2.15. Analogously, 

I
p']U(p)I 2dx <00. 

JR- 

Finally, the remaining integral can be estimated by a generalization of Hardy's 
inequality for domains of arbitrary dimension by V. A. Kondrat'ev (cf. [12], Lemma 
4.9). Since U E H(R . ) vanishes for all p, II > h there exists for each e E ]0, 1] a 
constant c such that

I	pI 2 IU(p)I 2dp :5 ,2 <00 
J1t2. 

and the assertion is completely proved I 

Corollary 3.8. Take a test function 0 E C°(R2 ) such that P2 supp 0. Then 
for each solution u of Problem C 

JpI 2 'Ici(p)I 2 ]3°u(p)I 2 dp < +00 
leI=2 

holds for all e E 10,1]. 

Proof. Without loss of generality we can assume that supp 0 is contained in 
a ball B(0; M) such that M < min(h, p21)14. Then choose a radial symmetric test 
function (I I) such that (] p ]) = I for all p E B(0; M) and supp ( I . ) C B(0; 2M). 
By Theorem 3.7 we know that I I l12a0(e(I I)u) E L2 (R . ) for all a, jal = 2. In 
view of the fact that u E H I (Q) the last statement is equivalent to 

I I'"(I l)ô°u E L2 (R . ) Va E N, al = 2.



476 K. DOPPEL and B. SCHOMBURG 

Now define the function by 

- I bI(I I) on B(O; M)


	

- i 0	elsewhere 

and note that E C000 (R2 ) . Thus 

I l ,'(l . I)3°u = I I ,I2 (l I)ô°u E L2 (R) Vce E N, jal = 2 

and the assertion follows • 

3.4. Now we are able to prove the following 

Theorem 3.9. If  c H3/2 (Sj), then each solution of Problem Cues in H2(;p) 
for all e > 0, where p, is defined as in (1.5). 

Proof. Without loss of generality we can assume that e E ]0, 1[. Now let 0 E 
C°(R2 ) be an arbitrary test function. If supp on { pl, p2} = 0, then u E 112(li;p) 
by Theorem 2.9 and Lemma 2.7. Assume supp on { p1, p2} 540. Let {I,2} be a 
partition of unity in C°°(R 2 ) with P' V supp 02 and P2 V supp . Then there exist 
constants c 1 , c2 such that 

(3.8)	JR2. I() 12dist(p, {P1 ,P2} )2+( Iô°u(p) 2dp 

cl 1W 01I(p)I2Ip—p1i2+c Iô°u(p)I2dp 

+c2 I	b2I(p)I2I1
21 , Iaau(p)I2dp 

	

J R .	P - P2 

for all e E 10,1[ and o E N, II = 2. Furthermore, since .Jcb E C°(R2 ) for 
j = 1, 2, Corollary 3.8 gives 

(3.9)	 I2 J Ip—piI2	j(p)I(p)I0u(p)I2dp <+00 
IoI=2 

(3.10)	j J p - j I 2 " '2 (p)I(p) I 2 Iô°u(p)I 2 dp < - - oo 
Iol=2 

for all e E ]0, 1[. Combining (3.8),(3.9) and (3.10) we obtain the assertion I 
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