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An Explicit Representation of the Remainder of some Newton-Cotes Formulas 
in Terms of Higher Order Differences 

B. BUTTCENBACH, G. LUTTOENS and R. J. NESSEL 

Depending upon the exactness of the rule, the remainders of some Newton-Cotes formulas are explicitly 
represented in terms of higher order differences. Consequently, those error bounds for the associated 
compound quadrature processes, given via corresponding moduli of continuity, may now beestablished 
in a completely elementary way, in fact with good constants. As an application of previous quantitative 
extensions of the uniform boundedness principle it is finally shown that the error estimates considered 
are always sharp. 

Key words: error representations; midpoint, trapezoidal, Simpson, 3/8-, Mime rule; sharpness of error 
bounds 

AMS subject classification: 41 A 25, 41 A 55, 65 D 32 

Let C[a,b] be the Banach space of functions 1 continuous on the compact interval [a, b) of 
the real axis R, endowed with the usual norm JJfJJc = max{If(it)I : it E [a,b]}. Given 

I E C[0,1], consider the (elementary) midpoint rule QM5J = 1(1/2) for the approximate 
calculation of the integral If = j 1(u) du. For the remainder ftMi = Q M' - I there 
obviously holds true the representation 

ftMsf = f(1/2) - j f(u)du	 (1) 

r 1/2 

= j	 f(_u)+2f()_f(+u)]du=j
1/2	

f(._h)]dh, 

wheref(x) = h(1,f(x)), i,1 f(x) = f(x+h)-f(x), r € N (= set of natural numbers) 
denotes the r-th difference with increment h € R. Note that (1) precisely corresponds to the 
familiar fact that Q M 'is exact for polynomials of degree 1. Representations of a similar 
nature for the trapezoidal rule QT?J = [1(0) + 1(1)1/2 were already employed by several 
authors (cf. [5; 6; 7, pp. 43, 54]), too. The following version turns out to be particularly 
suitable for extensions to formulas of higher order: 

=	[f(0 ) + 1(1)] -	f(u)du	 (2) 

L

1

= 

= 

j1/2 
([f (0) - 21( u ) + f(2u)] + [1( 1 ) - 21(1 - it) + f(1 - 2u)]) du 

/2


	

[Af(o) +	f(0] dh. 

Indeed, in view of the identities (1), (2) one may now expect that for formulas which are exact 
On Pr-1 (= set of algebraic polynomials of degree (r - 1)) there hold true- corresponding 
representations for the remainders in terms of appropriate r-th differences. The following
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confirms this for the Simpson, 3/8-, and Mime rule, i.e., for 

	

QSif = 	[f(0) + 4f( I ) + f(l) 	 (3) 

	

= 	[f(0) + 3f() + 3f() + ( ' 1'	 (4) 

	

Q TM1'f = 	[7f (0 + 32f() + 12f() + 32f() + 71( 1 )] .	 ( 5) 

Theorem 1: For f E C[0, I] and the corresponding remainders R°f = Q°f - f' f(u) du 
one has the representations 

,1/4 

	

Rsf = 2 J [tf(o) +	-2h)+ _hf( 1 )] dh, 

.1/6 
R318f = 3 fill 	+3 f() +3 L hf() +	hf( 1 )] dh, 

1/8 232 

	

J. ( {jo +	hf( 1 )J + --[f() + ,N6 
f(3 

75	h

	

+ 675 [f(_h) +	hf(-1- h)] +	[f(_2h) + 1&f(+2h)]) dh. 

Proof: Once a candidate is available, the proof may proceed by verification. Thus for 
the Simpson rule 

j/41 (icom - 41( h ) + 6f(2h) - 4f (3h) + f(4h)] 

+ [f( - 2h) - 4f( - h) + 6f() - 4f( + h) + f (-1 + 2h)J 

+ [1( 1 ) - 41( 1 - h) + 61( 1 - 2h) - 41( 1 - 3h) + 1(1 - 4h)]) dh 

- 4 1 +31 --I + - f )f(u)du f(0) + (
 1/4	2/4 4 ,3/4 1 

	

Jo	Jo	3Jo	4Joj 

2{6	

1	11	1/2	1/2 3/4	1' 1 
+ -f(-)+(- 1 -41 -41 + 1 — I f(u)duI 

	

4 2	\2Jo	J1/4	J1/2	2J1/2)	j 

	

+f(1)+(-4 

1

 12/'4 4J1 1 
— 	1 +	—	+— I I J3/4 	1/4 4 .io f(u)du / 

= f(0) + f() + f(1) —	1(u) du = Rsuf. 

To indicate how to develop an actual candidate, let us try a representation of R318f via 

L

1/6 1	 2 [bI&hf(0) + b2Lxf() + b3hf() + b4&_hf(1)J


	

thus one considers a fourth difference	(the rule being exact on 73) at each knot, the 
interval of integration being again a half of the distance of the knots. Comparing coefficients
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at f(j13) delivers b 1 = b4 3/4, b2 = b3 = 9/4, and in fact the remaining integrals then fit 
together to - f0 f(u) du. Unfortunately, this reasoning for R318 does not suggest a general 
procedure. Indeed, the candidate for RMi! ha.s to be chosen even more complicated (8 diffe-
rences instead of 5). The correctness of the representation for ftM follows by verification. • 

Of course it would be interesting to have a general procedure to establish representations 
like those of Theorem 1 for a wide class of (elementary) quadrature formulas 

eIf = QC!f_Jf 	ajf(x) - jf(t)du,	 (6) 

where 0 <x 1 < ... < x < 1 and the formula is assumed to be exact on Pr-i. But so far we 
have to leave this as an open problem. 

Nevertheless, the rules (1-5), though particular, generate those compound quadrature 
processes, most commonly used in the applications. In this connection the next result shows 
how a representation for the remainder (6) of an elementary quadrature rule QeI transfers to 
the rule

3	 6 

	

R(alf = Q[a.b)f_Jf = (b-a)a1f(a+(b-a)z) - j f(u)du,	(7) 

obtained by an afilne transformation of (0, 11 to the interval [a, Ill, or to the compound quad ra-
ture process 

R 1 f =	
_If 

= E E as f(a + (k - 1 +	
-	

f(u)du, (8) 
k=1 i=1	 a 

generated by the elementary rule (6). 

Theorem 2: Suppose that for the remainder (6) of an elementary rule there holds true 
the representation

ftelf =	
J b

1 f(y + ct h)dh	 (9) 
1=1 

for some m,r E N, 0 < s < 1, cj E R, and yj E (xi	i < j}. Then one has for

I E C[a,b]

m =	
Jo	

b1 A' f(a + (b - a)yj + cj h) A, 
1=1 i

n m	(b-a)/n	 b-a =	I	 n 
b1 Af a + (k - I + y,)- + c i h) dh.


Jo 6=1 1=1 

Proof. Setting g(z) = f(a + (b - a)x) one has 

= (b - a)	ajg(xj) - j g(u) dii] = (b - 

= (b- a)>jbiIo(Yi+cih)dh 

= (b - a)	b,	(1)r_k ( r
) f(a + (b - a)[yj + c1 h + kh])dh, 

1=1	6=0
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which establishes the representation for R[lf . This in turn implies 
n 

1 (.)f = F R(a+(_1)(t_0)/n,0+k(6_a)/nhf 
k=I

6 - a b - a	
) dh. . f( =	 biIa+(k-1)---+----yi+c,h 

k=I 1=1	
n	n 

Observing that any backward difference	may also be rewritten as a forward one 
it is obvious that those representations previously established are all of the form (9) (note 
that y, 1 = yj2 for 1 1 54 12 is possible). 

Once representations like those of Theorem 1 are available, estimates of the remainders 
in terms of the r-th modulus of continuity of I 

w,.(5,f,[a,b]) = sup{If(x)I x,x + rh E [a,b], I hI S 

are immediate. In fact, it turns out that the constants resulting are rather good. For example, 
for the elementary rules (1)-(5) one has 

Corollary: For f € CEO, 11 there holds true 

IRM fi :5	W2(,f,[0,1]) 

i R fi :5

128	1 
iil TMil fi :5

135	8

IRrnfi !^ 

iR318 fI :5 

From a good estimate for the elementary rule (6) one immediately obtains a corresponding 
one for the affine transformation (7) and the compound process (8). Indeed, 

Theorem 3: Given the elementary rule (6), suppose that there holds true the estimate 


iRelgi	cw(5,g, [0, 1})	(g € C[O, 1]). 

Then one has for  € C[a,b]

:5 c(b - a)wr(ö(b - 

/ b - a 
iR() fi	c(b_a)irIr5__,f,[a,b]). 

Proof: With the substitution g(x) = f(a + x(b - a)) it again follows that 

= (b - a)[fleg !^ c(b - a)wr(6,g,[O, 1])	c(b - a)r(5(b a),f,[a,b]). 

This in turn implies 
n	 7, 

1R (n) fl < > IR1a+(k_1)(b-0)/+k(b-a)/n)	0— a	0— a 
fI_< C 'r 5 

( 
—,f,[a,b]). 

k=I 

	•
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For example, for the compound midpoint, trapezoidal, and Simpson rule one has that for 
every f E C[a, b] (cf. Corollary) 

IRtfl 	 (10) 

R)fI 	(b_a)t.2(—,f,[a,b]),	 (11) 

IR )fI < ( 12)
9 4n 

respectively. Estimates of this type, but with unspecified constants, are well known. Usually 
(cf. [1]) one proceeds via an interpolation argument, thus employs the exactness of the rule 
and Peano's theorem to derive an estimate for smooth functions which together with the 
boundedness of the process delivers an estimate versus a corresponding K-functional. The 
rather intricate equivalence (with unspecified constants) between this K-functional and Wr 
establishes the estimate for general processes. In contrast, our approach is completely ele-
mentary, but so far only works for the particular rules (1)-(5), at the same time, however, 
delivering good constants. In this connection it may be worthwhile mentioning that in [7, 
pp. 41; 43, 541 an elementary approach (like the one stressed here) is employed to establish 
(10), (11), but for the Simpson rule an interpolation argument as described above is used. 
Indeed, since the problem of best constants is raised in [7] at several places (cf. [7, pp. 52, 
60, 64]), this may also be considered as a motivation to work out an elementary approach for 
the Simpson rule, too. 

Let us conclude with the observation that it may generally be shown that estimates of type 
(10)-(12) are always sharp (with regard to the order) for compound quadrature processes. If 
the modulus of continuity f) of the function I behaves like 5, this follows from familiar 
asymptotic expansions of the remainder or by testing the counterexample Z. In all the other 
cases one may proceed via the following quantitative extension of the uniform boundedness 
principle: For a Banach space X (with norm II . fi) let X be the set of sublinear, bounded 
functionals T on X, i.e., T maps X into It such that for all 1,9 E X, c E R 

IT(f + g)I :5 ITII + IT9 !,	IT(af)I = kI ITfI, 

li T lix . = sup {I TfI : 11111 < 1) < 00. 

Let t, be an abstract modulus of continuity, thus a function, continuous on [0,00) with 

0	w(0) < ti(s) < w(s + t) < U(s) + ( t)	(s, t > 0),	 (13)


additionally satisfying
lim-1=oo	 (14)
t—o+ t 

(e.g., U(t) = t° for 0 < ce < 1). Let a(t) be a function, (strictly) positive on (0,00), and 
{} C It be a sequence, (strictly) decreasing with	= 0. In these terms one has 

Theorem 4: Suppose that for the remainder {T : n E N} C X of some approximation 
process and for a measure of smoothness {U1 : t > 0) C X there are test elements g, E X 
with (t -. 0+, n -

IIII	=	0(1),	 (15) 
 o(1),	 (16) 

jUtg.1 :5 Cmin{1, a(t)/p,1 }	(t > 0, n E N).	 (17)
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Then for each modulus w satisfying (13), (14) there exists a counterexample f, € Xwith 

U1fI = 

For a proof as well as for a number of applications, explicitly worked out, see [2-4] (and 
the literature cited there). Here we would like to apply Theorem 4 to compound quadrature 
processes. 

Theorem 5: Given the compound quadrature process (8), suppose that there holds true 
the estimate

	

I1()fl :5 Cwr(i,f,[a,b])	(f E C[a,b]).	 (18) 

Then this estimate is sharp in the sense that for each modulus w satisfying (13), (14) there 
exists a counterexample f, E C[a,b] with 

,(t, f,, [a, b]) = O(w(t'))	(t —+ 0+), 

thus II ( n ) fwI	O(w(n_ T )) , but on the other hand 

o(W(fl))	(n	00). 

Proof: To apply Theorem 4, set X = C[a,b], p,., = n, c(t) = t , T, = R() , Ujf = 
Wr(t, f, [a, b]) € (C [a, bj)*, and (cf. (6), (8)) 

g(x) = [Jsin 2— aim --- — irx, + irn __x) e C[a,b]. 

Obviously, IIgnIIc !^ 1, thus (15). Since the testelement gn is chosen such that it vanishes at 
the knots of the rule Q() , one has Q(n) g = 0, and therefore 

	

I1(n)gn 
= jbgfl(u)du = b_ajmn2fl 

s i n 
2(	

+ u) du 
rn 

b	' ' (k+I)r	 b	-7 

= _.L	
j	H sin 2 (—irx 1 + u)du	

j fJ sin(—irx 1 + v) dv, 

	

thus (16). Concerning (17), on the one hand L(t,g)	2T 1g,c	2 , on the other hand, 
since 

g(x) = 2 fj Ii — cos (- 2.!L! - 2irx, + 2L!_.x)J = A0 + E A* cos(dk + eknx) 

for some constants Ak, ek, M, independent of n, it also follows that 

M 
wr(t,gn,[a,b]) S	AkI LJ(t,cos(dk + etnx),[a,b]) 

k=1 

S IAI tr 1 
()T 

cos(dt + eknx)IIc S I IAI tr IekI flY 

; 
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Now the assertions are an immediate consequence of Theorem 4. • 

For the quadrature rules (1)—(5), mainly considered in this note, the direct result (18) is 
established by Theorem 3 (and the Corollary). On the other hand, it is well known that (18) 
holds true for arbitrary compound quadrature processes if the generating elementary rule is 
exact on Pr..1. Indeed, using Peano's theorem one immediately deduces an estimate versus 
the corresponding K—functional, and its equivalence to w completes the argument. 
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