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Introduction 

In this paper we will deal with critical values of mAYimllm-mininlum type of functionals which 
arise in the study of boundary value and eigenvalue problems for semilinear elliptic partial 
differential equations. Our aim is to investigate such critical values under perturbations of the 
primary functional. In order to explain the basic ideas let X be a real Banach space and let 
+ : X - It be a functional having the Fréchet derivative +'. By a critical point of 4' we mean 

an u € X such that +'(u) = 0; the corresponding value c = +(u) is called a critical value of 4'. 

The number

= sup inf •(u),	 (1) 
KEK uEK 

where X is a suitable class of subsets of X, under certain assumptions is a critical value of 4'. 
Analogously one investigates critical values of the restriction of a functional 4' to a certain subset 

M of X. We will study perturbation problems of the following kind: 

Let c, defined according to (1), be a critical value of 4'. Given e> 0, is there a critical value 

c of the functional I = ++'P such that c € (c— e,c+e), provided the functional 'P is, in a 

certain sense, sufficiently small? 

We will study this perturbation problem for free local extresna (minima, maxima, critical 
values of mountain pass type) and for critical values of the restriction of a functional to a Banach 

manifold M in X using Ekeland's variational principle and the so-called deformation theorem, 
respectively. The use of these techniques is essentially based on the Palais-Smale condition (PS) 
or on the local Palais-Smale condition (PS)c at level c (cf. Subsection 2.2). Because of this, 
the following stability problem for the Palais-Smale condition will play an important role in our



246 F. BENKERT 

investigations: 
Let .1 satisfy the Palais-Smale condition (PS) (reap. (PS). ). Does the functional C = 

+ T satisfy the Palois-Smole condition (PS) (reap. (PS) for all c E (c — e, c + e)) if the 

functional T is, in a certain sense, sufficiently small? 

Perturbation problems of the above kind have been treated in [4,8]. There are studied 
critical values of the restriction of ' to a subset M which is bounded and hoineomorphic to the 
unit sphere by the radial projection mapping (for other perturbation results for critical values 
of functionals we refer to [1,5-7]). 

In the present paper we are able to treat a wider class of problems, since we study critical 
values of the restriction of to a Banach manifold M in X not necessarily homeomorphic to 
the unit sphere in X. This is done in Section 2, especially in Subsection 2.4, which is our 
main result in the application to semilinear elliptic partial differential equations. Furthermore, 
the investigations of the examples in Subsection 1.2 and 1.4 with respect to the perturbation 
problem is new. 

In Section 1 we investigate free local extrema, especially minim p, maxima, and critical values 
of mountain pass type. In Section 2 we consider critical values under smooth side conditions. The 
theorems in Section 1 and 2 aim to the application to boundary value and eigenvalue problems 
for semilinear elliptic partial differential equations. Equally, all examples are concerned with 
such problems. Subsection 2.5, including the Example to Theorem 4, is based on [4]. 

Acknowledgements. I would like to thank Prof. E. Zeidler for bringing to my attention 
the problem and Prof. D. Matte for helpful suggestions in improving this paper. Furthermore I 
thank F. Schuricht for helpful discussions. 

Notation 

For a Banach space X we denote the dual space by X' and the value of f € X' at u € X by 
(f,u). Strong convergence (resp. weak convergence) in X will be denoted by — (resp. 
K (resp. N) denotes the set of all real numbers (resp. positive integers). If a, b E it, then 
(a,b) = {z E K I a < x < b} and (a,b] = {z E R  a < z b}. 

Let 'I' X —' it be a functional on X. Then, € C'(X,R) means that 41 is continuously 
Fréchet differentiable; $' denotes its derivative. I is said to be weakly continuous if u U 

implies (u,) — (u) as m — oo. 
Suppose A: X —i X' is an operator from X into X'. Then A is said to be compact if it is 

continuous and maps bounded sets into relatively compact sets. The operator A is said to be 
strongly continuous if u, — u in X implies A(um) —i A(u) in X' as m — oo. Furthermore,
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A is said to be bounded if it maps bounded sets into bounded sets. The operator A is said 

to satisfy (S) 1 if u,,. - u and A(u,) - vimply urn -4 u asm - oo. if 4' € C'(X,R), then 
the Fréchet derivative 4" is an operator from X into X'; if 4" is strongly continuous, then 4' is 

weakly continuous. 
For topological spaces M, N we denote by C(M, N) the set of all continuous mappings 

of M into N. Let fl be a domain in B.". Then 81 (resp. denotes its boundary (resp. its 

closure). Cb(O x R, it) is the set of all functions from C(O x R, It), which are uniformly bounded 

on x R. 
L,.(fl) is the Lebesgue space of all r-integrable functions over fI with the norm 

Finally, in all estimates we denote by C constants without prescribed value and by CI, C2, 

certain values of a constant. 

1. Free local extrema 

In this section we consider functionals 4' € C'(X,R), where X is a real Banach space. We use 

the notation
critxI = {u E X I 4"(u) = 0, 4'(u) = c}, c € R. 

4' is said to satisfy the Palais-Smale condition if the following holds: 

(PS) Each sequence (u,,,) in X such that '1(u,5 ) is bounded and 4"(u,5 ) -* 0 

as in oo has a convergent subsequence. 

1.1. Minima and maxima 

We suppose the following assumptions: 

(Al) X is a real Banach space, I E C'(X,R). 

(A2) 4' is bounded below on X; c = UEX 4'(u). 

The following result is an immediate consequence of Ekeland's variational principle. For 

the proof we refer to [3]. 

Proposition 1: Suppose (Al), (A2) hold. Then for each a> 0 there exists uQ E X such 

that 4'(u) c + a and II'(uq)II < a. 

We have the following perturbation result. 

Theorem 1: Suppose (Al), (A2) hold. Let S be a class of Junctionals 'P e C 1 (X,E.) such 

that I. = 4'+'P satisfies (PS) for all 'P ES. If 'P €S satisfies I'P(u)I<e for all u E X with 

€ > 0 and c = infUEX 4'.(u), then C. E [C - e,c + e] and critx, .4'. 540.
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Proof: The estimate C. € [ c - e,c + e] is obvious. It remains to show that critx,.. $ 0. 
The functional 41. satisfies the assumptions of Proposition 1. Hence there is a sequence (urn) C X 
such that 44(u,,,):5 c + 1/rn and I+(u,)II :5 1/rn for all rn € N. We can choose a subsequence 
which converges to V E X, since + satisfies (PS). The continuity oft. and yields 4'.(v) = c. 

and '.(v) = 0, i. e. , v € critx , .. I 

Remark: If additionally satisfies (PS), then crit 1, 0 0 . To investigate the stability 
of the critical value c we have to find an appropriate class S which guarantees the stability of 
(PS) (i. e. , such that •. = + + 'P satisfies (PS) for 'I' E S). 

Corollary 1: An analogous theorem holds for c = sup	L(u) if 'I is bounded above


on X. 

Now, we give an example for the application of Theorem 1 to semilinear elliptic partial 
differential equations. 

1.2. An example to Theorem 1 

Let 11C R' be a bounded domain with sufficiently smooth boundary 811, and let X W2(1l) 
be the Sobolov space with the norm IJUJI = {fn IVu1 2 dz1 12 . We consider functionals on W'2(11) 

of the type

(u)=jIVul2dz+ju4dz—!ju3dz 

and use the following assumptions: 

(P1) C(Cl  
(P2) There are constants a,b > 0 such that (p(z,t)l :5 a + bjtj 4 for all (z,t) € tl x R, 

where  < s< (n+2)/(n-2) ifn> 2 and  <8< +oo if n = 1, 2. 

We define P(z,t) = fp(z,z) dz, where (z, t) € fl  R, and consider the following functionals I 
and T on W'2(1Z): 

T(u) = +iil Ll'+1dZ +J P(z , u) dz ,	(u) = jlvul 2 dz + T(u), 

where s<r<(n+2)/(n-2)ifn>2 and i<rifn=1,2. To simplify our formulas we here 
and in the following write f1. P(z, u) dz instead of fn P (z, u(z)) dz. Furthermore, we set 

S. = {Q € C(1l x R, R) Q(z,t) = / q(z,z)dz, q € Cb(il x


= {'P:Wc2(n)_R 'P(u)=jQ(z,u)dz, QESo}. 

It is our aim to prove that 4' and S satisfy all assumptions of Theorem 1. For this, after the 
following remarks, we formulate two lemmas.
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Remarks: 1) If the assumptions of Theorem 1 are fulfilled, then u € critx, resp. 
U E criti.I. is a weak solution of the boundary value problem 

— Au + u I u I' 1 +p(z,u) = 0	in (1,u = 0 on 
resp.

—Au + u IuI'' +p(z,u) + q(z,u) = 0 in Cl,u = 0 on 81). 

2) For e>O the condition l'I'(u)I<e for all 
uEX,i.e. IfnQ(z,u)dzI<E for all uEX,is 

fulfilled if, for example, sup()EOXRQ(z,t) < 

Lemma 1 (cf. [5: Appendix B]): Under the assumptions stated above it holds (for arbitrary 

ES):

1) 11, ', T E c' ( W01 '2 (1)), a), and for all u, V E W'2(0) we have 

VuVvdz+(T'(u),v),	(4'(u),v) = jq(z,u)vdz, (4"(u), v) = j  

(T'(u),v) 
= / u I uI"'vdz + /p(z,u)vdz. 

2) 'I',T : W 2 (1)) --+ K are weakly continuous; 'I",T': W'2 (fl) - [W1.2(1)]' are compact. 

Lemma 2: If (P1), (P2) hold, then 1. = 4' + 'I' satisfies (PS) for each IF € S. 

Remark: Since the functional 'I' = 0 belongs to S, Lemma 2 yields that I satisfies (PS). 

Proof of Lemma 2: a) If q € Cb( i x K, K), then p. = p + q satisfies: 

(P1) P. € C(fl x R, R). 
(P2) There are constants a., b. > 0 such that Ip.(z,t)I :5 a• + b.I t I' for all (z,t) € 12 x K, 

where a is the number from (P2). 
The validity of (P1). is obvious, (P2). follows from p.(z,t) :5 p(z,t) + q(z,t) 15 a. + b.ItI' 

with a = a + 511P(z,)e0xR q(z, t)I , b = b 

b) Let (urn) C W 2(a) be a sequence such that II.(Um )I < M < oo for all m € N and 
-i 0 as m -i oo. We show that this sequence is bounded in W'2 (Q). From (P2). there 

follows the existence of constants A,B > 0 such that IP(z,t) + Q(z,t)I < A + B I tI'' for all 
r E 1). The Holder inequality yields for all u € W2(12) 

T(u) + '(u)	 1
= IuI''dz + /(P(z,u) + Q(z,u))dz 

	

> -i--
J	Jo	in 

u''dz - A 1 dz - B I -IuI''dz	 (2) - r+1 
5±! 1	' >	1 u''dz - BI12I1 If IuI?+1dz} +1 - 

A101
- r+lJn  

ii+iI 1 

	

= IIuI+	--j II u II	- BIflI t } - Al2I ^ C. 

17	Analysis. ltd. II. I-left 2 (1992)
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Hence, for the sequence (urn) we have M > I.(urn	 II UmII 2 + C, and, therefore, this sequence

is bounded in W2(0). 

c) Let D : W 2(0) -	 be the duality mapping given by (Du, v) = fo VuVvdz

for all u,v E W'2 (a). Then, it holds 

D-1 4' 	= u - D -1 T'(u) - D 1 'P'(u)	 (3) 

for each u E W'2(). The operators D 1T' and D 1 4" are compact since D 1 is continuous 
and T', 'P'are compact. The sequence (u,,) is bounded, therefore, there exists a subsequence 
(u,,,$) C (t,n) such that (D1T'(um')) and (D"P'(Ums)) are convergent in W 2(0). Further-
more, D1 E(urns ) - 0 if m' —i co, and (3) yields the convergence of(u,')i 

Now, setting 'P = 0 in (2) we see that 1(u) ^! II u II 2 + C for all u € W01,2(0). It follows 
that I is bounded below on W'2 (12). So, for our example, all assumptions of Theorem 1 are 
satisfied. 

1.3. Critical values of mountain pass type 

In this subsection we assume: 

(BI) X is a real Banach spa, I € C'(X,R). 
(B2) There are positive constants R and a such that 1(u) 2: a for all u E X with 1jull = R. 

(B3) There exists 01 E X with Iluill > R and 1(ui ) < a; 1(0) < a. 

(B4) K = {p([O,l]) I p e C([0, 11, X), p(0) = 0, p(1) = ui}; c = SUPKEIC SUPIEK 1(u). 

Using Ekeland's variational principle and the subdifferential calculus of convex functions, 
one gets the following result (cf. [3]). 

Proposition 2: Assume (BI) to (B4) hold. Then given a> 0 there exists u, E X such 

that c < I(u,) c + a and II1 '(u0)II <a. 

Our perturbation result reads as follows. 

Theorem 2: Suppose (Bi) to (B4) hold. Let S be a class of functional, 'P € C'(X, it) such 

that the functional I = I+'P satisfies (PS) for all 'P €8. Then for each e> 0 there exists 

a 6> 0 such that, if 'P E S satisfies I'P(u)I < 6 for all u € X and c = iMKE,C SUPUEK I.(u), 

then c. € (c - e,c+ e) and critx,.I. 54 0. 

Proof: Let e> 0 be a given number, and set fi = max {I(0), 1(ui ), 0}. It holds ja < a, by 
(B3). Set 6 = min {e/2, (a - )/3} and let 'P be a functional satisfying the assumptions of our 

theorem. Obviously c E [c - 6, c + 6] C (c - e, c + e), so that it remain q to prove critx. I. ^ 0.
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Setting a. = (a + 13)/ 2 we find .(0) = +(0) + W(0) <f3 + 6 < 13 + (a - 13)12 < a., and 
analoguously .I.(uj ) < a.. For u € X with 1 jull = R it holds +.(u) = (u) + '(u)> a - 6 > 

a - (a - 13)/3 > a.. Now, we apply Proposition 2 to the functional L. A repetition of the 
proof of Theorem 1 yields critx , . . 96 0 I 

In the following, using the setting of the Example to Theorem 1, we give an application. 

1.4. An example to Theorem 2 

We consider functionais on W01,2(n) of the type 

(u) =	IVuI 2dz -	tidz. 

To this end, we add to (P1), (P2) in the Example to Theorem 1 the following assumptions: 

(PS) p(z,t) = 0(t) as t - 0 for all a € C1 . 

(P4) There are constants ju > 2,r > 0 such that 0 < pP(a,t) :5 tp(a,t) for all I tl 2! r 

and a Efl, where P(z,t) = fp(z,z)dz. 

Remarks: 1) If n = 1, (P2) can be dropped while if n = 2, it suffices that lp(z,t)l :5 
oexp((t)) for all a € [I where 0(t) t- 2 -' 0 as Itl -, co . 2) Integrating condition (P4) shows 
that there exist constants a1 , b > 0 such that 

P(z,t) ^! a1 iJ' - b1	 (4) 

for all a € a. 

Let S be as in the Example to Theorem 1, and consider the following functionals on W01'2(0):€

	

T(u) 
= -J P(a,u)da,	+(u) = I I VU12d, + T(u). 

Now, it 18 our aim to prove that 1 and S satisfy all assumptions of Theorem 2. For this, after 
the following remarks, we premise a lemma. 

Remarks: 1) Under the assumptions of Theorem 2, u € crit X,4 reap. u € critx,.L is a 
weak solution of the boundary value problem 

	

—AU —p(z,u)=O	in fl, u=Oonof) 
rasp.	 - 

—Au —p(a,u)+q(a,u) = 0 in fl, u = 0 on Ofl. 

2) Cf. Remark 2) before Lemma 1. 3) Under our assumtions Lemma 1 stays true if we make 
the change (T'(u),v)= —f0p(z,u)vdz. 
17
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Lemma 3: If (P1), (P2) and (P4) are satisfied, then '. = ' + W 80t$SfieS (PS) for all 

fvnctionals 'I'ES. 

Proof: a) If q E Cb(Z x R, R), then p. = p - q satisfies (P1), (P2) and the condition: 

(P4) There are constants p > 2,r. > 0 such that 0 < p,,P.(x,t) :5 tp.(z,t) 

for all Itl 't̂  r and z E fl where P.(z,t) = fp.(z,z)dz. 

Indeed, the validity of (P1)., (P2) was proved in Lemma 2. To verify (P4) we choose an 

arbitrary number p. E (2,p). 
i) Using (4) we get 

p.P.(z,t) = p.P(x,t) - p.Q(x,t)	(a, ItI - ti sup q(x,t) - p.bj. 
(,t)EOxR	/ 

Since p> 2, there is an ru) > 0 such that pP(xi) > 0 for It l 

ii) From (4) it follows that there exists r 1 2) > 0 such that for all iti ^! r it holds 

(p - p4P(z,t) ^! (p - .)(aiiti - b1 ) ^! (p. + 1)Iti	sup	q(z,t)I. 
(z,t)EOXR 

Hence,
p.P(z,t) - p.Q(x,t) + tq(z,t) :5 p.P(x,t) + p .IQ(x , t)i + itIIq(x,t)I 

^ p.P(x,t) + (p. + 1)t	sup	q(z,t) 
(x,t)E(xR


	

(2)	
< pP(x,t) 

and using (P4) we obtain for Itl ^! r• 

p.P.(x,t) = p.P(x,t) - p.Q(x,t) pP(z,t) - tq(x,t) < tp.(x,t). 

If we set r. = may {ru,ru3 }, then from i), ii) it follows 0< p.P.(z,t) !^ tp.(x,t) for all 

Itl ^! r. and x E Il. 
b) We show that each sequence (u,) C W'1.2 (fl) such that 11 .(u )I < M < oo for all 

m e N and E(um) - 0 as m - co is bounded. In fact, using (P1), (P2)., and (P4) we get 

for all m in0 , trio sufficiently large: 

M > '.(Um)= IitL?nIi2_fP.(Z,tm) 

=	{iiumii - / p.(x,um)umdx} + ( -
	iurnii 

-J [P.(xuv)__.(zum)um] dx 

=
	

(U.), UM) +( 
—1) 1IUm1I2 - /	[p. UM) - i P.(xum)un] dx 

p.	 2 p.	{u,.^r.}	 P. 

1 
[P.(, , UM)	

11
P.(ZUn)tAm] dx 

{ti,.<r.}	 P 

	

> ---- IE(urn)II ikU 
+ G	 -) i1Umi1 + C 

= --iii+(---iiii +c. 
p.	v2  p..,
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c) Now, it follows analogously to step c) of the proof of Lemma 2 that (u, 5 ) contains a 

convergent subsequence I 

To show that for our example all assumptions of Theorem 2 are satisfied it remains to verify 

(El) to (B3). 
(Bi): This follows from Lemma 1. 
(B2): From (P3) follows that for any e> 0 there exists a 5> 0 such that 

IP(z,t)I < Et2 /2	 (5) 

for all a E (, I tl <5. Furthermore, given any 5> 0, there exists an A > 0 such that 

IP(z,t)I :5 At' 1	 (6) 

for all a E 1, ItI > 5. To see this we observe that (P2) implies 

A-101 :5 I I (a + b I z I') dzl :5ajt + 
IJO	 I	3+1 

for all (z, t) € Il x R, and (6) follows if we choose A > a5' + b(a + 1). Inequalities (5) and 

(6) imply IP(z,t)I !^ Et2 /2 + A I t I' 1 for all a E fl, t E R. Hence, using the Sobolev imbedding 
W'2(1z) - Lq((l) for q(n - 2) <2n we have for u € W'2(1l) 

IT(u)I < / u2 dz + A / I u I' 1dz <c1 ( + AjIuIIi_1) 114 

with a positive constant C1 , depending only on Cl. It follows 

	

II(u)I ^ IIuII - c1 ( + AIIuII a_1) IIUII 2	 IIuII = ( - c1)	- Ci A II ufl' .	(7) 

If we choose e E (o, Ccl), then there are positive constants R and a suchhat (1/2—Ci e/2)R2 - 

C1AR'' a. For u € W'2(fl) with h u ll = R relation (7) yields (u) a. 

(B3): Obviously it holds 1(0) = 0 < a. Let u € W(fl) be arbitrary such that u 0. 

Then for all t € B. we have 

l(tu) = cuuII2 - / P(z,tu) da S chIuhI 2 - 01	ltuVAdz + biIClI 

-hIuII - aiItI'/ Iu I da - bjIflI 

where we did use (4). Because of p > 2 it follows l(tu) -+ —oo as Itl - oo, and (B3) is satisfied. 

2. Perturbation of local extrema with smooth side conditions 

In this section we consider the perturbation of critical values of functionals which are restricted 
to manifolds. First of all we state an abstract perturbation principle.
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2.1. General perturbation principle for critical values of mjirimum-minimum type 

Let us consider a real Banacli space X and a functional '1 : M C X —. K. For a fixed real 
number c we denote by critM, '1 a certain subset of M (in our applications this will be the set 
of critical points of the restriction of the functional '1 to the manifold M). 

We now formulate the following hypotheses. 

(Hi) '1:MCX .-+Risafunctional on the real Banach space X;MO. 

(112) K is a non-empty class of non-empty subsets of M. For c defined by 

c = sup inf '1(u)	 (8) 
KEPZUEK 

it holds c 54 ±00. 

(113) V is a subset of C(M,M) such that K is invariant under V, 1. e. d ED and K € K 

implie d(K) E K. 
(H4) If critM,'1 =0, then there exists a real numbers >0 and a mapping d E V such that 

	

'1(u)^!c — e,uEM, implies '1(d(u))^!c+e.	 (9)


Proposition 3: With the assumtions (Hi) to (114), CfltM,c'1 54 0 

Proof (Cf. [10: Chapter 44.2]): Let us assume that critM,'1 = 0. By (H4), there exist 
s>0 and d  V such that (9) holds. We choose K E K for which infUEK'1(u) ^! c — c, thus 

'Ed(K) '1(u) 2! c + s. Due to (113), d(K) € K, i. e. , 1 ucK) '1(u) c by (8). This is a 
contradiction I 

Remark: In the applications it is possible to choose for V in (H3) the set of all homeo-

morphisms of M onto itself. 

We now assume (Hi) to (114) and put the question if for a perturbed functional '1. = '1+ 'I' 
there exists a real number c, in a neighbourhood of c such that critM..'1. 0 0 (where critM,.'1. 

is defined analogously to critM'1 by formally replacing c,'1 by c., 41., respectively). To this 
end, we formulate in addition to (Hi) - (H4) the following hypotheses: 

(H5)'I':MCX—*Risafunctional and 5>Oisareal number such that 

(u)I< ö for all uEM. 
(H6) K. ç K is non-empty. For the functional '1.= '1+ 'I' we define 

C. =
SUP *1f'1,(u).	 (10) 

KEX. uCK 

(117) There exists a real number o- > 0 and a set K, € X. such that 

mi '1(u)> c — u.	 (ii) 
uEIC
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(H8) D. is a subset of C(M, M) such that K. is invariant under D.. 

(H9) If critM,,.I. = 0, then there ezists a real number e. > 0 and a mapping d. € D. 

such that

+.(u) 2! c. - e,, u E M, implies 4,(d.(u)) c. + es.	 (12) 

Proposition 4: With the assumptions (Hi) to (H7), it holds 

c,€(c-5—u,c+5].	 (13) 

Proof: By (115), (H6), we have 

c,,< sup inf+.(u)< sup inf+(u)+5<c+6. KEK U EK	KEKUEK 

On the other hand, from (117) it follows that 

c.>inf+.(u)>inf(u)-5>c—o-6I - uEK.	- UEK 

Proposition 5: If (Hi) to (H6) hold and if X. = K, then c. E [c — 5,c+5]. 

Proof: Since K = K, for every real number a, > 0 there is a set K. € K such that (ii) 
holds. Now, the assertion follows from Proposition 4 I 

Proposition 6: With the assumptions (Hi) to (119), cr1tM,C.. j4 0• 

The proof is a repetition of that of Proposition 31 

Corollary 2: Propositions 1 to 4 remain true if (8) to (13) are replaced, respectively, by 

C = infKEX 5PuEK (u), 
(u) c + e, u € M, implies (d(u)) c - 

C, = IflfKIC, SuPUEK +.(o), 

SUPUEK., (u) < c + a-, 

L(u) :5 c + c,, u € M, implies 'I.(d.(u)) :5 c. - c,, 

C. € [ c - 6 ' c + 5 + a-). 

Remark: Im many applications of the perturbation principle it is possible to choose K. = K 

in (116). This occurs in Subsection 2.3. But it could be necessary to choose a class K (e. g. 
to get more information on the number of critical values) such that it is not possible to take 
K. = K, because the mappings d. from (119) do not guarantee d,(K) € K for all K € K. This 
is the case in Subsection 2.5.
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2.2. Stability of the Local Palais-Smale Condition 

In this subsection we suppose the following assumptions: 

(C 1) X is a Tea! reflexive Banach space, 'F,T E C1(X,R). 

(C2) a is a fixed real number, M = {u E X I T(u) = a}. 

(C3) There exists a continuous function v : M - X such that II v(u)II = 1 for all u E M 

and InfUEK I(T'(u),v(u))l > 0 for each bounded set K C M. 

(C4) V: X -. X' is bounded and locally Lipschitz continuous on M. 

(C5) There is a set Ai j M which is closed with respect to the weak convergence in X such 

that 'F 1 (B) r k is bounded for each bounded set B C R. 

We define for u E X

= 'F'(u) - A(u)T'(u),	A(u) = ('F'(u), v(u)) 
 (T'(IL) v(u)) 

We want to study the sets 

crltM C 'F = fu E M 1 ''(u) = 0, 'F(tz) = c }, c E R. 

Remark: If u E critM,'F, then it holds 'F'(u) = AT'(u) with a real number A, i. e. , u is a 

critical point of the restriction of the functional 'F to the manifold M. 

Let c be a fixed number. The functional 'F is said to satisfy a local Palois-Smale condition 

(PS) on M if the following holds: 

(PS)c Every sequence (um )CM with 'F(t4,n )cand '(um)-0asm—oo 

has a strongly convergent subsequence. 

We need the following so-called Deformation Theorem which here is formulated as 

Lemma 4: Assume that (Cl) to (C5) are satisfied and that 'F satisfies (PC)c on M, c E R. 
If critM,'F = 0, there exist e>0 and d  C(M x [0,1],M) such that the following hold: 

1) The mapping  '- d(u,t) is a homeomorphism of Monto itself for alit E [0,1]. 
2) d(u, 0) = u for all u E M. 

3) 'F(d(u,t)) ^! +(u) for all  EM, t € [0,1]. 
4) 'F(u) ^! c - e, u E M implies 'F(d(u, 1)) > c'+ e. 

In [9: Proposition 11, the Proof is given for the case that v(u) = u/Ijull satisfies (C3), and 
that of Lemma 4 is completely analogous U
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Lemma 5: (PS) holds under the following hypotheses. 

a) Assumptions (Cl) to (C5) are satisfied. 

b) T' saizsfle8 (S)1. 

c) V : X -+ X' is strongly continuous. 

d) If urn - u as m - 00, (u,) C M, and +(u) = c, then V(u) 0. 

Proof: Let (urn) C M such that I(um) - c and '(u,) - 0 as m - oo. This sequence 

is bounded, by (C5); therefore, there exists a subsequence (u,&) 9 (u,,,) such that u,, - 

as m -+ co. (Cl) and c) implie that the functional 4' is weakly continuous, and it follows 

-, 1(uo) as m' -, oo and +(u0 ) = c. Now, 4"(uo) 54 0, by d). 
The sequence (A(Urn')) is bounded because of (C3) and c), hence there is a further subse-

quence (u&') ç (u&) such that .X(u&') - as rn" -* 00. It holds A0 0. Otherwise, because 

of 4"(urn") = 'F'(V,n) - )t(tLrnu)T'(urn') , 3'(Urn") -, 0 as rn" —+ 0° and the boundedness of 

(T'(u,,,.)) (by (C4)), Ao = 0 would imply 4"(urnu) - 0 as in" - oo, which is a contradiction to 

4"(uO ) 36 0. 

For rn" sufficiently large it holds T'(um") = A(umsi)'(4"(urn's)—'(urn")), and from c) and 

-* 0 as in1' -400 it follows that the sequence (T'(u&' )) is convergent. Hence um,, - UO 

as in" - co, by b) u 

Now, we consider perturbations 4'. = 4' + I' of the functional 4'. The key is to guarantee 
that 4'. satisfies (PS),.for all c. in a neighbourhood of c. For that, assumption d) in Lemma 5 

is to weak. This motivates the following considerations. 

Lemma 6: Assume: 

a) Assumptions (Cl) to (C5) are satisfied. 

b) T' satisfies (S)1. 

c) 4" is strongly continuous on X. 

d) C1,C2 E R  {±oo} are such that r = inf{II4"(u)II I u E it! n 4' ((c1 , c3 ))} > o. 

e) 5 is apositive real number such that  <r. 

f) 'I' E C'(X,R) has a strongly continuous derivative 'I", and it holds for all u E M 

I 'P(u)I + II'(u)II < 5	 (14) 

Then, it holds: 

1) The functional 4' satisfies (PS)c for every c € (c1, c2). 

2) The functional 4'. = 4' + 'I' satisfies (PS) for every c € (Cl + 5,c2 - 5).
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Proof: 1) follows immediately from Lemma 5. 
2) We show that the perturbed functional I. satisfies the assumptions of Lemma 5 for every 

number CE ( Cl + 6,c2 —6). 
a) (Cl) to (C4) are satisfied, it remains to verify (C5). Let B C it be a bounded set, then 

there exist real numbers U, V such that B lies in the interval (U, V). Inequality (14) implies 

C :1((U,v))rf c	U-6,V+6))nhif, 

and the last set is bounded, by (C5). 

b) Assumptions b) and c) of Lemma 5 are obviously satisfied. 
c) To verify d) from Lemma 5, let (ti,,,) C M be such that u,,, - u as m -+ oo and 

4.(u) = C, C € (c1 + 6,c2 - 6). It follows u E ft, and (14) implies '1(u) E ( C1, C2)- From 
the definition of r in d) it follows II'1'(u)II r. Hence I1 1 (u)II ^: II'1'(u)II - 6 > r - 6 > 0, 
i. e. , +'(u) 

2.3. Functionals on bounded level sets I 

We make the following assumptions: 

(Dl) X is a real reflexive Banach space, dimX = oo ; '1,T € C1(X,R). 

(D2) a j4 0 is afized real number, M = {uEX:T(u)=a} is non-empty. The set 
{u € X : T(u) :5 a} is bounded; there is u1 € X, u1 0, such that 
T(ui ) < a, T(—u1 ) < a. It holds T(0) = 0. 

(D3) There exists a continuous function v : M -. X such that I v (u)II = 1 for all ti € M 
and IDIuEM I(T'(u),v(u))I > 0 

(D4) V: X - X' satisfies (S)1 and is bounded and locally Lipschitz continuous on M. 
(D5) There is a bounded set M J M which is closed with respect to the weak convergence 

in X. 
(D6) V: X - X' is strongly continuous. '1(u) ^! 0 for all U E M and 41 is bounded on M. 

For uEMitholds 

Theorem 3: With the assumptions (Dl) to (D6) the following assertions hold: 

1) There exists a sequence ( ck) of real numbers c > 0 such that CrtM,CJ,'1 j4 0 for k > 1. 
2) For every k > 1 and e> 0 there exists 6> 0 such that for all W € C'(X,R) with 

strongly continuous derivative 'I" and I'i'(u)j + II'(u)II <6 for all u € M there is a number 
C. € (ci - E,Ck + e) for which critM,.'1. j4 0 (where '1 = '1+ 'P).
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Remark: In 1) it may happen that all numbers c, are equal to each other. 

Before we are able to prove Theorem 3 we need some preparations. For every k E N we 

define

There is aneEft",e$O such that K ishomeomorphic 

= K C M to the boundary of an open bounded neighbourhood of the 

set {e, —e} in R.k\{O} 

Lemma 7: Assume (Dl) to (D6). Then Kj, 54 0 for all k E N. 

Proof: Let (urn), m > 1, be a sequence of linearly independent elements of X, where u1 

is taken as in (D2). For k € N, the subspace E,, = span{uj,...,uk} is isomorphic to B." by the 

canonical isomorphism Oh : E,, -p B.". The set V = {u E E, : T(u) < a} is bounded by (D2) 

and contains u 1 and —u1 . Its boundary satisfies 8V C M since T is continuous. Furthermore, 

8V = 0'(8(t,b(V)), and O(V) is an open bounded neighbourhood of {5(uj),—'(ui)} in 

R"\{0}. Hence, 8V E Xh I 

Now we define for K E N

c,= supinf'1(u). 
KEK. uEK 

Lemma 8: With the assumptions (Di) to (D6), 0 < c < +oo for k € N. 

Proof: Let k E N. By Lemma 7, there is aK0 € K& . The set K0 is compact, and '1(u) > 0 

for u E M (by (D2), (D6)), hence infuEK. 4'(u) > 0. It follows c,, > 0. Furthermore, ck < +oo, 

since '1 is bounded on M, by (D6) I 

Proof of Theorem 3/1): We show that for Xh , c, k € N, assumptions (Hi) to (114) of 

Subsection 2.1 are satisfied. Then, the assertion follows from Proposition 3. 
(Hi) is trivially satisfied, and (112) follows from Lemma 7 and 8. 

(113):If we choose D = Hom(M, M) (the set of all homeomorphisms of M onto itself), then 

it is dear that X, is invariant under D. 

(114): Under the assumptions (Dl) to (D6), all assumptions of Lemma 5 for c = ck are 

satisfied. Especially, since cj, > 0 by Lemma 8, (D6) implies assumption d) of Lemma 5. Hence, 

Isatisfies (PS), and Lemma 4 implies that the mapping d( . ,1) fulfills (114)I 

We set for fixed k € N 

= inf {II'I" (u)II I u E J1, 4(u) € (c/2, 3c/2) } .	 (15)
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Lemma 9: Suppose that (Dl) to (D6) hold. Then r > 0. 

Proof: We give a proof by contradiction, by supposing r = 0. Then, there is a sequence 
(u,) C Af such that l(Urn) € (Ck/2 , 3Ck/2) for m € N and Il I'(u,)II -p 0 as m	00. 

Since M is bounded there exists a subsequence (urn .) c (u,) such that Urn' u € as 
m' - oo. The operator 'I' is strongly continuous (and hence 'I is weakly continuous), therefore, 
1(u) € [c/2,3c/2] and V(u) = 0, in contradiction to (D6) U 

Proof of Theorem 3/2): Let k € N be fixed, and let E> 0 be given. We assume E < ck/2. 
Let r> 0 be the number defined in (15). Now, we choose 6> 0 such that 

5 <mix {E,r,cj,/4}
	

(16) 

Let 'I' E C1 (X,R) such that '' is strongly continuous and I'(u)I + Il''(u)II <6 for all u € 
It is our aim to apply Propositions 5 and 6, so we have to verify (H5) to (H9). To this end, we 
set K = X1, and V. = V. 

(115) to (H8) are obviously satisfied. 
(119): From Proposition Sit follows c € [Ok - o, ca + 5] . If we set in Lemma 6 c 1 = 

C2 3c/2, then we see that the functional I satisfies (PS) e for every c € (ck/2-fS,3ck/2-5), by 
Lemma 9. It holds [Ok - 6, c1, + 6] C (c/2 + 5, 3c/2 - 6), by (16), and therefore the functional 
I. satisfies (PS). Now, from Lemma 4 it follows that (H9) is fulfilled. 

From Proposition 6 it follows critM,.4'. 54 0, and c € (Ok - C, Ch + e) because we have 
c. E [Ok - S,Ok + 5] and (16) u 

As an application of Theorem 3 we consider the following example. 

2.4. An example to Theorem 3 

Let fl C R', n < 3 and X = W(f) as in the Example to Theorem 1. We consider the 
following functionals on W1 .2(0) 

T(u) = I 1 IVuI 2dz + F(u), 2 in 
' 1(u) = - 1 I udz, 

q In

r(u) = _ f u2dz+ ju4dz 

P(u)= of P(z,u)dz, 
0 

where 0< q < 6, o E R, P(z,t) = fp(z,z)dz for (z, t) € 11  R and p satisfies (P1), (P2) (of. 
Example to Theorem 1). The number A in the functional r will be specified below. To show 
that Theorem 3 applies to this example, after the following remark, we premise three lemmas. 

Remark: If we assume that the assumptions of Theorem 3 are fulfilled, then u € critM,I
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resp. U E crltM C . I. is a weak solution of the eigenvalue problem 

p(—u—Au+ u
s
) =uuI2	 m fl, u=Oon81 

resp.
p(_1u_Au-4-u3)=uIuI_2+ap(z,u) mfl,u= Oon Of) . 

We consider the linear eigenvalue problem 

 —Au=Au. (17) 

It is well known that (17) possesses a sequence of eigenvalues (Am) with 0 < A < A2 ... and 

Am - +00 as m -i 00. For the parameter A in 1' we assume 

A1 <A<A2 .	 (18) 

Before we choose the number a we prove 

Lemma 10: The functional T is bounded below on W"2 (t1) and infEwi2(fl) T(u) < 0. 

Proof: a) Using the Holder inequaltity and the Sobolev imbedding W'2(a) - L4(fl) we 

get the inequality

T(u) ^! Hull'- Iflh h/2 IIulI + IIuII ^ IIuII 2 + C	 (19) 

for u E W 2 (c1), i. e. T is bounded below on W'2(fl). 

b) Let ü be an eigensolution of (17) to the first eigenvalue A1 , hence ü E W01'2(rl), 

i 0 0, fn I V612dz = A1 fn 62dz. We study the functional T along the one-dimensional sub-

space span{i}. For t E B. we set

v(t) = T(tü) = At4 + Bt2, 
where

A = / ü4dz,	B = 1 - A/A1 / IVuI2dz. 

From (18) it follows B < 0, consequently there is a to E B. such that v(to) < 0. Hence 

uEW2(0) T(u) < 0 i 

Now, we choose a number a such that 

ml T(u)<a<0.	 (20) 
uEW, 2(Q) 

Analogously to Lemma 1 we have 

Lemma 11 (cf. [5] and [10: Corollary 26.14]): Under the assumptions stated above it holds: 

1) r,,r, 'i' E c'(W'2(cz),R) and for all u,v E W01,2 (0) we have 

(T1 (u),v)	/VuVvdz-4-(r'(u).v), (r'(u),v)= —A/uvdz+ju3vdz 

('(u), v) = JuIuj 2vdz,	('1'(u), v) = /q(z,u)vdz.
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2) 4F,'P : WJ'2(0) -. R are weakly continuous, +',r','p ' : W01 ' 3 (I) -. [w2(n)]' are 

strongly continuous (and hence compact). 

It will be important that we know the exact number of critical points of T: 

Lemma 12: For .A E (A02 ) the equation V(u) = 0 has exactly three solutions 0, u, —u1 
in W'2(), where u1 36 0 and T(ui ) = T(—ui) = iflfuEwi.2(0) T(u). 

For the Proof, which uses the theory of proper nonlinear Freciliolm operators, we refer 
to [2]u 

Now, for the Example to Theorem 3 it is our aim to show that all assumptions (Dl) - (D6) 
are satisfied. For (Dl) and (D2) this can be shortly done. 

(Dl) follows from Lemma 11. 
(D2): The set {u € W'2(c2) I T(u) a} is bounded since (19) implies T(u) - +oo as 

l u ll - oo . Moreover, since T is continuous and a > infUE wi. (fl) T(u) we have M / 0. The 
remainding part follows from Lemma 12 and from (20). 

To verify (D3) we first state 

Lemma 13: Under the assumptions stated above it holds i1UEM II T '(u)II > 0. 

Proof: We give a proof by contradiction. If infUEM II T '(u)II = 0, then there exists a 
sequence (u,) C M (i. e. , T(u,) = a for all m € N) such that II T'(urn)Il - 0 as m * 00. 

The functional T satisfies (PS) since it is a functional of the type considered in the Example to 
Theorem 1 (denoted there by I), especially the assumptions of Lemma 2 are satisfied. Hence 
there is a subsequence (u,& ) g (u,,,) such that Urn w in W'2 (12) as m' - oo. The derivative 
T' is continuous, therefore, T'(w) = 0. From Lemma 12 there follows either T(w) = T(0) > a 
or T(w) = infUE W: .(0) <a , i. e. , T(w) X a. On the other hand, because of the continuity of 
T it holds T(w) = a, which is a contradiction I 

(D3): We set /9 = 11UEM II T '(u)ll . For each u E M we choose v E W'2(tl), 11 v011 = 1, such 
that (T'(u), v) > 2/9/3. Since T' is continuous, for each u E M there is an open neighbourhood 
N of u in M such that (T'(w), v) > /9/2 for all w E N,,. The family {N.,} is an open covering 
of M. Since every subset of a Banach space is paracompact, there are a locally finite refinement 
{N1} of {N,,} and corresponding 1'; € W'2(fl), llll = 1, such that (T'(w),v,) > 0/2 for all 
w € N, i E N. 

Now, let { j} be a partition of unity on M subordinate to {N,}, and set s(u) = Fj j(u)v, 
u E M. Then the mapping p: M -+ W 2 (1l) is continuous, Ikt(u)ll :^, 1 for all u € M, and we 
have (T'(u),p(u)) E1 7h(u)(T'(u), vi) >	q1fl/2 = /9/2. Therefore, p(u) 54 0 for all U E M.
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We set v(u) = p(u)/ii t(u)ii for u E M . Then, v is continuous on M and 11v(u)Ii = 1 for all 

u E M. Furthermore, (T'(u),v(u)) = (T'(u),m(u))/iirn(u)II > $12 > 0 for all u E M, and (D3) 

is satisfied.
(D4): T' is the sum of the uniformly monotone operator T'— r and the strongly continuous 

operator r (cf. Lemma 11), hence it satisfies (S) 1 , cf. [10: Chapter 27.1]. Now, we prove that T' 

is Lipschitz continuous on M (hence locally Lipschitz continuous). For u,v E M, V E W0"2(1Z) 

we get with the Holder inequality 

(T'(u) - T'(v),w)i 

^	V(u_ v)Vwdx+.Aj(u—v)wdz+ / (u—v)(u2 - 2uv+v2)wdz 

^ lu - -11 11-11 + Ail u - V 11211w i12 + flu - V I14(11 U 112 + 211uv113 + 11v2112)iiw114 

By the Sobolev imbedding W'2(cZ) - L4 (0) and the fact that the set M is bounded we get 

i(T'(u) - T'(v),w)i :5 cflu - v ii iiw ii, where the constant C does not depend on u,v. Hence 

ii T'(u) - T'(v)ii Cu - v ii for all u,v E M, i. e. , T' is Lipschitz continuous on M. Since M 

is bounded, it immediately follows that T is bounded on M. 

(D5): We choose A71 = convM (the closure of the convex hull of M). M is bounded since 

M is, and it is well known that ff is closed with respect to the weak convergence in W'2(n). 

(D6): I' is strongly continuous, by Lemma 11. It is obvious that 1(u) ^! 0 on M. Further- 

more, it holds 1(u) = p1 11 uII ^ Cufl' because of the Sobolev imbedding W 2 (fl) - L,(1l) 

for p < 6. Thus, I is bounded on M, since M is bounded in W'2(f1). it is easy to see that for 

U E W'2(0) it holds:

l(u)= 0	u = 0	l'(u)= 0. 

So, (Dl) - (D6) are fulfilled and we have shown that Theorem 3 applies to our example. 

Finally, we will prove that we can choose the number a- in the functional 12 in such a way 

that the condition i'(u)i + ii'(u)ii < 5 for all u E 111 is fulfilled. Note that, by Lemma 11, 

' E C1 (W 2 (0) , B.) and 'P is strongly continuous independent of a € R. 

Lemma 14: For the functional 'P given above there exists a number 00> 0 such that for 

a with 101 < a0 it holds l'P(u)i + ii'P'(u)ii <5 for all u € A. 

Proof: a) From (P2) it follows the existence of constants aj ,b1 ^! 0 such that iP(x,t)I :5 

a: + b: it I 1 for all z E IL For u € W 2(Il) it follows 

'P(u)l !^ 01 Jo 
iP(z,u)i dx < j al 

fn
j(ai + biiui'") dz < a(ai fl + CbjIiuIi''),
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using the imbedding W1 '2 (11) - L4+ 1 (1Z) since a + 1 < 6. 

b) By (P2), for u,v E W 2 (cZ) we have 

I(W'(u),v)I :5 krIjIP(zu)IIvIdz 

:5 101 1.10 Ip(zu)I(8)1'dz}
a/(a+1)   I 1 vI'dz} jn 

:5 1-1 11 (0 + buJ')(''"dz
a/(.+1)	 1 1/(.+1) 

}	{jIvr+'dzj 

^	cl (aini'/('') + b lIu Il:+1) llvll.+i 

^ lo'l (al0l l(9+1) + cbIlulla) dlvii 

Since k is bounded from a) and b) there follows the existence of a number ao > 0 such that 

l'(u)l <5/2 and ll'"(u)ll <5/2 for all u E k  
Remark: The set M consisered in our example is not homeomorphic to the unit sphere in 

W'2(a). To see this, we prove that M consists of at least two connected components. Let ü be 
an eigensolution of (17) to the first eigenvalue A, and let E = {u E W 2 (t1) : (u, ü) = 0} be the 
hyperplane in W'2 (t1) which is orthogonal to ü. We have, by the variational characterization 
of the eigenvalues of (17),	lVu1 2 dz >— X2 fn u 2dz for all u E E. Hence, using (18), for u € 
it follows 

T(u) =	lVu1 2d -u2dz +	u4dz > (i_ ) 
j 

Vu2dz > 0. 

Since a <0 it holds MflE = 0. On the other hand, if u1 is the element from Lemma 12, 
each of the opposite rays {tuj : t> 0} and {tuj : t < 01 meets M at least in one point, by the 
continuity of T and (20). Hence M has at least two connected components. 

2.5. Functionais on bounded level sets II 

In this subsection we assume: 

(El) X is a real Hilbert apace, + E C1(X,R). 

(E2)M ={uEXIIIUII=l}, k ={uEX : ii u ll:^ 11. There exist numbers  EN, 
p > 0, and an odd mapping Oo € C(S',M) such that o(S') C M, = 

{u € M: (u) > p}, where S' is the unit sphere in R". 

(E3) '' : X —. X' is strongly continuous. '(u) ^! 0 for all u € X, and t is bounded 

on M. For u E X it holds I(u)=0u=0t='(u)=0.
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Theorem 4: Under the assumptions (El) to (E3) the following holds: 

1) There is a real number c> p such that CritM+ 54 0. 
2) For every e> 0 there exists 6 > 0 such that for all W E C(X,R) with strongly contin-

uous derivative V and lW(u)l + l4"(u)fl <5 for all u € k there is a number c E (c - e,c + e) 

for which CfltMc.'. i4 0 (where C = + + 4k). 

Proof: 1) It is our aim to apply Proposition 3, hence we have to verify (Hi) to (H4). 
(Hi) is obviously satisfied. 
(112):We define 

	

= IB M	There is an odd mapping ' E C(S"_',M)
 I such that B = 

K	
JKCM, ThereisaB€B and aJ€C(Bx[O,i], MI) with l	(21) 

J(u,0)=u for all u€Bsuch that K=d(B,i)	
j .  

Obviously B c K, and since t,bo(S') E B according to (E2) it follows Kj4 0. Now for the 
number c = SUPKE nI,SEK'(U) it holds c < +00 since I is bounded on M. Furthermore, 
because 0(St_1) is compact it holds infUEO(Sk_1) 1(u) > p , hence 

C> P.	 (22) 

(113):We define

I There is a J  C(M x [0,l],M) such that j( . , t) is a homeo- 

D= dEC(M M)	 I 

	

morphism of Montoitself forallE[0,1],J(u,0)=uand
	 I

t 

I(J(u,t)) ^ 1(u) for all (u,t) € M x [0,l]and d(u) = J(u,l)
forallu€M  

To prove that K is invariant under V let K E K, i. e. , K = J1 (B,1), where B and Ji are 
according to (21). Furthermore, let d2 ED, d2 ( . ) = J2 ( . ,1). If we set 

	

I J1 (u,2t)	 for u E B, t € [0,1/2] 

	

J(u,t) 
=	J3 (d1 (u,1),2t —1) for u E B, t E (1/2,1],	

(23) 

then d2 (K) = d(B,l), and it is easy to see that J  C(B x [O,1],M). Hence d2 (K) E K. 
(H4): It is our aim to apply Lemma 4. If we set T(u) = lu11 2 , u E X, and a = 1, then 

it is immediately dear that (Cl), (C2), and (C4) are fulfilled, where (T'(u),v) = 2(u,v) for 
u,v E X. Furthermore, in (C3) we can choose v(u) = u , u € M. Assumption (105) holds, since 
if = {u € X : h u ll = i} is bounded and dosed with respect to the weak convergence in X. 

For (H4) it remains to show that I satisfies (PS) on M. For this, we use Lemma 5. From 
18	Analysis. 8<1. II. Heft 2 (1992)
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(E3) there follow assumptions c) and d) of this lemma for all c 54 0. To verify b), let (urn) C X 
such that Urn - u in X, T'(u,) —. v in X' as m - oo. It holds T'(urn) — V(u) as m —co since 

(T'(urn),w) = 2(u., w), (T'(u),w) = 2(u, w) for all w € X. Hence v = V(u). The estimate 

2 11 Um - u 112 = 2(u,,, - U,Um - u) =	- T(u),u, - u) 

:5 IIT'(u,n) - T'(u)II hUm - tsIl 

yields urn—iuinX asm— oo. 
2) Let e> 0 be given. Set 

	

inf{ll . '(u)II ho EM, Eu) E (c/2,3c/2)1	 (24) 

The same proof as in Lemma 9 yields r> 0. Now, we choose positive numbers o-, 5 such that 

a < min{e/2, c - p}, 5 < min{e/2, r}, a + 25 <min{c/2, c - p}.	(25) 

Note that c > p, by (22). We shall apply Propositions 4 and 6, so we have to verify (115) to 
(119). 

(115): Let 5 be the number choosen accordingly to (25). Under the assumptions of part 2) 
of our theorem (115) is fulfilled. 

(H6),(H7): For the construction of a class K, let a be taken accordingly to (25) and choose 
a set Kg E K such that UIfu€K., 1(u) > c - a. We define 

There is a d € C(M x [0,1],M) such that ( . ,t) is a homeo-

V. 	d E c(M,M) 
morphism of M onto itself for all t E [0,1], J(u,0) = u and 

l.(d(o,t)) ^: 4(u) for all (u, t) E M x [0,1], and d(u) = d(u,1) 
for all u € M 

X. = { KcM	I There isad€V. such that K=d(K)}. 

It holds K. i4 0 since Kg id(Kg ) E K, where id is the identity mapping on M. It remains to 
show K. c K. Let K E K., i.e. , K = d2 (K.,), d3 € V., d3 ( . ) = d2 ( . , 1). Since Kg E K, there is 
a B E B and adj E C(B x [o,i],M) with Ji (u,0) = u for all u € B such that Kg = 
If we construct a mapping d € C(B x [0,1], M) accordingly to (23) we have K = J(B, 1). Thus, 
we have to show d€ C(B x [0,1],M), which is proven if we can show 

I(J(u,t)) > p	 (26) 

for all u E B, t E [0,1). Obviously (26) holds fort € [0,1/2] by construction of J. To verify 
inequality (26) for all t it suffices to prove 

I(J2 (u),t) > p	 (27)
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for all tiE Kg, t E [0,1], by (23) and Kg = J1 (B,l). For u E Kg it holds 4'(u) > p+26 (note 
(25)), hence 4'.(u) > p + 5 since I'1'(u)I < 5. From the definition of V. it follows 1.(d3(u,t)) 
4'.(u) > p+ 5, therefore, I(d2(u,t))> p for all t E [0,1], and (27) is proven. 

(118): V. is a semigroup with respect to the composition of mappings. This immediately 
becomes clear if we use a construction analogous to (23). Now, by construction, K. is invariant 
under V..

(119):If we chooser accordingly to (24), then the verification of (114) in part 1) of our proof 
shows that all assumptions of Lemma 6 are fulfilled. Hence the functional 4' satisfies (PS) for 
all c E (c/2 + 5,3c/2 - 5). Proposition 4 yields c E (c - 5— o,c + 5], and, by (25), it holds 
c/2+5 <c — S — c, 3c/2-5 > e+5 . Therefore, 4'. satisfies (PS), and from Lemma4 it 
follows that (119) is fulfilled. 

Now, Proposition 4 shows thtM.4'. $ 0, and c. E (c - e,c + e), because inequalities (25) 
yield c € (c-5-01,c+6] c(c—e,c+e)I 

Remarks: 1) it is not possible to choose K. = K because K is not invariant under D. If 
K E K, d € D, then in general d(K) is not a subset of M9 . 2) In [4] there are used classes K 

of the type considered above to obtain a series of distinct critical values by varying k 

Example to Theorem 4: Let fl C R' and X = W1,2 (ul) as in the Example to Theorem 1. 
We consider the functionals 4' and 'P from the Example to Theorem 3 under the assumption 
1< q <+ 00 if n 2and 1< q < 2n/(n-1)ifn>2. It is our aim to prove that all assumptions 
of Theorem 4 for our example are fulfilled. 

(El),(E3): They follows from Lemma 11. To see that +'(u) = 0 implies u = 0 we use the 
identity (4"(u), u) = q4'(u) for all u  W,"2 (11). 

(E2): Let k € N be an arbitrary number. Furthermore, let (u,,% ) be an orthonormized basis 
in W'2 (c1). Set E1, = span{ul,...,uk}, and let lio : Rh - E,, be the canonical isomorphism. 
Since the set 'o(S"_ 1 ) (where S	C Rk ) is compact and since 4'(u) > 0 for all u E M it 
follows	EO(S11_1) 4'(u) > 0. Now, for every number p satisfying 0 < p < inf E0 (.k . i) 4'(u)

assumption (E2) is fulfilled. 

Remark: Under the assumptions of Theorem 4, u E critMI, rasp. U E crltM.C.4'. is a 
weak solution of the eigenvalue problem 

-	 -pzu=uIuI3	 inf,u=0on8(L 
rasp.

—p. = uU_2 + up(z,u) in fl, u = 0 on 80. 

Finally, we remark that the assertions of Lemma 11 for 4' and 'P are valid and that Lemma 
14 is also true under the setting of this example. 

18'
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