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8. Loops, global phases and the holonomy group (discrete case) 

With this section the second part of the paper starts. The first part [I], consists of 
Sections 0 to 7 and the Appendix of technical tools. In allwhat follows itwill be tacitly 
understood that by quotations in the text like Section 3, Theorem 5.1/00, (6.10) or 
Appendix 4 on refers to (1: Section 31, 11: Theorem 5.1/001, 11: Formula (6.10)), and [I: 
Appendix 41, respectively, provided no other references have been mentioned explicitely. 

Throughout this section we suppose that A = M is a vN -algebra acting over some 
Hubert space H, and that the positive linear forms considered are normal ones. For 
convenience let us also adopt all the suppositions and notations from the Sections 4 
and S and the Appendix. Especially M is thought to act in standard form on H, with a 
cyclic and separating vector 0 and associated to ( M, (7) a natural positive cone 

Let us consider finite sequences of normal positive linear forms over M of the fol-
lowing type. If n eNtJ(0) and y =(i :1=0,1,2..... n) is the sequence in question, then 
in case n * 0 it is required that, for any At R, (i * Aw_ 1 and (U1, 6)1 .. 1 ) is <c-minimal for 
any j = 1,2.... . n. A sequence y of this specification will be referred to as a path ('within 
M.,..). The case n0 is referred to as a trivial path. Thus, each element of M can also 
be considered as constituting a trivial path. For a path y (with n *0) also the notation 
y: w0-4 u1-4 will be in use. In this situation, the linear form is referred to 
as the initial form of y whereas UnS said to be the final form of y. Let w,oe M. In 
case that there exists a path ywith initial form wand final form a, this will be notified 
by w a, and yin this situation is referred to as a path connecting w and a. Note that by 
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an equivalence relation on M_is established. In fact, reflexivity follows from our 
definition of a trivial path, and symmetry isa consequence of the fact that for a path 
y: w = —i (01 --4 ... —p w, = o connecting wand ci we have the inverse path y 1 : 00 

-'o,, with 0k	nk 'for any k = 0,1.... . n. That y 1 is a path in our sense follows€
from the fact that if ( Wj. w1.} is a - minimal, then (w3_ 1 , w1 1 is v - minimal, too. Transiti-
vity arises from the fact that paths y: w = w. - w-4 ...	= ci and y': ci = 04 

m = P can be joined together resulting in another path y' = yy': (j = (Jo 
W m P with w j for j = 0, 1.... . m. The -equivalence class of a normal positi-

ve linear form w will be called the w-component, for short. A path yin Mconnecting 
wand ci is said to be an w-loop or a closed path at w if U =o. Note that the only path 
containing the linear form 0 is the trivial path at 0. This follows since for a path 

Y : w0 - w1 -- ... —b w such that = 0 for some / 00,1_., n), by the definition of the 
term path also the next neighbouring forms in the sequence had to vanish. This is so 
because (0, v) is < - minimal if and only if v = 0. In the sequel this trivial case will be 
excluded from all considerations and the term path should be understood tacitely as 
connecting non-vanishing forms. We further note that for a path y: w0 -4 w1 —4 

— w,, and given reals A .....),, E R.\(0) also y: A 0 w0 —4 ... —b A,,w,, is a path. 
This follows since for a non-trivial =-minimal pair (w,o) and given A,p e R\(0) the 
pair I Aw, pcI is non-trivial and c-minimal, too, and the arising forms are positive 
multiples of each other if and only if this is the case for the original forms. Especially, 
if A wj (e)' is chosen for all j, we will arrive at a path yin the normal state space 

S0(M) of M. In all what follows it will be sufficient to consider only paths in S0(M). 
The results and effects which will be proved and discussed in case of paths in S0(M) 

will then persist to hold for arbitrary paths in M_. 
Let ii be a normal state on M, and let S( v) be the set of all vectors of H such that p 

€ S(V) implies t'(x)<xp.q'>, for all X €M. By our suppositions S(t') is  non-void and 
uniformly closed subset of the unit sphere of H. Thus S( v) is a complete metric space 
when considered under the metric d(9, (P) li p - ii. Now, the structure of S(v) will be 
analyzed from a more algebraic-geometrical point of view. 

To start with, let us look on a path yin S0(M),with initial state wand final state ci. 

We are going to associate with y a one-to-one mapping from 'S(w) onto S(ci). The 
map ø, is constructed as follows. In case w =ciand if yis the trivial path we define ø., 

id, where id denotes the identity map in S(o)). In the non - trivial case let ybe given as 
y: w = w. -4 w1 ---4 ...-4 w,1 = 0 and suppose that p € S(W). Since (;w1 ) is ((-minimal, ac-
cording to Theorem 5.l /(iv) there is a unique vector p€ S((J 1 ) with 97, 119. By the same 
argument applied to the cc - minimal pair (w1 ,w2 ) and the vector p 1 e S(w1 ) we provide 
ourselves with a vector p2 eS(w2 ), with 92 II p. This vector is uniquely determined by 
its predecessor p1 E S(u1 ). Proceeding further in this way we finally arrive at a finite 
sequence p, p, 9221 ... I Vn of vectors which are constructed according to the rule that 
from	€ S(wj. 1 ) we get a successor pj € S(w1 ) as the unique vector in S((Jj ) obeying 

j 11qij_ 1 . By our definition of the term path and by Theorem 5.1 /0v) this successive 
construction procedure works well. We define (q,)=p. For the image of p € S(w) 
under the map øT the abbreviation p(y) will be in use. About ø).we get the following 

PrOpO8ltlOn 8.1: For any path y connecting w and ci within S0( M) the map cP., is a 

homeomorphism bet ween S( w) and S( a). For the inverse ' path y' y 1 one has ø...
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Suppose y"is another path within S0(M), with initial state a and final state i.' 
Then for the composite path S = yy" of y and y"connecting tj and  one has ø = ø. 
Suppose 92 E 5(w) and W  M'is a partial isometry with w * w = p'(p). Then for any path y 
connecting w and a within S0( M) the map P,. fulfils .( wq.') = wø( q'). 

Proof: For w = a and y being the trivial path the assertions are valid. Suppose y is a 
non-trivial path given as above, i.e. y: ww0 ---  = a , for some n € N. First 
of all we remark that (P,. is injective due to the symmetry of II (cf. Remark 5.2/(l)). In 
fact, assume that ø() = P.A(k) for vectors q',.e S(w). Let V, c'1 ; P2 ,.... Pn and çb. 0, 

çl, be the uniquely determined sequences of vectors with q, çL, £ S(w1 ) con-
structed according to the above defining procedure for ø, starting out of ip and , re-
spectively. By our assumption-we have q,= çI'. Since ç'll'_ 1 and çb,7 llçb 	by sym-
metry and uniqueness (cf. Theorem 5.1/00) for II we get	4i. Now, this con-

€

clusion can be-applied repeatedly and finally gives p = 0. This proves injectivity. 
Let €S(o) be given and look on the inverse path y' = y 1 . Then (y' )€ 5(w). Sup-

pose that (k = , 01, 0,, -- On = '(y) is the sequence of vectors fpj € S(w_j ) constructed 
according to the defining procedure for ø,, starting out of gt. Then 0, ll Oj, for any j. 
By symmetry of II we have Oj 11 for any j. In defining pj = c1',,—j ,for all j, we get a se-
quence c'0 = çi( y), q' 1 ,..., p,, = * of vectors with 4pj € S(wj ) and 'Pj 11rp_ 1 , for any I, and the 
sequence in question belongs to the path y. Hence, = ((y'))= ø(d..(D. Since çL' 
€S(a) could have been chosen at will, id=.1, .. on S(a) has to be followed. It is now 
evident that 0 . has to be surjective. 

Analogously, one obtains id = ø..(P .. on 5(6)), with y = y 1 . These conclusions can 
be drawn for each path y within S0(M), with w being the initial state of 'r and a being 
the final state of y. Thus, ø.. with -r' = y 1 has to be the inverse of 

From this also follows that, for a proof ø.. to be a homeomorphism, we may con-
tent with showing that ø ) is continuous for any path y. We will do this. Let y: () = 

—4w--...---*w,3=a be a path, and suppose that q'	... ... ..p is a sequence with 
ç 1 E S(w) and q1 I1 for all j. Assume that k=i 1hc , p ..... 1Pn, for k N, are se- 
quences with q,jC€ S(wj ) and cjdlPq,J j for all]. Suppose that lim, q,kp in S(w). What 
we have to prove is that also "Mk q ' = Pn. The latter is certainly valid if we succeed in 
proving that for a a - minimal pair (v, i') of normal states and given sequences (e") and 
(k), with ek E S(v), k5() and ,llCk for all keN, from Iimk Ck	and € S(p) 
with i'llalways follows lim	We are going to derive the last mentioned. Let€
Wk €M be the partial isometry with w; wk = p() and C'wkC. For any x €M we then 
see that lim, wkxC lim, xwkC x( I imk wkC ) x (limk Ck ) x4 = p'(4)x. Since 
wkp(C) =wk, and because.( x5 : x eM) is uniformly dense in p'(C)H and(wk ) is a uni-
formly bounded (by one) sequence in M', St-" M k wk =p'() follows. Therefore we also 
have lim, wk?7 p'() By the assumption lICand according to the definition of II (cf. 
(5.1)) we have p'()p'(). Hence limk wk ;	.Note that wkl) eS(p). But then, by 
Theorem 5.1/ (iii) from n II it follows that Wk II Wkf, i.e. wk ll ii	From our as-

€

sumption ij'II Ck and the uniqueness statement, Theorem S.1/(iv), we then get 
wk77, and thus lim b )7 k = limk wk?1 =4 is seen. By our preliminary co* nsiderations this 
result then yields continuity of	when applied successively to the pairs q'J' 
k € N, and rpj llq. j . 1 , for all], i.e. in this situation limk 0Y'	= limk	=	= 

Finally, the validity of the last parts of the assertion follows from the constructi-
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on procedure for the homeomorphisms in question. This construction for a given path 
'y guarantees that the defining sequence of vectors in the procedure is uniquely deter-
mined by the initial vector. As yet mentioned, this is a consequence of Theorem 
5.1/(iii) and (iv). But then, by the construction two such sequences of vectors with the 
property that the final vector of the first is the initial vector of the second can be 
glued together and yield the unique defining sequence of the composite path, with ini-
tial vector of the first and ending with the final vector of the second sequence. This 
proves the composition property. 

To see the last assertion, if w €M' is a partial isometry with w' w =p'(p) and if q' 
.. q is the unique sequence with initial vector 9P and q.'1 ES(W1 ) and 

qIl q., for all j, for the path y: w = Wc, ...- w = o in question, by the above rea-
soning wq, w9 1 , wrp2 .....wp, has to be the uniquely determined sequence wq' = (P, cL's, 

çb, with Oj E S(w) and	for all j, which starts from wq. Hence,€
P(wq')= wP(q)U 

Let us now suppose that y is a loop at some state w E S( M). Then ø. is an element 
of the group of homeomorphisms r of the metric space S( w). Since any two loops at w 
can be joined together resulting in another loop at w, in view to Proposition 8.1 we may 
conclude that G0(u)r( 0 € T: 3 w- loop y with 0 = is a subgroup of r1,,. In the se-
quel the group G0(W) will be referred to as the (restricted ) holonomy group of the 
state W. Note that we can also introduce an equivalence relation - in the set of 
all W- loops by the requirement that y-y'if and only if (y)=q'(y) for any q.'€S((J). 
The set of equivalence classes [y] of W - loops with respect to - in a natural way is a 
group if we define [y] [y']7 [yy']. Note that this group by Proposition 8.1 proves to be 
anti - isomorphic with G0(W). 

Remark: The notions and notations introduced and used in this Section seem to 
suggest some analogy with well-known and Important notions and notations of geo-
metry and topology. This Is not at all an accident. As an example, II could be interpreted 
as giving a connection In the manifold S0(M)(or in the unit sphere in H) and could be 
used for giving a law of parallel transport for some objects interpreted as tangent 
vectors etc. These interpretations of course are worth being discussed separetely. But 
such analogies and their consequences require to be handled with some care. We have 
to do there with dimensionally infinite and non-commutative phenomena which are in-
trinsically more complicated, both referring to C'-algebraic as well as to topological 
and differential-geometrical aspects and reflecting their (attractive and desirable) 
common occurrence in one and the same context. For the case of finite-dimensional 
algebras (at least In the factor case) the problems are less difficult and the transport 
problem has been discussed by A. Uhlmann in 163 and CS] In terms of a naturally asso-
ciated manifold. For some Interesting differential-geometric problems related to this 
cf. also 13. 41. In this paper we want to avoid to enter into a more principal and formal 
discussion of the global questions around non - commutative geometry. Instead we 
mainly want to elaborate on our approach of stating facts on the effects essentially 
caused by non- commutativity of the underlying mathematical objects and categories. 

Suppose now 0€G0(w) and fix a vector p € S(w). Let M9, be the vN-algebra M'q, 
p'(p)M'p'(p), and let U(M'9,) be the unitary group of M'F. Since p'(O(p)) p(p) and 
also 06p)e S((J) is fulfilled, there has to exist a unique unitary wF(0)E U(M'91) 
such that 0(p) = wq,( O)p. We can associate such a unitary w,( 0) to any vector p e S(u) 
and any 0 €G0(W). According to the last result of Proposition 8.1, for any v €M with
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vv=p(q) one has	 Thus, we find the transformation law 

w9,()=vw9,(0)v
	

(8.1) 

for any p E fflw), v € M' with vv = p( ), and all GO(w). Assume Vis another element 
of 00(u). Let Ø"= V. Then, inserting v = wq,(dY) into (8.1) we can conclude as fol-
lows

= vvwyq,()vcv = vw9,(ø)ep = w,,(ø)w,((P)q. 

From this w,,(ø') =w9,(ø") =w9,(0')w9,(ø) is obtained. Obviously, w(id)p(q), 
and p(q) is the unit of the group U(M,). Assume that w,((P) p'(q,) for some 
€G0(w). By definition of w.the latter means ø(p) = q. Argueing by means of the last 
part of Proposition 8.1 we get ø( v) = v, for any v eM with v v = p'(q). For each fixed 

we have 

S(w) = { ctieH: =vq for some veM' with 

Hence,	Li)=Dholds for any i €S((J), i.e. 0(p) = qp implies 0 =id. We take together€
these steps and arrive at the following result. 

Lemma 8.2: The map wq,: G0(w) 3, 0	w9,( 0) € U(M',) provides a group anti-iso-

€

morphism from the (restricted) holonomy group G0( w) of the state u onto some sub-
group U(u) = im w4, of the unitary 	U(M',,). 

The unitary group U(w) is referred to as the (restricted) u -phase -group at P € 
S(u). By (8.1) we see that U(u) and U0 (w) are mutually isomorphic for any two vec-
tors q.,çteS(w). For an u-loop yinS0(M) the element w9,(0) is called phase of the 
u-loop -((to  the initial vector ). Note that the group of -',-equivalence classes of 
w- loops is isomorphic to U(u) for any gD €S(u). This follows from Proposition 8.1 and 
Lemma 8.2 since the map [y] —4 wq,((P.y ) can be composed of the two maps [yJ 
and 0 —*w91(0) which both are anti - isomophisms from the group of	equivalence€
classes of (j- loops onto 00(u) and from G0((j) onto U((j), respectively. 

In the next step we want to establish the connections between relative phases as 
introduced in Section 6 and the elements of the (j-phase-group. Assume that y: u = 
*u1*...4u(J is an ti-loop, and suppose that Lk E S(uk), for kO,l,2..... n-I, are 

given vectors. Let 4P € Mw), and suppose that çt	. We are going to construct from the 
given sequence 06, = ' the uniquely determined sequence op, = . q*,..., ep, of 
vectors with 'k ES((Jk ) and kj'1k' for all k. By Proposition 6.12 we get 92 1 = S(q, çb )çZl 

and, fork >1, ck = S(' k_ I ,cl k )c,k .This is a recursive system which can be solved by 
means of successive application of Lemma 6.13 as follows: 

= 8k-i'0k	( 

=	k-20k-18('k-2 'kPk 

=
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= 

The last member, i.e. fork =n, yields q'(y). Hence, 

(y) = 

Since çL' = p holds, we get 

wq,((Py)q =P(Y) = 8( 0 ,q.'1 )841 ,02 )	8('fl_1,'fl)ç'. 

Because both 8 4b , 0,) S(çl 1 ,	)" S(gl_ 1 ,	and w,( ø.) are partial isometries with€
the same initial projection p'(q) we finally conclude to 

wq,((Py ) = S(0,1)S(g1,q2)" 

Note that according to our invariant definition of w,( 0r we have also proved that the 
product	'P ) 8 41t	 8(0n-1, çb,) of the relative phases does not depend on the 
special choice of the representatives cL'k ES(Wk ), provided	and çb,= 92 have been 
fixed. Having this structure in mind, we shall refer to the operator w((P) as the 
global v -phase of the w- loop y. Summarizing we get 

Theorem 8.3: Let y:	-w--- ...—*w,=u bean (j-loop in	Forgiven fixed

qeS(W) the product 

rIStpk l ,Oki, with 00=4,=9,, 

is independent of the special choice of çt.' E S( Wk) fork = 1,2.....n-1 .  One has 

wç(ø.y) =	'I'k 

We remark that in this sense the global g'-phase w,((P7) is the operator-valued 
generalization of the invariant of V. Bargmann [2] 

Next we want to analyze the behavior of 0. in case that the path y undergoes cer-
tain continuous deformations. We start with the following result on pairs of = - mini-
mal positive linear forms. 

Lemma 8.4: Let (Wj Oj ) be a sequence of -minimal pairs with wj — 0 and oj —f c. 
Suppose also that (w, o) is -minimal, that (q) is a sequence of vectors with 90 j € S( 
and q—q, ç E S(w) and that fj € S(o) is chosen such that f, II 9)j , for any j. Then the 
sequence ( } converges towards the uniquely determined 4 € S( a) obeying 4 II 

Proof: Let Oj E S(c) and tp € 5(a) be defined such that cb, 4 ePa, for any j. Then we 
have ç(i, — çb. Let us define forms h,h € M. by h( )<( ),q'> and hJ()<( 4j,q>. 
Let h=RIhl and h1 =RIhI be the polar decompositions of h and h1, respectively. 
Since both ((j, a} and (o, c) are = - minimal, by Theorem S.1/( iv) and Proposition 6.12 
we have fj = VJ PJ and e = v*. Exactly the same arguments as those what we used in the 
proof of Theorem 4.6 apply in the situation at hand and show that fj —4 '. (Note that 
the assumption ç eP0 in the proof of Theorem 4.6 had been made there only in order
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to provide at least one example of a sequence (c1 ) with p, ES(u1 ) and 
Also, for the arguments used subsequently there and showing vic11 —9 v, the special 
nature of the 9;,1 as elements of P-1 was of no relevance; only the fact p j —9 p proved to 
be important there.) I 

Proposition 8.5: Let y Wo -	- ... - w be a path. Suppose that T m : 0m 

—4 c	are paths with limm cjjm = &, for an,' j, and that pf1*€ 
5(,0m), for any 

m, with ptm	eS( (00 ). Then limn 

Proof: Let p tm =p(,p'...... .= &,,m(p m ) and p ,0 ,q,..., pr(q) be the 
uniquely determined sequences of vectors relating to y' and y' respectively, with 
starting points q,m and p, and let p m IIq_1m as well as p It p1., be fulfilled for any j. 
Since ptm —9 q* holds by assumption, the result now follows by successively applying 
Lemma 8.4 to the pairs of vectors (ço l t", p,_" I and Opp p_ I, from J = I upwards U 

In case of o = w and %tm = w, both r and ym are loops. In this case, let us define 
W wq,(ø..) and Wm = wq, MOP, m ). Then we have .(p) wp and &,,. m(p m ) =wpm 
By Propostion 8.5 we infer limm l4 m P tm = wp. Since p, and because ( Wm ) is a 
uniformly bounded sequence, limm WmP = wp can be followed. From this, in using our 
standard conclusions we deduce that st-limm WmP(P) = W. Assume in Proposition 8.5 
the special situation with c) =	0m for all m. We can choose pm p, for all m. Then€
limm &r m (p) = ø,,( p). By the last part of Proposition 8.1 we then infer that 

sup (II Oym(i)-Ø.()fl: (P€S()) 

sup {IIøm(wp)-ø(wp)II:w€M',ww=p(p)} 

= sup (IIw(ør m ( q ) - ø(p)II: WE M', ww =p(p)} 

Let us agree in using the abbreviation ym —9 y for the situation described in the 
assumptions of Proposition 8.5 - We will take together the previously derived results. 

Lemma 8.6 : Let ( y )be a sequence of paths with r' —*y and let w be the initial 
form of all that paths. Then 

limj ø.,j =(D. uniformly on S().	 (8.2) 

In case that yj and i' are u j- resp. o -loops 

St-lim wi(øi)p(p)' wç,(d)	 (8.3) 

is valid. In this case p J E S((J), for any j, with pi -*p €S(w) is supposed. Especially, for 
y and y being (j-loops for anyj one has 

st-lim1 wq,(di)wq,((Py),	 (8.4) 

for any p t SI ()).
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Let now (u, c) be a cc-minimal pair of normal positive linear forms. In case that C 

=A(i for some ?.E R. it is clear that G0(u)G0(c), cf. the discussion at the beginning 
of this section and the meaning of the elements of the holonomy group. Assume that 
we are not in this trivial case. Let y be an u - loop. We associate with y a C - loop y0 in 
defining y0 : C — T--4 C. Let p €S(u) be given, and suppose t'and çVto be the p-relative 
and the 9)(y)-relative representatives of a, respectively. Then we easily see that 

= w(ø)ç1. On the other hand we have p(y)=w(ø)p, and because lip 
and V ii p(y) holds, according to Proposition 8.1 and the definition of the elements of 
the u-phase group at p we get for the special path y": u - 9 a the conclusion 

wo((Aya  = tp. = r"1' = ø..(w(ø)p) = wc( øy) ør .. ( p) =w9,(ø.J'. 

Due to p(p)=pD ) we have M q, = M'q,. Hence, w<,((Py),wq,((Pr)EU(M,) and the 
equation w <(ø)c = w9,(ø)i implies wq,(ø) = w9,(). Since r could have been 
chosen arbitrarily in the set of ti- loops we have to follow that U(w)C U°<p(a). By 
symmetry ((a, w) is cc-minimal since ills symmetric) we conclude that U)u)J U?p(a), 
too. Hence we proved U27(u) = U90(a). By Lemma 8.2 we then have G0(u) ne G0(a) for 
any cc-minimal pair (w, a). Finally, let now u u, i.e. let the normal positive linear form 
u belong to the w- component. By the definition of we have a path y connecting 
uwith C. Let y: u u0 4u<-4...--4uC. Since neighbouring forms in the sequence 
yield cc-minimal pairs, we may conclude that Go((jk)Go(uk+I). Hence, G0(u) 
G0(a), and we can formulate 

Theorem 8.7: The (restricted) holonomy groups of two normal positive linear 
forms that can be joined by a path are mutually isomorhic. 

Let GL(M) be the group of invertible elements of the vN- algebra M. For a given 
positive normal form (i we define U(u) as follows: 

Lt,(u) = x  GL(M): 
3 fl £ N, a < ,..., aeM+ , invertible 
with xa"a1 , wx(x)x)u 

It is easy to see that 14(0 is  subgroup of GL(M) and that U((J)U^(A(0), for any 
)LER +\(0), is fulfilled. Therefore, and with view to our remarks from the beginning of 
this section, in all what follows we shall suppose all the linear forms considered to be 
states. We are going to define a map e<< : U(w) 3x '-9i<,(x)EG0(u) by the following 
instructions. Let p ES(u) be given, and assume x e 14(u), x a" a1 , with invertible 
ak €M. We inductively define a finite sequence (w0 , u1 ,..., u) of positive linear forms 

by the settings u0 = u, and Wk (wk_ l ) 8k otherwise. We also define operators bk as 
follows: 

- l e	 in case u ).0 k = k_ l for some ?.E R.\ (0), 
bk - uk... I(e)1(ik(e)) 112 ak otherwise. 

Note that, in case that uk =A k (Jk_ I occurs, (uk,uk_ 1 ) in a trivial way is <<-minimal (cf 
e.g., Lemma 6.1). According to Example 6.21(1) we must have both 

a_ 1 a1 9, 11 a_j". aj p	and	akak.1 --- a1 p 11 ak_ I a1p.
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By Theorem S.1/(4) then akak_1" a1 p =A,1 2a_ 1 " a lp has to be followed, with Ak 
=&lk(e)/wk_ l (e).AIso in the other remaining cases we let Ak be defined by )k= 
Wk(e)/wk_i(e). Suppose 11k1' with 't < '2 < <rn' is the set of all subscripts j such that 

* Ac. 1 for any A € R(0). Then taking into account the preceding facts and using the 
definition of the bks we see that 

xc' = a	a, 9, = ( f , * ik A 112) a jrn ap = (ri1 A!1/2)birn • bi g, .	 (8.5)


Let us define operators ckbjk, for k =1,2.... . m. Then the sequence 

Y(a) Oo C1 ...Om =O With ck ( ak _ j ) ek fork al, and co=W, 

is a path which even is an W -loop in S0(M). For, if we define x = Cm c1 , then XE U+ ( W) 
since xq.' =xq' is fulfilled. The latter follows from (8.5) together with the fact that 
fl.A 11 '2 =1 Thus x c' e S(().Onthe other handxc' € S(c) by definition of the sequence 
Y) . This proves W = o. Note that by successively applying Example 6.2/0 ) we get 

= xq. Hence, also c'(y()) = Xp is fulfilled. We put now i(x) This is a 
well defined setting. Because, for another possibly existing factorization of x, say 
x =ar a, as above we arrive at a reduced element x" = c" c by means of which the 
corresponding 6)-loop Y(a) had to be defined. As above we have c'	=X-90 = xp, and 

= c'r(a) had to be followed. From this we obtain 0Y(aY Thus, the 
definition of €,(x) actually proves to be independent from the factorization of x into 
finitely many positive operators ( ak ) of M. Moreover, for x,y € L1(W) from the above 
construction of the mapping ç, it is easily inferred that	(xy) =	.,. holds, provided 

and ç,(y) = (D7 . are fulfilled. By Proposition 8.1 we -then have t(xy) 
= (P . ø.. = ç,(x) ijy). The relation ç( e) rid is obviously valid. Hence, we can summa-
rize the following result. 

Theorem 8.8: For any state 6) the map t: U. (w) 3 x —4 t,,(x)€G0(w) is a group 
homomorphism from 14( 6)) onto some subgroup of the (restricted) holonomy group. 

The group 14((j) will be analyzed in some important special cases. Assume that M 
admits tracial states. We are going to consider a situation where r is such a tracial 
state. Let xeU(t). Hence, r(.)=r(x(.)x)=r(xx(.)), the relation r((e-xx)())O 
holds, and r((e-xx)2)=0 follows. Let x = uIxI be the polar decomposition of x. Since 
14( w ) consists of invertible elements, u e U(M). Hence, and by unitary invariance of r 
we also see that 

r(x(.)x)r(IxI(.)Ixl)r(IxI(.)IxI)=r(uIxIu(.)uJxIu) 

r(I,u(.)u*Ix*I)=r(Ix*I2u()u) =r(xxu(.)u)=r(xu(.)ux) 

i.e. with x € Lt(r ) also x€ U(r ) follows. Especially, for x€ U(r ) we see that the 
relation r((e-xx)2 ) =0 is valid, too. Hence, 

s(r)xxs(r)xxs(r)=s(r)xxs(r)=s(r)xxs(r).
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Let us associate with each x of U.( r) the element v xs( r). Then, what we have seen 
is that v,,.is unitary inMs(r), i.e. Lt(r)s(r)C U(Ms(t)) has to be fulfilled. On the 
other hand, let a2.... . aEMs(r).. be invertible positive operators in Ms(r) and let 
an" a = U Ian 02 1 be the polar decomposition of a" a 2 . In defining a = Ian... 021 -i we 
get a unitary u which is the productu =a, a of finitely many positive, invertible oper-
ators of the vN-algebra Ms(r) (considered over the Hilbert space s(011). We define 
bk = ak + S (r)l for any k. Then x =bb1 =u +(t) is a unitary in M, and x e 14(r) due 
to unitary invariance of r. Hence, we have proved that 

14(t)s(r){u€ U(Ms(r)): u = an- aj for invertible, positive akfMs(r), neN}. (8.6) 

For a moment let us come back to the case of a general state &. Since t, is a group 
homomorphism, ker 1w is a normal subgroup of 14((j). By the construction of i we see 
that ker t, = ( x € L1,(6)). xc' =c'), with c'ES(w). Hence, x €ker ç, if and only if xs(w) 
s(w) holds. Let (y) £ L4(w)/ker ci where [y] is the equivalence class of y modulo ker 
c, in the factor group U+(w)/ker ci• From the definition of the group (.4((J) there fol-
lows that xs(w) =s(w)xs(w) for any x U(w). Hence, for x,z 14((j) we have 
(xs( w))(ys(w)) = xys(w). The latter implies that U4w)s(w) is a subgroup of the group 
GL(s(w)Ms(w)). Since x Ely] implies x 1y s(w)=s((i), we have ys(w) xs(w). There-
fore, by	 . 

'7:.U,(w)/ker t, 3 [y) 4 '7([y]) = ys(w) € U,(w)s(w) 

we have given a well-defined surjective map. Since ys(w) = xs(w) implies [y] = Ex], we 
see injectivity of ,i . Since )7 is a homomorphism, we finally get 

U((j)s((j)	14(w)/ker i.	 .	( 8.7) 

In case of a tracial state r, according to (8.6) and (8.7) we may now conclude that 
U(r)s(r)U(Ms(r)) (G1 1G2 indicates that G1 is  normal subgroup of G,.) and

G0(w) D

(8.8) 
{u€uMsr	u = a-"a 1 for invertible, positive 0k1 Ms(r)}. 

Let us now look on a t- loop y which is given by y: t ,. ol an, = t .By 
Theorem 5.11(1) and Definition 5.0 (cf. (5.1)) we know that s(ck)'.-s(ck_l)for all k. 
Thus, 5(0k) s( r) for any k. Since s( r) is a central orthoprojection, from this also 
S ( Ok) :5 s( t ) follows. Since the support of a tracial state is a finite projection, 
s(c):ss(r) and s(c)-s(r) imply s(c)s(r), for any k. Let a be an invertible, po-
sitive element of M, and suppose that u €S0(M) with s(w) = s(r) is given. Then also 
s( r 8 ) = s( t) = s(w). From Lemma 6.1 we infer that (r (j} is = - minimal. Let E >0 be a 
real. Then there exists an invertible b £ M such that II 1ab_ w IL :; E. This follows either 
from a special case of Theorem 6.4 or, more simply, is a consequence of elementary 
facts about finite vN- algebras. According to this, we provide ourselves successively 
by positive, invertible elements 01,..., an-1 of M such that Iltak.aI - 0k 11, :5 r, for k 5. 

n-I. Let us define an as an I 0l " 0n-i 1T 1 . Then, u = an" 02 a 1 is a unitary (the adjoint of
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the unitary from the polar decomposition of a1 "' a_ 1 ), and therefore r =	r'n***al. 

Let y be defined as the sequence y: r —i t a t	...	k" a 1 _	: tan" a1 = r . This€
is a r- loop for all r which are sufficiently small. According to Example 6.21(1), 
crE = a" a2 a1 p = u. op, for any P €S(r). By the definition of U(T), u E L1(r). Hence, 
by Theorem 8.8 ø, t,( u.). Note that, in the notations from Lemma 8.6, y —i y provi-
ded E-40. Thus, Lemma 8.6 gives lime øy= øy , uniformly on S(r). This shows that 

( U( v)) is a dense subgroup of G0( t). With view to (8.8) we may now summarize. 

Theorem 8.9: Let r be a tracial state on M. Then the normal subgroup SLJ( r),1  
U( Mi( r)) given by 

SU(M,r) e {u E (J(Ms(r)): u = a"a 1 for invertible, positive ak €Ms(v); n€N} 

is isomorphic to some dense subgroup of the (restricted) holonomy group G0 ( i). 

We remark that Theorem 8.9 is a key tool in order to accomplish the task of iden-
tifying the holonomy groups. What one has to do essentially is to identify the group 
SLI(M,r) of all unitaries which are finite products of positive, invertible operators in 
the vN- algebra Ms(r). Especially, the situation is clear if Mis a finite -dimensional al-
gebra. In this case, for a tracial state rand any other state w with s(w) s(r ), we find 

=ta for some invertible, positive a €M. Let c be another state with s(c)s(v) and 
suppose that c rb, with invertible, positive beM.Let an invertible positive element c 
be defined as caI baIa 1 . Then c = w. Now, if r is a r- loop y: r co —9 

90m r, due to our above discussion S ( Ok) = s(r), for any k. Hence, there are positi-
ve, invertible ck such that ok = (c,k , j ) ck , for any k. According to Example 6.21(1) we 
obtain q'( y) = CmCm_ j cq' for q ES( r). Since u =CmCm_1" C1 £ U+ ( r), the construction 
of i shows that O

r. 
=t,(u) has to hold. Hence, i is surjective in this case. Also, since 

on a finite -dimensional vN-algebra a faithful tracial state r0 exists and therefore 
( v0 , ) is (( - minimal for any other faithful state won M, by means of Theorems 8.7 and 
8.9 and the facts about the structure of SIJ(M, r) from above, we finally can conclude 
as follows. 

Corollary 8.10: For a tracial state ton a finite-dimensional vN-algebra M we have 
G0(r) SLI(M, r). For every faithful state w over M one has 

G0(w) {u £ M: u = an a1 I an a1 I , with invertible, positive ak €M, n EN). 

The next simplest case is a normal positive linear form w which is given as =r 
with a normal tracial state rand some projection p €M. We will suppose that s(r) is 
the central support of p (the remaining cases can be reduced to such situation). Under 
these suppositions the following result holds. 

Proposition 8.11: Forgiven 0 eG(w) and every e >0 there is 0 € G0(r) such that, 
for any q' E S(v), the limit 0(pq)lim p 0() exists. Moreover, 0 can be chosen as
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Proof: Suppose that 0 0,., with the to-loop y: w = w, —p -•• —=c,. Then, 
S ( wk) s(w0 ) for any k (cf. Definition 5.0, formula (5.1) and Theorem 5.1/(1)) and since 
s(w0 ) = p 15s(r) and s(r)EMflM' is fulfilled, also S ( wk) s S(V) holds. Let us define 
q=s(r)-s(w). For any E >0 and k we put Wk[E]=Wk Then, for all E suffi-
ciently small, we get an w0 [E]-loop y given as y: [e) = w0 [] — w1 [E] —4...4 o(] 
= [E]. We note that s(k[EI) =s(r), for any k, and that y-4 yin the sense of Lemma 
8.6 as E-40. Let us define	0,.. The arguments raised below (8.8) assure that some 
invertible ck eM exist such that k [e) ck*1 k,,[El, for all k. We may suppose that 
cks(r)=s(t)in this context. Wedefine v=c"c1.ThenVeU(u[E]).By definition 
of w(E) it follows that m=vmv, with m given as m = p + c 1*2p . We define 

= ME- I v m . Then u is unitary and u E U,( r) because u is the product of finitely 
many positive invertible operators of M. Let ip eS( v). Then 4P. = mp ES(w[E]), and 

 —pçoE S((j)as e —'O. From Lemma 8.6 and (8.3), st - lim W'Pr (F)p'(pço) =wpq,(Oy) 
w 9,( 0) can be followed. Therefore we get 

lime 9,pc =wpq,(0)pq .	 (8.8) 

From the definiton of m we follow that pp q-s 1"2pq. We thus can transfer rela-
tion (8.8) into the form 

lim t wc,(I't ) pt = wpc,(0)pip .	 (8.9) 

Remind that w9,( !I')= !i'E (Pt ) =	Mr U me- 1
	mu. p . Since m. — p as E —'0,


from (8.9) we finally infer 

0(pq)w 9,((P)pq, lim puq', with u€U,(r), for any E>0.	 (8.10) 

We now define 0, = ( ui). Then 0, E G0(r), and as we know in this situation, for any 
E >0 we have 0(q) = u. Relation (8.10) now yields the result 0(pq)= lime P 0(q') 

Corollary 8.12 : Suppose that U+ ( r )s ( t) is compact. Then G0( (J ) is isomorphic to 
some subgroup of G0(r). Especially, to each 0EG0() there exists a unique 0 €G0(r) 
such that 0( pp) =p00(q). 

Proof: According to (8.10) 0(pq) rwpq,((P)pç=lim pu q', with U. E U,( 0, for all 
E >0. By compactness of U,(t)s(r) the net (us(t)) has a cluster point us(r), with 
u€U(t). Let 00 €G0(r)be given by 00 = t(u). Then 00 (9P) = u9 and 0(pq') = limpup = 
pu p =p00 (9). This proves the last assertion. On the other hand, we can write 0(pp) 

w 9,( 0) w 9,( 00 hold, due to p(pp) p'( ç) (which is a consequence of our supposition 
that s(r) should be the central support of p ) the relation w 9,(0) = w,(00 ) can be 
inferred from w 9,(0)pq w q,( 00 )pp. According to Lemma 8.2 , for 0€ G0(r) from 
wp( 0) = w q,( 0,) we can draw the conclusion that 0 € G0( r) is the unique solution 0' 
within G0( r) of the equation wpç( 0) = w( (P'). On the other hand, by the same result 
we also see that the map 0 — 0 obtained in this way has to be a group homomorphism 
from G0(w) into G0(r)I
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9. Continuous loops 

In this section the notions introduced previously will find a very natural extension. We 
will start in explaining what continuous paths and continuous loops in S 0 ( M) could be. 
To this sake we have to place at our disposal some auxiliary arrangements. 

Let l [s, ti c R. be an interval of the non-negative reals. A partition r of the interval 
I is a finite-ordered subset of reals r = (t0 , t 1 ,..., t,), fl EN U (0), such that t0 = s, t,, t, 
and t > t_1 . for any]. The set of all partitions of I will be notified as A 1 or A. The 
set of all partitions A 1 in a natural manner becomes a directed set if for two partitions 
rand rwe define the notation r^r'indicating that the set of points of the partion r * is 
contained in the set of points of the partition t. Also, for two partitions r and r there is 
a third partition rVr such that rVf a r and rVr' z r, where v Vr' is the partition which 
contains only those reals which belong to at least one of the sets of points of r or T. 
Suppose now we are given two neighbouring intervals land J, with I =[ s, tJ and  = It, ul. 
For partitions tEA 1 and feAj we define r eAj as the partition of I Ui which 
contains all the points of both r and r. We note that 

{ trEA 1 ,., J : V r€A 1 , t€n} = I CE A,, j:  

with r0 EA jvj being the partition which contains exactly the endpoints s, t, 'u of all the 
intervals. It should be clear how this generalizes to more than two "summands. 

Let 1= [a, fi ] be some non-trivial interval, and suppose y: 1 3 t 4 w rS0( M) is a 
continuous map from I into the normal state space. Let 5€!, and let be defined 4 4 a, 81. 
Suppose that r = ( t0 , t 1 ,..., ta), neN U(0), is a partition of As = A,, . Then r( r) is defined 
as the sequence y( t): wto w1 -4 ... —p 

Definition 9.1: The continuous map y ht l  — E w eS0(M) is said to be a continuous 
path in S0(M), with initial state w = w., and final state a w, if for any S €1 the follow-
ing conditions are fulfilled 

(1) there exists r8 eA8 such that, for r^trs, -y(r)isapath; 
(2) there exists p €S((j) such that lim 

r ar, 
V (y( di = ps (y) exists; 

(3) P()P*(S(Y)). 

We will discuss some consequences of this definition. Let y be a continuous path 
in the sense of our definition (the existence of non- trivia lcontinuous paths will be 
shown below), and fix a Se!. First of all we remark that ( in the notations from above) 
whenever the limit 

limr i8207'8(Y) 

exists for one q'eS(E.d(see (2)), then this limit has to exist for any q' eS(w). In fact, 
let çL' be another vector of SW), and let w M be the partial isometry with w w = p( ') 
and =wq.As a consequenceof Proposition 8.1 we have (w)(y(r))=wq(y(r)). Hence, 
from lim 18c( y( r )) =q s( y ) we may conclude to lim 2t8	r))w,(y), i.e. the 
limit exists. Moreover, we even infer that the relation 8 y 1	( wp )S( y ) = wq(y)

between the corresponding limits exists, from which also p(çt') =p'(4)8 ) follows. 

Let now 0 be the map from S(w) into S((j 8 ) which is given by 0 ,—+ 0( #) = ( y). As 
yet mentioned we have s(y)=wq,8(y) for any 4eS() and weM' with ww=p(p) and
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çb =wq. This shows that 0 is a surjective map. 
Since both (y(r)) and	( y) belong to S( 5 ), for any r 2: r8 we find a partial€

isometry wr €W with wwp'(ç), q(y(r))r w q ( y ).Therefore, for any x €M we get 

II(p( q ) - wr )xs( y )II = IIx(p(q-)- w)ç 8 (y)lI = IIx0q?5 (y)- c(y(r)))II 

where we used that p(q) rp'(p8(y)). Since w p(q') w, for all t a t5 , and the set of 
all these w is uniformly bounded, from lim y( t)) = q ( y) we obtain the relation 
s t- urn	= p'( ,p). Let e be an arbitrary element of H. We are considering the ex- €
pression• 

By our assumptions and Definition 9.1/(3),wwp8(y))=p(q,).Then from w, p'(Op) 
= wr and st- lim	wT p(p) we conclude that 11  - p( p )II 2 —+0 in t ? r. Hence2.

we see that

(9.1) 

It is easy to see from above and by means of Proposition 8.1 that, for a partial isometry 
W E M' with ww=p'(q), we get 

(wq')8(y)(y(rY1) = (wq8y ))(.y( rY 1 ) = w(c .sy )(y(.r)_1)) 

= w ( w r)( y(r) 1 ) =w w	(r))(y(r)1)=w w:. 

By (9.1) then 

urn	( wp)5( y )( ( r) 1 ) wp 

is obtained. Since any 0 eS(w) can be represented in the form s wp for some w 
with ww p(p), we have arrived at the result 

lim s (y)(y(r) 1)	ç(ì,	V ç(ieS(). 

In other words we have 

lirn	0(r,)(y(rY)'r.	V cL'€S((J).	 (92) r ^ 

Suppose .ç'€S() are such that 0(i) r 0(V). Then from (92) follows. Hence, 
the map 0 from S() onto S(w) which is given by çt"—' 0()0(y) has also to be in-
jective. But 0 is also a continous map. To see this assume q'e S(w), for any n€N, with 
q—+ q'. Let v, €M, with v V,3 = p( ), and such that q- v,p for any n € N. Arguments 
like those which we used in order to show that	p'(q') strongly in t, also apply in€
our situation and show that st- lim, v, = p(q). Because of O(p) (vç)8(y) 
=vq s ( i-) and since we see that	 p(y) 
0(92). Let now q-,€ S((J5 ), for n€N, with q,, — -. There are partial isomëtries v,€M' 
with P(PS(Y ))p(q) and such that v,q for any n €N. The relation
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st- limv, p'( 9' ) follows. Suppose that ' =ø(p)=q8(y). From above we infer that 
C	v,;()	v,;q) 8 (y)	'). Hence	01(), for all n€N, and tim,, 
1( q',) urn,, v,q.	= -4 q'), with gOnE S((ô8 ) such that	i". This proves 0 

to be a continuous map, too. Thus, 0 is a homeomorphism between S(w) and S(). 
The properties of the continuous path y derived so far have been obtained in using 

a fixed, but arbitrarily chosen S €1. The previously analyzed homeomorphism from 
S(&)) onto S( 5 ) will be denoted by 0 8. Then for our continuous path ywe have a whole 
family ( 0 8: Se!) of homeomorphisms. Let] [s,u] be a non-trivial subinterval of J• 
We are going to show that the restriction Y of r to the subinterval J is a 
continuous path on its own rights. To see this, let us fix S eJ. First we note that there 
exists r28 eA 8 such that for any r2 eA 8 with r2 2t t28 the sequence y*( r) is a path. In 
fact, let us take r8 supplemented with the point s. Let us call this new partition r5 '. We 
then have r8 = r81Gr82 ,with r81 eA05 , t82 eA58 . Because ofr8 2:r8 for any r 2:t8 ' the 
sequence--r(r) is a path, and '(.r) y( r1 ) y( .r2 ) holds if r = t19 72 with r1 eA05 , r2 eA 55 is 
supposed. If r a r, then also r2 a t82 has to hold. Hence y'( r2 ) has to be a path when-
ever r2 a r32 We show that

(9.3) 

Assume that this were not the case. Then we could find E >0 such that to any r2 with 
82 there were r2 2: r2 with 

II q s(1-) - q's(r)(Y(r2'))II>e.	 (9.4) 

From urn	,( y( r)) q' ( y) we infer the existence of t with r ^: r8 such that 

II8 (y )- q ( y (r))II < E/2,	 (9.5) 

for any r with r ^, t,. Let = rG r 2 , with r eA05 and r 2 EA. Let r2 be chosen to 
given r 2 such that r2 'a t 2 and with (9.4) fulfilled. Assume r1 2^ t 1 . We know that the 
relation y(r1 (Dr2 )=y(r1 )y'(r2') is true. Hence we have 

(y( r1 r2 )) =	(y(r1 )y(r2 )) = (r(r1))(y'(t2)) =	
"('2.)(Y(r1)). 

By the continuity OfOr •(r) (cf. Proposition 8.1) and since lima(y(t1)) 
holds, we find ty a v such that Ik'( y ( t1	r2'	-	 y)) 1< (12 is fulfilled.€
With other words, for r' r1 r2 € 

II ply( r))-c5(r)(Y(r;))II<e/2	 -	(9.6) 

has to be fulfilled. By construction r^: r. Thus (9.5) and (9.6) have to be valid simul-
taneously and result in the inequality 1 1 ,P,( y) - q( y)(y( r2 )) II <e. By the choice of r 
this were in contradiction with (9.4). Consequently, (9.3) has to be true. A repetition 
of the arguments from the start of our discussion below Definition 9.1 makes clear that 
(9.3) can be extended to see that 

lima 8 '5(y y(r2)) =	V tp ES(). (9.7) 

We know that P'(0 p( 0,O r)) = p'( Os( y)) and	( y) = Ø5() covers thew hole S((j5) 

32 Analysis, Bd. 11, Heft 4 (1992)



470 P. M. ALOERTI 

when 0 is running through S(w). Hence, all the requirements of Definiton 9.1 with y 
instead of y have been verified. A submap y of a continuous map y over the interval I 

will be referred to as a connected submap of y if it is the restriction of y to some 
subinterval ] of I. 

Hence, what we have shown so far is that our definition of the term continuous 

path is selfconsistent in the sense that any connected submap of a continuous path 
gives rise to a continuous subpath. This has some important consequences. 

To discuss this more in detail, let 10'8: 8€] I be the family of homeomorphisms be-
tween S(u5 ) and S(w5 ) corresponding to y. Then by (9.7) it is evident that O ' = 

08(Øs)_1 for any 8€]. This suggests to introduce the following notion: in case of a 
continuous path yin S0(M), with initial state wand final state a, we define 0. to be 
the homeomorphism acting from S(w) onto 5(a) which is given by 0. ( the nota-
tions of our discussion have been adopted tacitly). In this way we get a map y.: 0y 
from the set of continuous paths into the homeomorphisms between the spaces of 
vectors realizing the respective endpoints of y. By our approximation procedure of the 
continuous path y through discrete paths y( r) relating to partitions r which get finer 
and finer, we are now able to rewrite Definition 9.1 /0 ) also into the following form: 

(9.8) 

where r. is a partition such that r a t. always implies y( r) to be a path in the sense of 
Section 8. In fact, from Definition 9.11(1) we learn that, for some

(9.9) 

Let çt'be another vector arbitrarily chosen from S((j). Take the partial isometry WE M', 

with w* w =p'(p) and cli =wq. According to the last part of Proposition 8.1 and due to 
our discussion below Definition 9.1 we know that	 as 
well as O( w) = w0.0p). From (9.9) then lim	 = 0(i) is followed. The€
latter is true for any 0 €S((J), which means that (9.8) holds. 

In all what follows we want to agree in using the convention that a continuous path 
is a continuous map from an interval IC Re., with left endpoint 0, into S 0( M) obeying the 
conditions of Definition 9.1. Let us denote by I the interval [0,a]. Let y,y bea 
continuous paths, with Y: Icz.t4 w and y': Is 3t —  a. . Suppose that y has the initial 
state u and the final state a, whereas y has the initial state a and final state V. Then let 
us define the composition y'=y y'of the two given continuous paths by setting 7": 
3t"-+ w, with w defined for t €[ cr,P I by w = a. Clearly y" is a continuous map. We 
are going to deduce that y" is a continuous path. Let us interpret y and as submaps 
of the map y". By assumption there are partitions t1 € A and r2 e A,,, ,g such that y( r') as 
well as y'( r") are paths for r' a r1 and r' a r2 , respectively. Assume that p €S((J) and 0 

=0.. 0. Suppose that r	and r = r'r". Then we have 

p ( yl r)) = p ( y( r') y'( r")) = ( ( y( r') ))(y'( r')) 

= 0'(")( p1 y( r'))) = 0 ,'(r") (Pr(t-)1 p). 

Since	')P1 and O(p) belong to Mal, we find partial isometries w . € M' with
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and &,.( . )( q ) = w.ø(q). 

By standard arguments (remind the derivation of (9.1) in an analoguous situation) we 
will get 

st-lim . ." w. = p(p).	 (9.10) 

In using the last part of Proposition 8.1 we get 

q'( y"( r)) = ø)• (r")	= &Y.(..)(wT. (P).(')) = W, -	(r')	(p)). 

By (9.9) we have lim .. 5	(Pt'))=ø. ø).(,), and if we take into account the 
relation (9.10) and p) p'(()) = p( ø . (P.(ç)), we finally obtain

(9.11) 

Therefore, all the conditions of Definition 9.1 are satiesfied by the map y", i.e. y" is a 
continuous path. It is now evident from (9.11) that 

ø.Y •• =ø.y•O.y	 (9.12) 

holds for the corresponding homeomorphisms. Finally we note that, for a given con-
tinuous path y: 'a 3t '—i w, we could define y1: 'a	, with at = wa_c . it comes 
out that y is a continuous path, and ø,-i = ø is satisfied. This follows easily from 
(9.12) and (9.8) together with the fact that ø-i= &,.<> 1 (cf. Proposition 8.1) holds 
for all teA sufficiently fine. The path y will be referred to as the inverse of the con-
tinuous path y. Let us summarize in the following 

Theorem 9.2: Let y be a Continuous path in S0(M). y and let every connected 
submap y' of y be a Continuous path in its own. Each continuous path y connecting w 
and c determines a homeomorphism ø between 5(w) and S(a) such that 0,.-i = 
and, if y = -r'-(" is a continuous map that is the composition of two continuous paths y 
and y", then y is also a continuous path and ø.. ø.-- (P... holds. Let P € S( w). Whenever 
we M' is a partial isometry with ww p'(g,), then ø( wq) = 

It remains to show that sufficiently many non-trivial continuous paths exist. 

Lemma 9.3: Let y be a (discrete) path, with initial form w and final form c. There 
exists a differentiable, continuous path y connecting the endpoints of y such that 
øv = øv'. 

Proof: For the trivial path the assertion is true. Let y: w = w0 —9 w1 —9 ... —4
&)n 4 , = c be 

a path, and suppose 0 = t0 < t 1 < t2 < ... < t, = a to be a given sequence of reals. Let 
....... = q'( y) = 0,(P) be the sequence of vectors with Pj € 5((J1),Pj II Pj, for 

any j, which is uniquely determined by the initial vector p. We define non-negative 
real -valued functions over Ras follows 

32*
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Cj(t) = 1/2+ (1/2) cos	t-t_1)(tIi -t.—i )*)
	

(j=1,2..... n). 
= 

Look on the map It *—b çoeH which is given as follows: 

if t €[t1_ 1 , t1 ], then q'	c(t) q'1_ 1 + ?71 (t)c	.	 (9.13) 

If we take into account that K p, q,> = M 6)j_,) 1/2 , then since for the derivatives 
of Cj and at the points tj the right "boundary" conditions 

Cj(tj_ i ) = 7(t1_ 1 ) = 1 ( t1 ) = )7j (ti ) = 0 , V j 

are fulfilled (the dot indicates the derivative), it is easily verified that IIII = 1, for any t 

f. and that ip, is differentiable in the whole interval I,,.. Let us define w( ) = < ( - )92 t , ç> 
over M. Then y': Jt— S(M) is a differentiable map. Since Ci and qj are non - ne-
gative functions which do not vanish simultaneously, Example 6.9 applies and shows 
that, for any j, 

V t II qP,, ,	V s,t€[t...1,tj] .	 (9.14) 

We have q = q , for any j. Hence, the partition r0 = ( t0 , t 1 , t2. ....t,,) belongs to a path 
y'( v0 ) from the very beginning, and r ' (r) for r ^! v0 is a path due to (9.14). Moreover, 
(9.14) tells us also that for rr0 we have (y'(r)) q'	(y) =	Hence the limit 
lim	(-'(r)) = (Pk) exists in a trivial way. Since for the path y we have p(go) =!

p'( ø.( (p)). all the properties of Definition 9.1 are satisfied for the map y'. This proves 
that y'is a continuous path and shows, at the same time, that	 has to be 
valid. Since, by Theorem 9.2, we know that ø( wep) w.( ') as well as	wçv) =!

wP..(p) is fulfilled for any partial isometry w EM' with wwp'(q), we get that 
i. has to hold U 

Let W, a € S0( M). In case that there exists a continuous path y with initial state () 
and final state a, this will be notified by a, and y in this situation is referred to as a 
continuous path connecting (J and a. Note that due to Definition 9.11(1) and Lemma 9.3. 
by this definition of exactly the same equivalence relation on S0( M) arises as that one 
introduced in the preceding section and referring to (discrete) paths. Hence, the w-
component of a normal state w is the set of all normal states that can be connected 
with w through some path. A continuous path yin S0( M) connecting wand a is referred 
to as a continuous w -loop or a continuous closed path at w if w a. Note that Theorem 
9.2 is in complete analogy to Proposition 8.1 if the term continuous path is substituted. 
for the term path. Thus, all the facts introduced and deduced in consequence of Pro-
position 8.1 are of relevance in case of continuous paths, too, and they can be literally 
taken over and then compared. Especially, for a state w€S0(M) the subgroup G(w) of 
the group of homeomorphisms f' of the metric space SO,)) given by 

G(to) ( øEr: 3 continuous w- loopywith 

contains G0( w) as a dense subgroup. This is a consequence of Lemma 9.3 and (9.8).
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G((j) will be called holonomy groupof w. Also if we introduce the equivalence relation 
-.in the the set of all continuous w- loops by the requirement that y if and only if 
q( y) = q'(y') for any p € S(w), then the set of equivalence classes [y] of continuous 
w-loops with respect to ".,, is a group in a natural way if we define [y) [yJ =(yyi. This 
group is anti-isomorphic with G(w) via the map[y] — ør( cf. Theorem 9.2). 

Note that in this continuous case the class [1'] contains many elements that are 
equivalent in a very trivial sense, they differ only by their respective parametrization. 
By this notion the following will be meant. We will say the continuous paths y: Iat' 

(.,€S0(M) and y: 1t'-4 c€So(M)differ only by their respective parametrization if 
there exists an order preserving homeomorphism I from I onto 1,3 such that 01(t) 
for any tel.. This can be used to attribute to the term continuous path the more 
improved understanding as a class up to a certain kind of parametrization (in our case 
only continuity is considered). Also note that in the set of all continuous paths 
connecting some normal state w with some normal state c an equivalence relation 
can be introduced by requiring that y y if q( y) q( y) for some (and therefore any) 
go €S(w). Also in this case the class of ywill be abbreviated by [y]. 

Suppose now that 0 €G(w) and fix a vector 9' €S((j). Let be the vN- algebra 
M q, =p(9')M'p(9'), and let U(M) be the unitary group of M'. Since p'(O(q)) p(p) 
and also 0(9) € S((J) is fulfilled, there has to exists a unique unitary w9,( 0) € U(M,) 
such that 0( ç) = w( 0 )q. We can associate such a unitary wq,( 0) to any vector € 5(w) 
and to any 0€G(w).Then the result for continuous paths corresponding Lemma 8.2 
reads as follows: 

wg,: G( (J) 3 0 '4 wç,( 0) € U( M 'i,) is a group anti-isomorphism from the holo-
nomy group G(w) of the state w onto some subgroup U((j) = im wq, of the 
unitary group U( M,). 

The unitary group U,,(w) will be called w-phase-group at q€S(w). By (9.8) and since 
= wq,((PY(T))9' holds, we obtain 

From this by standard conclusions st-limrar0 w,(Oy(t) )=w,(0y) follows. This, to-
gether with G0(w) C G((j), implies that the restricted &)-phase group U((j) at 9'ES((J) 
is a strongly dense subgroup of the ti-phase-group U9,(w) at 9'ES((J). Since (8.1) re-
mains also valid in the case of continuous paths, U,((j) and Up((j) are mutually iso-
morphic for any two vectors 9?, (P € S(w). The term global q'-phase for an element 
w( O) is extended to the case of a continuous (j - loop. 

Let us assume now that y:	w is a continuous w- loop. Fix 9'€S((J). Suppose 
ES(w) to be choosen such that	and	Let r EA., be a partition of the 

interval 'a Assume that r (0 t0 , t1 , t 2 . ... .tr,1,	= ), with tk < tk 4, for all k. Then,€
11 S(cl, 0.0 will be used as an abbreviation for the ordered product of the relative 
phases (cf. Section 6, below Propostion 6.12) 8(q), çt/) S( 4,t' .	) S( 0 tn-i' 9'). Since we€
know that st- lime 5 w9,((D ( )) w( (Pr ), according to Theorem 8.3 we can take for 
established the following result.	-	 -	 - 

Theorem 9.4 Suppose that y: 1, , 3t I,— (it. is a continuous (j- loop. For an)' map 1': 
ip 1,3,t '-4 çt € H such that	€S(w) and	= ç&, the limit st- lim	11 S(, .) exists
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and depends only on 92 and y. The limit is the global qP -phase of the loop: 

WV(øY) = st- Iim ' 41't'	 (9.15) 

Remark 9.5: The formula (9.15) is of some practical importance. In fact, suppose 
that we are given a continuous map 'F	3 t '-	H such that 4= w for some we M€
with ww = p(4,0 ). If

- 
v = st- lim^	;i 's ( 0" hI)t.)w 

exists and is unitary In p(00 )M'p(cJi0 ) we can be sure that the map T I7t—+ w t . with 
c. defined by the condition cPt cS(), is a continuous c.- loop. This follows from Defi-
nition 9.1 and from the discussions below the definition together with Lemma 6.13. 
Note that according to the assertion on Independence in Theorem 9.4 the products 
11 8(o; p. ) w do not depend from the special nature of the map In the inner of the in-
terval ( provided the expectation values remain unaffected ). 

Finally, also the classes of continuous a)- loops are isomorpic to U9,() for any 
€S(&i). This follows since the map [yI '-4 w(ø.) can be composed of the two maps 

[yl '-4 ø.. and P,. '-4 w9,( ø.) which both are anti-isomophisms from the group of 
classes of continuous w-loops onto G() and from G(a) onto L19,(w), respectively. Also 
note that due to the last part of the assertion of Theorem 9.2, which is a continuous 
equivalent of the last part of the assertion of Propoition 8.1, the idea of the proof of 
Theorem 8.7 also works in the continuous case, i.e. G( w ) n Go) for W, o € M provided 
there is a continuous path y with initial form wand final form o. 

We also note that according to our definition of the term continuous path it is of 
no relevance whether the corresponding map y has its range in S0(M) or in This 
follows since a continuous path with range in M.. contains the 0-form if and only if it 
is the trivial map into 0 (see Definition 9.142) and our discussions of the analogous 
question for the case of paths in Section8).This case will always be excluded. But then, 
for a continuous map y: 1 t *—i	M. with the properties (1 )-( 3) of Definition 9.1 ful-

€

filled(and M., instead of SOW)), we can be assured to find some i >0 with 11w Ii i 2! 
for any t €1. Hence, 13 t - II w IL is a strictly positive continuous function on 1. But then 
the map y': J ) t —€ II ' IL 1 w € S( M) is a continuous path in the sense discussed above. 
Let y connect w with o. Then it is not hard to see that ø( ) = 11 0 11 , 1.'2	(11w1111'2 (_ 
is the corresponding homeomorphismus. Hence, if W €S0(M) and y is a continuous 
&-loop in M_, then y is a continuous w-loop in S0( M) such that Ø= ø.. . Therefore, 
both the holonomy group at w and the u-phase group do not depend of whether or not 
the loops or continuous loops arising from and ending in the state w are staying 
inS0(M), exclusively. This independence can simplify further discussions and will be 
referred to tacitly if by the situation this will be allowed. 

Let r be a continuous map y: h t'—' W t € M,.. Suppose that there is another conti-
nuous map 1': J)t'—' 0,E H with €eS((J€), for any t€1. Assume that Y is of bounded 
variation, i.e. V( ') sup t II Oti -Otj+II: r€A1 } < co. Then y is said to be of bounded 
variation and V( y) = inf'F V( Y) is called variation of y if the infimum extends over all •* 

which refer to the same map y. Suppose that ! [0,r] 3t,s and t >s . Then by V s( Y)
and V 5(y) the variation of the restriction of the map !I' resp. y onto the interval [s, t] 
is denoted. We also use the abbreviations V(.') = V 0( 1') and V( y) = Vo( y). It is evi-
dent that both V( V) and V,(-() are increasing functions of t and V5( !V) = V( ') - V5( ')
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holds. As in the classical calculus of the functions of bounded variation from the con-
tinuity of !I'also continuity of V( V') in t follows. Suppose that w and let 9P eS(w) 
be chosen. Let us assume that y is a continuous path. We are going to look for continu-
ity properties of the map 0: 13t'-4 q(y)E H. 

Lemma 9.6: Suppose that y is a Continuous path of bounded variation. For any 
€S(4)), 0: 13t 4 ç,(y)e His a continuous map, and for anyt.sel, t2ts.wehave 

V(0)=V 5(y)=infp V 5(flinfp . 1'l),	 (9.16) 

where Y extends over all Continuous maps with Y: 17t '-4 cl €H such that Ot, € S() 
for any tEl, and r extends over all continuous maps with Y: [s, t] 3 r çî/,. € H such 
that Jfr ES( r ) for any rE[s.tJ. 

Proof: Let y be a continuous path of bounded variation with initial form W. We 
firstly show that, for any q"€S((j) and any continuous map 9 : 1 '3- t	€ H with c(i€
S((J), the following inequality is true: 

11 9" W) -P' II --^ V( y) :5 V(	).	 (9.17) 

Let us assume (P" and ç" to be vectors in H such that "€S(w) and '"€S(a) for 
certain normal positive linear forms over M. Assume that q€S((J") and YES(CC) 
fulfil 0" II ( i.e. { c" ) is - minimal, by Theorem 5.11(1)). Following Remark 
5.2/(2) we have < q, ç",> =PMtC",c")"2. By definition of PM we also see that 

Hence - Re <",'> 2t - <	 and we can conclude as follows: 

- 9, .. II	=11
c/j..o 

11 2 + II p- 0 11 2 _2 < 

11-/" II + 119,,,112 -2 Re < cu", v'">	II (p" - q." 112 

Let r = ( tk ) be a partition of I' such that y'( r) is a path. Assume that 4p ,k € S(w't) and 
1'k-1 for any k, with starting vector q=c'. Then the final vector of the sequence 

is qf(y'(r)), and we have lI-(y-(t))--IIs k11", -	k_jjI . Because of	Ilq',	, and 
since ç,	S('k),	'I-1 S(w'tk) is fulfilled, we are in a situation as 
described above with çs", /•	. The conclusion is that, for all k, II q" - p k, II 

II cu tk	tk_i 11 . Hence 

II q."( y'( r) ) -'	II	-	k-i 11 :5	II	cu'k.I II ' V( 1"). 

Taking the r- limit yields II '( y ')-'II :5 V( 1"). This has to hold for any continuous vec-
tor- valued map ¶i' referring to y ' ( cf. above). Therefore also II (P *( Y') - " 11 :5 inf,. V( f') 
s V( ) holds true. This proves (9.17). For given t, s€J , t s, we put y'=	j. By 
Theorem 9.2 we know that y'is a continuous path and p, ( r) 9,5(y)(y'). Moreover, is 
of bounded variation if y is supposed to be of bounded variation. For a given continuous 
vector-valued map 'I' referring to y the restriction ¶1" of 'P to [s, t] is a corresponding 
map for y'. It is evident that V 5( 'P) V( 'P ' ). As we remarked V5( 'P) V( 'P)- V5 ( 'P
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holds in case that fls of bounded variation. We can specify '	(y) in (9.17) and ob-
tain in this case II ç(y) -	( y) 11 15 V( ') - V5( Y ). Continuity of V( !F) then implies 
continuity of (y). Note also that the inequality 1 1ç(y)- 5 (y) 11 i; V ( fl- V5( v'), for 
t.s elwith t > s and for any admissible tr, implies that the continuous map 0 1 3, t i-4 

qP t ('Y)€ H is of bounded variation, with the property that V( 0) :s V( t'). Hence, MP) 
infv V(Y) = V()-). On the other hand, by definition of V( y) we have V(y)^ V( 0). Hence, 
equality has to be followed. What we have proved is that V( 0) = inf y, V( ) = V( y). This 
holds for any continuous path of bounded variation. Especially we may apply the con-
clusion to a subpath of a given path y. If the subpath refers to the subinterval [ s, t], 
we get in this way V(0)> inf,. V( ') = V 5(y), where v": [s, t]r— Vr EH is such that 
(k ', S(00r) for any r€[ s, t], and 0' is the map 0': [ s , t])r'-4,.(y') EH. If we choose 
co'5 = ç'5 (y), by Theorem 9.2 we have ',.(y') q.(y). Hence, l[ 	= V. Therefore V( 0')

= V 5(0), and thus Vts(0)=V(0)=inf,.V(y)=inf,Vt5(yr)=Vt(y)I 

Remark 9.7: (1) Lemma 9.6 also proves that, for a Continuous path of bounded vari-

€

ation, V( ) = V ( y ) - Vt( y ) is fulfilled for any t a s, and V( y) depends continuously 
on t.

(2) Suppose that the map 'i' It '— çLeH is continuously differentiable. Then '1' 

obeys some Lipschitz condition on I, i.e. for some c >0 we have ii J- 411 :^ cit - si, for 
any t, s  I. From this V( ') <m follows. Moreover, the map y: 1 '— t M with i() = 

<()qi, 4ot is continuous. Therefore, in case that y Is a continuous path. It provides an 
example of a continuous path of bounded variation. 

(3) The class of continuous paths described in the proof of Lemma 9.3 obeys the 
requirements of (2). It is also not hard to see that any continuous map	I D t ,—, 

M,,> , with the property that, for some r0 cAj , t ar, always implies y(r) to be a path 
(cf. Definition 9.1 /0)), can be uniformly (over I) approximated by continuous paths of 
this class. Hence, the set of continuous paths of bounded variation is uniformly dense 
in the set of all continuous maps obeying Definition 9.11(1) and mapping from closed 
bounded Intervals into Me>. 

Let ((j,c } be a "-minimal pair of normal states. Then according to a special case 
of Lemma 9.3 we find a continuous path yin S0(M) with initial state wand final state 
o such that, for any given qeS(w), p(y) is the q'-relative representative of o. By the 
special construction of the example in the proof of Lemma 9.3 (cf. also Remark 9.7/0)) 
we can be sure that such y with V( y) < m exists. Let us associate with the cc- minimal 
pair (w,o I of normal states a positive real V( ti, o) which is defined as 

V(w,o) = inf{V(y): ycS0(M)with (y)tS(o) for rp€S(w) such that 

By the above we know that V(w, c) < co. Let y be a continuous path with initial state 
wand final state csuch that V(y)< co and q'(y)Ilq'. Let us fix q€S((j), and suppose for 
definiteness of the discussion that y refers to the parameter interval I = [0, 1]. Then, 
by Lemma 9.6, 0 : In ,—/ pt ( y) € H is a continuous map with 920 > p and q 1 (y) -q( y) = 

where 0 is the q-relative representative of o. We then have V( (J, o) V( 0). In any case 
there are many of such paths. We are going to give an estimation of V(w,c) from above 
by continuous paths of the following construction. Let 1: I 3 t 1—* R t) €1 be a continuous 
map from I onto I with AO) = I and I1 ) =0. We define for t €1 unit vectors q If  € H by 

= ft)p + {f(t) pM (w,c) hI'2 +(f(t) 2 pM (w,o) + (I -I t)2))1/2}çi,.	(9.18)
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We associate to f the map ø': l)t'-+ 92, If ]€H, and require the state wt ( fI to obey 
q t [u)eS(c(fJ). Then, according to Example 6.9, yf :1t-4 w[f] is a continuous path 
with initial state wand final state o. In fact, q [F) llp, [F] holds for all t, S El. The latter 
implies ç(y(r))=q,[f] for any finite partition r of!. Hence, according to Definition 
9.1 and Theorem S.1/(i), (yf ) = q,[fJ exists and coe( l'f) = p t M,  tel. In our situation we 
see q(y) = çLs, and in view of Lemma 9.6 we have V((Pf ) r V(yf ) and we get the estimate 

V(&i,c) 15 inf V f )= inf V(yf ),	 (9.19) 

where the infimum extends over all functions I of the class which was admitted in the 
construction of the family of vectors given in (9.18). Let F be one of thee functions. 
Suppose for the moment, we had inner - points t,S el, t <s, such that ft)f(s). We 
define another function Pby flu)=f(u) for u s t, and r(u) = Rau +) for u a t , with a 
and a given byr = (l - s)(l - tY", a (s - t)(1 - 0Y' 1 . Then also F belongs to the class of 
continuous functions admitted in (9.18). Also we have V( yp. ) = V ( yp) + V( y,)- V( y,') 
V( yp) - st(rf), i.e. V( rr s V( yp). Hence, in order to calculate (9.19) we may content 
with extending the infimum over all monotoneously decreasing functions of the class 
in question. In line with this, let F be such a continuous, positive function which also 
decreases monotoneously from one to zero. Then by means of a little calculation from 
(9.18) we get ( Stieltjes integral) 

V(yf)=V(Pp)=[l_PM(w,c))1'2f(l_(l_PM((,),c))f2}_12IdpI. 
I 

The result is 

(-yf)=V((Pf)=1- arccos [l-PM(,c))"2 
This establishes a relation between the Bures distance dM(w,c) = 2[l -PM(w,c)) 1/2 
(cf. formula (1.2)) between the states , aof our minimal pair (w, c) and the total vari-
ation Vy) of the special class of paths parametrized according to (9.18) by any con-
tinuous, positive function which decreases monotoneously from one to zero. The rela-
tion reads as 

V( yp) + arccos-dM(&,c) = j. , for all f.	 (9.20) 

On the other hand we get the upper bound for V(, o) we were aiming at: 

-arccos 11 '1'M(,0))1"2 = ' - arccos F dM &1.c.	 (9.21) 

Let us now introduce a unit vector ' = 11 ct' - PM (w, c) 1 '2 ,II_ 1 {	 c)129 ).Then 
.1. and the vector can be written as i = PM(,a) 1 " 2 + [ 1 C;)] 1/2,p,. 

Substituting çs within (9.18) yields q.'[f]g(t)q +(l _g(t)2)112c,with a continuous 
function g which depends on I and obeys the boundary conditions g(0)1, g(l)= 
PM(a,0) 12 . Note that in all what follows we will fix some function F which is mono-
toneoüsly decreasing. Then (9.20) is fulfilled and the function g proves to be mono-
toneously decreasingly, too. Let now y be another continuous path connecting w with a 
within S0(M) such that (y)11q, for a given q'eS(w). Suppose that y is of bounded 
variation. By Lemma 9.6 we then know that ç(y) is continuously depending on t (we
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will assume that t extends over the unit interval; this special choice of parametrization 
has no effect on the value of the variation). We will analyze the behavior of V(y). Since 

O(y) = V and q, 1 (y)çLs =PM(,a)1"2c' + [1 - PM(w,a)]	q, , we find a representation 
of p t (y) in the form

(9.22) 

with f, f eCU)and f(0)=0, f(l) [I - PM((j, 0
) J1' 2 , f,(0)l ,fo(1)rPM(,O)''2. 

Note that 0-4 ft. is a continuous map into Hwith e. I 97, .1. ç, for any t, and 
Let q'' be an auxiliary unit vector of H such that ç- 1. q, " I p. Let us associate with 
((y)) another family () of unit vectors which is defined as a map

(9.23) 

Since, for all t, s €1, 

tp,- 	= (If0t _If(sI) 2 +(If1 ( t I_IfssI) 2 +I iiii - iieiii2 

,(I(t)_f(s))2+(f1(t)_f1(s))2+II_eI2 

= It(r)-c'5(r)I12 

holds, we have to conclude that V( fl:^V(y)<	holds. Let us consider the unit sphere 
S 2 in R3 The map Y':ht	(If(t)I,tf1(t)I,IIII)ES2gives a continuous one-parameter 
curve connecting the points (1,0,0) and { PM (), a)"2 , [1-PM((j,c)]"2,0). Obviously, 
this curve is rectificable and for their Euclidean length I( V') we have !( ') V( fl. 
On the other hand, also 0': 17 t — {g( t ), ( 1-g( t)2),2, 0] ES 2 gives a continuous 
one-parameter curve on S 2 connecting the same two points. According to (9.20) their 
Euclidean length 1(4)') is given by AV) =V(0) - - arccos L d((j,a).By our assump-
tions on 0 the latter curve is order homeomorphic to the set of points which comple-
tely fills the smaller one of the arcs of the great circle on S 2 which passes through the 
points (1,0,0) and {PM (w, 0) 112 ( a)) 112, 01. From Euclidean geometry, how-
ever, we then have to follow that /(0') s 1( ¶1"), necessarily. Hence, we may draw the 
conclusion that V(1-) 2- 1 - arccos -	a), and by the definition of V( (, a) we have to 
follow that V( ,a) 2- - arccos f dM(,a ) . From (9.21) we then obtain as an exact value 

V(w,o)= - -arccosfdM(w,a).	 (9.24) 

Note that (9.24) establishes a relation between a seemingly global quantity, namely 
the Bures distance between the states of a c-minimal pair, and the locally determined 
quantity of the total variation along some path connecting these two states. We can 
even learn more from the facts demonstrated above. Suppose we had a continuous path 
connecting with a within S0(M) such that (y)llq', for a given q' €S(&i). Then ç(y) 
has a form as given in (9.22). Assume V(y)V((j,a). To obey this, the corresponding 
Y* has to satisfy 1(0') J( Y"). The latter can occure if and only if II'jI =0, for any t, 

and I f. I is a monotoneously decreasing function such that f(0) = 1, f0(l ) PM(W, a)112. 

For the function I f, I we then have I 11 2 + / 1 2 = 1. Let us now look on the map 

¶1": 1t —*{ Re f0(0, Re f1 (0, IM 10(t), I  11 (t) )E S3
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into the unit sphere of R 4. Then r' gives a continuous one-parameter curve on S 3 con-
necting the two points (1,0,0,0) and { PM (w,0 1' 2 , Ll-PM (w,c)J 1 '2 ,0,0}. By assump-
tion this curve has Euclidean length l( v') = — arccos f d(&, c) = 1(0'), with the curve 
O'defined as above and supplemented by 0 in the fourth coordinate. Since the curve 0' 
gives the shortest connection between the two points mentioned above, we have to 
conclude from l( r") =1( 0') that Im f(t) = lm f1 ( t) = 0, tt I. Hence, both f and f1 are real 
functions and fo is monotoneously decreasing from 1 to PM(6,0)112. This proves that 
the infimum considered is attained exactly for those continuous paths y, which belong 
to the class y , with monotoneously decreasing, continuous f obeying the boundary 
values f(0) = 1, ffl ) =0 (cf.( 9.18)). 

Theorem 9.8: Let W, a) be a — minimal pair of normal states over M and € S( ). 
Let ' be the p -relative representative of c. For any continuous path y within S0( M). 
with initial state ci and final state c; such that = ,p(y)  we have for the variation-of 

V( y) a 1 -arccos [l-PM(w,o)]"2	-arccos fdM(6J,a). 

Equality is attained if and only If y: fl t -* tjt E	M) is of the following form: there

exist a positive, continuous decreasing function p, with p(0) = I and p(l ) = 0, and an-
other positive continuous function q such that 

p(0+q(t)c+2(p(t)q(t)} 1 '2 ReJ(w,c),	 (9.25)€

with the skew form I(w, o) of(, a). 

Proof: The previous discussion shows that the infimum is attained, and by (9.24) 
the exact value is given. We have also shown that in order to get the infimum for a 
continuous path y, the family	( y) necessarily is of the shape 

= It)q +{— f(t)PM (,c) ' 2 +(f1t) 2 PM (w,a) + (I _flt)2))1'2} 

with f being a continuous, decreasing function with f0) =1 and 1(1) =0. We now define 
p f 2 , and find out q as the solution of the equation isp + q + 2(pq )1'2PM(,0)112. 
Then 

q -(	112 pM 
(,))1/2 + P"M"'° + (i-p)]1"2 )2 

and since 0 II ' holds, by Theorem 5.1A ii) we get J(w,c) = <( ), goX The form (9.25) 
now follows by inserting the expression of into w()<()ç(y), q(y)>. Let us 
assume that (9.25)holds.Then, by Lemma CIA i), y: ht —'w is  state-valued, con-
tinuous map, with w0 w and	Let ç€S(w) and suppose that ' is the q-relative 
representative of a. By Theorem 5.1/( ii) then I(, a) <( ), > holds. From this on 
gets q 1 = p(t) 12 q' + q(t)1'2çL' ES(Wt for any t. Since p and q are positive functions, 
according to Example 6.9 ct' II ck , for t, s€ 1, and 00 = p, 0,=45. From Definition 9.1 
ç(y)=ç follows. This shows that y is a continuous path connecting and a such 
that '(-y)IIç. Since ,(y) Ot has the form as asserted in (9.18), according to (9.24) 
V( y) is the infimumi
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10. Relative representatives and the skew phase 

All what we have proved up to now can be considered also for the vN-algebra M' in-
stead of M. Especially, two vectors V, 0 EH can be considered in context of both the 
vN-algebras Mor M'. If the latter situation occurs, then q', çti will be considered as re-
presenting vectors for two normal positive linear forms (jc' over M. Suppose that 
ES(w'), çeS(c'). it can happen that 0 is the uniquely determined vector of S(o') that is 
p-associated with respect to M'. Then the pair (',c') is <<-minimal over M'. in order 
to avoid confusion with the 11-relation on M,the notation 0 il'ç' will be used if the 
vectors are considered in context of M'. There is an interesting relationship between II 
and ii' the consequences of which will be analyzed subsequently. 

Proposition 10.1: Let p, 0 E H, and assume 0 Ii p. Suppose w, c € M,.<.and ô ', c' €M',, are 
normal positive linear forms over M and M', respectively, such that p E S(6)), çt c 5(o) 
and p €S(w'), i€S(c'), respectively. Let u((j,o) be the w,c-skew phase. Then NJ" c') is 

-minimal over M and u(U, c)ll p. 

Proof: Due to. our assumptions and according to (5.1), p'(p)p'(çL). Hence s((j') 
s(o') in the vN-algebra M'. Hence, by Lemma 6.1 , {w',o') is <- minimal over M'. Let h € 
M.= (M'). be defined by h( )=<( )0, p>, and let be h=RIhIthe polar decomposition 
of h. By assumptions Oil p and pES(U), eS(0). Thus, Theorem 5.11(u) applies and gives 

= I(, o). By definition of the ti, c- skewphase in Section 3, h=!(w, c) RII(U, o)I with 
u=u(w,o)'. The assertion now follows from Proposition 6.12 in application to the vN-
algebra MU 

Remark 10.2: Note that the result of Proposition 10.1 can be considered as an appro-
priate generalization of the characterization of the <.,,-skew phase in Lemma 6.3. In 
fact, let us adopt the situation c	, with acM, such that (w, c) Is - minimal. Assume 
that çl II V and V £ S(w), qicS( o). According to Example 62, ae, necessarily. Hence, on 
M' we have c'()=<()arp.aq>IIaiI2w'(), with w()<()p.q'>. Let tcM',be Sakai's 
uniquely determined Radon- Nikodym operator such that c w By Proposition 10.1 we 
know that (w, o) is =- minimal. This and Example 6.2, but the last now applying over 
M', yields /= tip as the uniquely determined vector In S(o') such that 4 ." ll V. According 
to Proposition 10.1 and respecting the uniqueness result of Theorem 5.1 ( iv> we get In 
the situation at hand over M' that u(w, c)a< = u(w, c)4.' = cL' = t. This is the assertion of 
Lemma 6.3. exactly. 

The result of Proposition 10.1 can be extended from pairs of <<- minimal, normal 
positive linear forms to paths. To explain this suppose that y: w= %-4 w1 -4 ... —4	= 0 
is a path in	M) and that p € S(U) is fixed. We are going to associate to the pair (y, (P) 
another path y, within S0(M) as follows. Let p p,<p(y) be the uniquely 
determined sequence of vectors of H to the initial vector p such that pke S(wk) and 
Pk 11 q'-1, for all k. We choose U, € S( M') such that Pk E S(€<), for any k. By the same 
argument as this one used to see that ((j,o } is <<-minimal in the proof of Proposition 
10.1 we get that also (Uk,wk) is <<-minimal for any k. The path y 9, arises from the 
sequence (j' = - ... —4 = o' through omitting all multiple (neighbouring) oc-
curences of states in the sequence (this reduction is necessary due to our definition of 
the term path and because we know that (Uk,(jk ) is u-minimal, indeed, but this does 
not exclude at all that Uk'.(jk.l could happen for some k). The resulting path in
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S0(M') then fulfils 

Lemma 10.3: Let y: = u0-4 u, - ... u,, = c be a path over M, ' € S( u), and Jet 
be the path over M' associated with (y, q' ) . Then 

= u(u,w1)u(u1,(j2)u(u,,_1,ci)q,(y).	 (10.1) 

Proof: In the above notations and in using Proposition 10.1 , from q' II q'1' for all 
k, U ( (Jk_ j , uk ) çk II 'k-i follows for any k. Moreover, for a given k and any U€ M = (M')' 
with uu = s( Wk.1) we have u U ( uk_ i , (dk ) c°k IIuqk_ l . This is a consequence of Theorem 
5.1/(iii) in application to the M '-context. From Definition SO, cf. especially (5.1), we 
know that 

U(Wk, Uk_ I ru ( Wk, Uk_ l )=S((jk_ l )	and u(Uk,wk_j)u(Uk,(jk_j)s(uk_j). 

Hence, inchosing u = u(U,ul)U(Wl,Z)u(wk_S,k_j) we have uu =s(uk_l),and 

can be followed. Let us define, for k1,2..... 

cPk u(w,Uj)u(Uj,wS)U(wk_S,Wk.j)u(uk_j,Uk)Pk	 ( 10.2) 

and gl= ç'. Then 00 , g1.....c/i,, is a sequence of vectors such that c/'k € S(wk') and c1k 
1 0k-i . Suppose the case uk=uk for some subscript k. By the uniqueness assertion 
of Theorem 5.1/(iv), in this case çt,=ç_ 1 has to be followed from c/'k 1c/'k-,• By the 
way, using (10.2) we see that this case occurs if and only if U(uk_l,uk )99k_1.Hence, 
up to possibly multiple occurences of vectors, the vectors of the sequence 00, 
are exactly those which also constitute the defining sequence for the path Y. with 
starting vector q'. Especially, the last vector of this sequence has to equal c/i,,. Since 

(y,)gI,,and q'(y)q',,, the equation (10.1) now follows from (10.2) for knl 

Let y: u=u —  u--- ... —4 w,,=c be a path in S0(M). We define a partial isometry 
u(y) in M by u(y)u(, (j1 )u(u1 ,(j2 ) ... u(u,,_ 1 , c). Due to Lemma 10. 3, the final state of 
yis given by c'()<()q(y),q'(y)> w9,(d)'(iw9(0)).Thus, even ifyis an u-
loop, y, is not a loop in general. In case y ',((j) ({w) stands for the trivial id- loop), 
however, . = id, implies that y, is an u'- loop in S0( W). In this case we learn from 
Lemma 10.3 that wç,((P Y9, )4p  = q'( y) = u(y)q. Since w( ø.r w( .) = s((J) = u( y)u( y) 
is valid, we can be assured that the following is true 

wq,(cP.)=u(y), for any y with 	{(j) and each €S(u).	 . (10.3) 

By the definition of u(y), the subset 0(w)fu(y): -r with y ",{(j)) of U(s(u)Ms((j)) 
is a subgroup. In fact, if y'is another (j- loop with y'	then 

yy' '=,{u), u(y)u(yu(yy)	 (10.4) 

by construction of u( - ). Due to Lemma 4.1 /( ii) we have u( y) = u( y 1 ). Since y "-,,((j) 
always implies y' =-.,(u }, we further have u(y) € 0(u). The element u( y) is the in-
verse of u(y) in U(s(u)Ms(u)).This proves that 0(w) is a subgroup of U(s((j)Ms(u)).
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We will refer to O() as the torsion group of (i. For a given q eS(w), let us consider 
the subset (p) of the full group of equivalence classes of w- loops in S0( M'), with (i 
€ S0(M) defined by (j( )= <( )p, >, which is given as 

Then L1(p) is a subgroup which is isomorphic with the torsion group of w. This follows 
easily from (10.3) and (10.4) in using the facts yet proven and telling us that () is a 
group and both the maps InI —4 0,. and Ø-4 w9,((P) are anti - isomorhisms of groups 
(cf. Section 8 ). 

11. Examples (the finite - dimensIonal caae) 

In this section we want to discuss examples for some of the results we have proved up 
to now.We start with considering an w- loop for a normal, pure state w (i.e. we suppose 
to exist such a non-trivial state w over M ). Our aim will be to calculate p(y) if 

ES(N) is given. In doing this we will follow the line as indicated in Section 0, 
essentially. We start with some preliminary considerations. 

Firstly, let us suppose 0 eS0(M) and (,o) to be <c-minimal. Since 0 is an extremal 
state, p'(q') has to be a minimal projection of M'. Let ç'eS(a) be the unique vector 
representing c such that ip lI (cf. Theorem 5.1 AN)). By the definition of II (cf. (5.1)) 
we have also p()=p(p). Hence, p'() is minimal. This implies c to be an extremal 
state. Therefore, also the second state of our cc-minimal pair is a normal, pure state. 
Suppose that ',ES(c) is given, and assume that i ' rp'(q)çb< =p(çI ) is not vanishing. 
Then since p'(0) is minimal we have p(o) =p'(92). Because of Ii xp'( p)(c 11=11 p .( ' )x1 
ii xçc< ii, for any xeM, and since 0 is extremal, in the case of 4j'* Owe have ,i" = ii cu . 11 -141 
eS(c), p'(çV)=p(q). Let he M. be defined by h(- = <( )4)",,p X Since s(i hi) p'(p) and 
s(Ihl)sp(çV)=p(q') and p(p) is minimal, s(ihi)p(p)=s(lhi) has to hold. Let  
Rihi be the polar decomposition of h. Then, Y * v = s(ihi) = p'()s(Ihi)vv. Hence, 
v e"p'(p) for some 9 e[0, 27t), and by Proposition 6.12 we may conclude to 

çt= v*ei&Iip)j I1-1p(c')cu'1. 

It remains to calculate the real S. To this sake let us consider 

I h 1(e) <, q> e 1 *9 11 p'(q' ) < 1V 1 < p( q*)*, q*>. 

This has to be a real number. Since (w, a) is c — minimal, I h 1(e) = PM(w, 0)1/2-0 (if not 
we had  =c =0, by Remark 2.2, which were in contradiction to u,c eS0(M)). Thus, 
<p(ç)1,q>-O has to be fulfilled inconsequence ofp(çtc)ç)i1 *O, especially. Hence we 

therefore

(11.1) 

follows. This formula will now be used to calculate p(r). Assume that our w- loop y 
in S0(M) has length n, i.e. y: w- w0 —+ w< —i ... —4 w, w. By our definitions of the terms 
path resp. loop (cf. Section 8) and our preliminary discussions we can be sure that all
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states of the loop are normal pure states if only u is a normal pure state. Assume that 
/ES((J)are given, with 00	=p and p(p)çL*O, for all k. Let	q'1,_., 

be the uniquely determined sequence of vectors with 'kES(k) and Pk 11 c'- 1' for any k. 
In using formula (11.1) and respecting for any k we get k = II p ')'k I1 _1 
X <'k_a, Ok > 1< Pk-i , cL'k >1 109)0k. By this recursive formula we finally arrive at the 
following result. 

Lemma ll.1: Let y: wrwbean -1oop, with w being  normal, 
pure state over M. Suppose P ES(w) has been fixed, and ckk lS((Jk ), fork l, 2.....n-I, 
are vectors with p'(q')çL' * 0. Then for w 5 ( &1 )E U°((J) we find( with rp, = cI , = ç')

(11.2) 

and therefore 
n 

= 11 < P '( ' ) -, cL'k > 1< 0014-,, 'I'k>I	q7 .	 (11.3)€k=i 

Note that by our preliminary discussions we can be assured that <p( q')k_j, 1'k >


whenever only the cbk are chosen in accordance with p'((p)ç1 * 0, for any k. As discussed 
above, the very reason for this is that two neighbouring states in a path cannot be mu-
tually orthogonal because this would violate the condition of - minimality (cf. Lem-
ma 4.1. /( vi)). We also remark that the expression (with (P = tP, = q') 

n 6j
fl . 1 ) fl <P(q')cL1k_1, k > 1< P9' )SI'k-v k>I k= i 

which is the multiplier of go in (11.3), is the straightforward (normed ) extension of the 
invariant factor A introduced and used by V.Bargmann in [2] (cf. our discussion of the 
case B(H) in Section 0). The term invariance in this context means that the value 
does not depend on the special choice of the representatives q'k of the pure normal 
states (Jk, provided p'( )cL * 0 is fulfilled and any two neighbouring states in the 
sequence Uc w..., ci	,u are non-orthogonal to each other. We also note that the

restriction p .( )cb,, * 0 is only necessary in order to get an explicite. representation of 
A(e, ..., in terms of scalar products of the given vectors. The relative phases 
in the sense of Section 6 are defined also without this restriction, and according to 
Theorem 8.3 the ordered product of these factors (which are partial isometries) yields 
the same wq,( (D) as we calculated for a system of representatives of the same states 
with this restriction fulfilled. 

In the next step we want to identify the (j -phase group U9,(w) and the holonomy 
group G(w) of a pure normal state w. By Lemma 11.1 and Lemma 8.2 we see that both 
L4(w) and Go(w) are isomorhicto some subgroupof the group U(1)={zEC:IzI=ll. 

Theorem 11.2: Let (i be a normal, pure state over the vN-algebra M. Then G0() = 
G(U) and G((j) lid) in case that (i is  tracial state, and U(I) otherwise. The 
torsion group 9(u) is trivial. 

Proof: We use the notations from above. Let u be a normal, pure state over the 
vN-algebra M. Suppose q' ES((j) is fixed. Let Kp(q')H. Since () is both pure and
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normal, Mp(co) has to be irreducible and weakly closed if considered as an algebra of 
operators over K. Hence, Mp(çv) can be identified with B(K).Two cases have to be 
considered dimH K = I , or dimH K >1. 

The first case dim H K =1 occurs if and only if Mp(q)= Cp), and in this case 
.vyrp =y.vç follows for any two operators x,y€ M. Moreover, if xrp = Ap and yq = p, with 
A, p €C, then xyq and &(x) =A, (y) = p and w( xy) Ap follow. Hence, w(xy)=w(yx) 
= w(x)&(y) for any x,y eM. Thus w is tracial in this case. But then, for the vector q' 
eS((Jk )we have p'(,k)=p(q,). Thus, also Mp(p) = Cp(p) follows, i.e. k obeys the 
same conditions as . Since on C there exists only one state, k(X) = &( x) has to hold 
for any x eM. Hence, the (i- loop y can only be the trivial one, i.e. Ør id, and there-
fore the groups G0() resp. U(c) have only one element. The same then also holds 
for G() resp. L1J(i). 

In situation of the second case dimH K>1, let q € K be a normalized to one vector 
which is orthogonal to q'. Let us define 44	=a12' +(1-tz)112q, 2 12i	+ 

(1	)l/2q,i , with 0< a < I and some fixed, small e, say 0< E < lt/2. The sequence of vec-
tors	c	43= 9, corresponds to an u- loop y(a'). We have <, 01> = 1/2, <q, 

= I + a (e - - I) and <	(p, > =	e . Since all the vectors belong to K, accor-
ding to Lemma 11.1 and (11.1), we have to calculate fl < ki' cL'k> I < cL'k cL' >1_ i in 
order to get the multiplier in (11.2) as a function of a. Call this function z(x). The re-
sult of thecalculation is 

z()=e 9 ,	with tan ,9(r)=(l+(&_1_1) (Cos s)_1)_1 tan E. 

Hence, the range of 0(a) contains some open interval if a varies continuously, and 
therefore the corresponding values z(r) generate the full group U(I ). Since z(a)p(q) 
belongs to U,°(&) the assertion U(wYU(l) follows. Since U() is a dense

91 1P 
subgroup of U(w), also .U,,(w)U(l). The remainder now follows by Lemma 8.2 and 97
the corresponding result for continuous loops (cf. Section 9). To see the last assertion, 
note that minimality of p'(ç') for qeS((J) means p'()Mpp)=Cp(q). According to 
the discussion at the beginning of this section, the same also holds for the vectors 'Pk 
of the &— loop y with y: u =	—f c.-4 ... - u, = c ( cf. the notations used in the dis-
cussions at the beginning of this section), i.e.	 for any k. Ac-
cording to the definition of	in Section 10 we then get	=	= W, for any k. Hence,€
the loop y, is the trivial(f- loop. in any case. This implies &()=s(fl I 

Let us now come to another special case. We are going to identify the groups 
G0 ( w) and G( (j) for a faithful state w over a finite- dimensional vN- algebra M. Such an 
algebra has the form M = J"Ø Mzk, with a family of mutually orthogonal, central 
projections zj which sum up to e and for which Mzk Mflk is fulfilled. By Mm the full 
algebra of m x rn-matrices with complex entries is meant. As usual, the group of all 
unitary m x rn-matrices with determinant equal to one is denoted by SU(m).With these 
notations we have the following result. 

Theorem 11.3: G(e)G0(w) SU(n1 )X SU(n2 )X X SU(flm). 

Proof: Following our remarks on the central decomposition of M and according to 
Corollary 8.10 it is sufficient to consider the cases M M, n eN. In these cases we
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shall prove that 

SU(n)	{U€Mn: U = ar"ajIaraj I', with invertible, positive akeMfl , rEN}.(11.4) 

Note that the group on the right-hand side of (11.4) in the terminology of Theorem 8.9 
is SU(M, r,1 ), where t is the unique tracial state of M. We will proceed inductively. 
Assume n = 2. Since there exist positive, invertible a, b € M2 such that ab t ba, we can be 
sure that u = ab IabV 1 * ± e. Since u E SU(M2 , r2 ), we see that SU(M2 , r2 ) is a non - trivial 
subgroup of U( 2) = U(M2 ). By Theorem 8.9 we know that SU(M2 , r2 ) U( 2). Note that, 
by the definition of SU( M2 , r2 ), det u I for any u€ SU(M2 , r2 ). Hence, we even know 
that SU(M2 , t2 )<SU(2). Therefore, we may suppose u exp i el, with J = 1, J2 e, tr I 
= 0, and (- 70< 6< 7r, 6*0. Since SU(M2 , r2 ) is a normal subgroup of SUM, each of the 
elements 00) = u v uv has also to belong to SU( M2 , r2 ), with 9e R and Y& = exp i 91 
for some 1' with 1' = I . , 1.2 = e, tr F = 0. Now, for a given 9 there has to exist another 1" 
with t'=J, 1" 2 e, tr 1=0 such that u(9)exp i&(9)1". Since uUfl=e cos-e(9) + 
i/ sin et ) holds, we obtain the expression e8 = arccos(tr u( )/2)for e(9). The 
explicite calculation gives 

= arccos(l -(1 _2_1 tr( If-)2) sin 2 E sin' a).	.	 (11.5)€

Since SU(M2,r2 ) U(2) we may conclude to 

SU(M2,rz ){u€U(2): spec (u)r{ei0('9),e0('3)}V,9€cR} 

where spec ( u) means the spectrum of u. Note that to given lit is always possible to 
choose I' with the properties mentioned such that Ii * ±e. Then tr(1fl 2 * 2, and 
according to (11.5) the range of 9 contains a whole subinterval of reals. Argueing by 
SU(M2 , r2 ) U(2) once more again we infer that for any two reals 0.	there exist UE 
SLI(M2 , r2 ) such that spec (u) {e * O(9)} e With other words, 
the spectrum forms a group, too. Since 9 ranges over a set which contains a non-trivial 
subinterval, we have to conclude to 

SU(M2 , t2 ) { u €U(2): spec ()( e ,e, e	I, V 0 €R}. 

Hence, SU( M2 , r2 ) = SUM is seen. The general case of n >2 dimensions will be reduced 
to the 2 x 2-case as follows. Assume that &,..., e , e R. Let us define Skr 
fork =1,2.... . n-I. By the 2 x 2-case we can be sure that positive, invertible 2 x 2-ma-
trices a1(j).....am.(j) exist such that aj (j)am (j) = diag [e	i, e	]. Let us define€
the'nxn - matrix Ak j) as the bloc matrix given 

Ak(j)	diag [I.....I I ® ak(;)G diag[l.....I 

where diag [1.....I ] 3 is ignored for sr 0. Then Ak(j) € M are invertible elements and for 
any leach of the products	 - 

A, (j)•Amj(l) = diag [1.....I J11Gdiag[e i, e	8j ) G diag [1.....I 

belongs to SU(M, r,7 ). From-this we infer 
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A i(l)Amj (I) ... A i(fll) ... Amj(fll) 

'diag[et, e8112..... en-28n-i,e8n-1] 

diag [e' 0',e 102eI0n_1,e_1J] € SU(M,r). 

This is true for any choice of O s ,..., ê,1_ € R. Finally, taking SU(M, r)l U(n) into 
account we see that SU(M,v)=SU(n). By our remarks from the beginning of the 
proof G0(w)SU(n 1 )XSU(n 2 ) X X SU(n,,) is now evident. The fact G()=G0(w) 
follows from the discussion below Lemma 9.3. As we have shown there G 0() is a uni-
formly dense subgroup of GO.)). We may content with treating the case of and 
the state t. In line with this, assume 0 eGw) and suppose that the sequence {k} 
G0(cj) tends to 0. Then for any q'€S(r) we have Ok( rp) =ukp, where UkE SU(n) and 
Ok =t ( Uk) (cf.Theorem 8.8 and the definition of the map i ). Since SU(n)CM is 
compact we find a converging subsequence of I Uk) . Suppose we have Uk1 — u. Then U 

is unitary and 0( q) = u' follows. Since u eSU(n )we find some homeomorphism 0' 
EG0(r) such that 

= t(u), and ("q') uq, lim u 1 q.	Iimj O1(q2)rO() 

for any €S(r). Hence, 0 = 0'€G0(w). Since 0 has been chosen arbitrarily from G((J), 
G(w) = G0() is seen i 

We want to continue in analyzing the cases of finite type-I- factors M M, n N, 
but now we are going to consider the case of a positive linear form w = t,', with a 
projection p of relative dimension dim p m < n. This case corresponds to the supposi-
tions of Proposition 8.11 . We will work within M and we also shall use the notations 
and conventions from above. We will identify the group U(w)s((J)= U+ ((J)p up to iso-
morphy. By (8.7) we know that U+ ((j)p is isomorphic to some subgroup of G0(w). 
Hence we can hope to get some information on the group G0() by describing the type 
of U+ (w)p. We may also suppose that pr diag [1,1.....1 ]ediag [0.....0] n-rn' for sim-
plicity. Note first that, by Theorem 11.3, for any given e1 ,..., em_i E R we find positive 
invertible m x m - matrices a 1 ,..., ar such that 

a. . .. a, = diag[e 101 , e 102 . ... .e 1 ern- i,e1J]rn. 

We define, for any subscript k, a 1 adiag [1.....I] flm Let e €R be arbitrarily given. 
By (11.4) we know that positive invertible 2 x 2 - matrices b1 ,..., b3 exist such that 
b1 " b3 = diag [e i e,e &j Hence, we have 

b1 --- b3 diag(l,O] diag[1,O]b 1 . b3 diag(1,0) rdiag[e10,0). 

We define bdiag[1.....1]_jbediag[1.....1]. We then have 

a b	b p diag[e' el, e t G2,..., e i em-" e -Z 0je1 0]®diag [0.... . °'n-rn' 

from which a; a, b	b p b	b; a,." a; =p follows. This, on the one hand, proves 
that a; a, b	b € U,(), with &) = t, P. On the other hand it shows that
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diag[e'°i, e2 .....em-1, e_1&Je0]®diag[0
0n-m e tJ+(w)p 

for any choice of e1,..., Om_ 1 ER and 9 = 9m ER. From this, and since U+(w)p 
U(pMp)®diag[O.....Ol n _ m has to hold (this follows because (.iIPMP is tracial), we 
obtain the relation Lt((j)p U(pMp)Gdiag[O..... 0 'nm• We may summarize. 

Proposition 11.4: Assume M is a factor of type I. For a normal state W such that 
dim s(w) m < (and m < n if M M for some n E N) we  have 

U,(w )s(&) U(s((J)Ms((J))U( m).	 (11.6) 

For n - and =t,,P with dim p =m the proof is now complete by our preceding 
considerations and the case m =1 has been considered in detailat the beginning of this 
section. The validity for a state w with dim s()m follows by Theorem 8.7 and the 
fact that ((j,r,,"}.is " -minimal (cf. Lemma 6.1 ). The latter remark also.applies in 
the case n = m Note that, for a projection p with dim p = m < oo and any projection q 
with dim q = n > m, for the state w( ) = tr p(' ) we have that w qMq corresponds to r,,q 
with rn-dimensional projection q'of M,,. Hence, and according to the above proven, 

U(m).a LJ.(r,')q' . U+ (o)p . U(pMp)U(m), 

where A .Bindicates that B contains a subgroup isomorphic to A. From this U+(w)p 
U(pMp)U(rn) is obtained also in case that n 

Note that due to Theorem 11.3 in the cases M M, n EN, the suppositions under 
which Proposition 8.12 holds are given. Hence, following Proposition 8.12, Theorem 11.3 
and Proposition 11.4 we may take notice of the following inclusions in case of a state 
with dim s()=m :^n: 

U(m)G0(w)SU(n) .	 (11.7) 

As we know from a special case of Theorem 11.3, in the situation m= n we have G0(&) 
SU(n). On the other hand, from Theorem 11.2 in case of m I < nit is known that G0((J) 

U(1). We are going to show that in the case dim s(w)=m< n the left-hand side in-
clusion in (11.7) is not a proper one, actually, i.e. U( m ) G0() also occurs if m >1. To 
prove this we remind Lemma 8.2 from which there follows that G0() is anti-isomor-
phic to some subgroup of U(M',), where M'., is the vN-algebra p'(c')M'p'(gl) 
and OE S(0. Now, let us identify M,, with MMØeover the Hilbert space H"C"®C". 
Then M=e ØM. As usual we may content with treating the case of a w=r'' over 
M0 , , with dim pam. Let {q,..., Pm be a complete orthonormal system in p C'". Then 
the vector 0 = rn 1'2 p,® +... + 

Pm® Pm) belongs to S(w) in the representation of 
M( x'-4xØeis the representation of M in which we work). Obviously p'(ct')=eøp, 
i.e. the relative dimension of p) with respect to M' is rn, too. Therefore, U(M'p) 
U(m), since in this case. On the other hand, as remarked above G0(&) is anti-
isomorphic to some subgroup of U(M',). But then there is also a group isomorhism 
from G0() into U(M.,) (remind that the "anti' in Lemma 8.2 comes only due to the 
special map considered there), and we have G0() . U(rn). By (11.7) now U(m) G0(ô) 
follows. It should be clear that this result persists to hold also in the case of an arbi-
trary type-I-factor (cf. the argumentation in the reasoning of Theorem 11.4). By our 
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discussions of Section 9 we know that U00 (&C Up((j) is a subgroup of U(&)). Final- 
ly , because of (J4,((J)C U(M',) and U(Mq) U(m) G0() U((j) the relation G(w) 

U(m) follows. 

Theorem 11.S: Assume that M is a factor of type I. For a normal state w with dim 

s( (j)m<co we have 

G(Go(() { SU(m) 
in case of m <dime 
in case ofm= dim e 

We remark that, by Theorem 11.5 and by means of the considerations which led us 
to Theorem 11.3, the complete classification of the holonomy group of a state tj on a 
finite dimensional vN-algebra can be described. In the notations of Theorem 11.3 the 
result is 

G))GO((j)(S)U(ki )X(S)U(k2 )X ... X(S)U(km),	 (11.8) 

	

with the convention(S)U(k	
SU(k if dim s(f)kj n1	 m 

	

j	U(kj) if dim s( 5i)kj<nj with dim s(i) = z..kj. 
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