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A Stochastic Nonlinear Evolution Equation 

W. GRECKSCH 

A stochastic evolution equation for processes with values in two orthogonal subspaces of a 
Hilbert space is considered. Such types of equations arise in the study of quasistatic processes 
of elastic viscoplastic materials with random disturbances. Using the theory of Hilbert - space 
valued Ito equations an existence and uniqueness theorem is proved. Finally a time discrete 
approximation is discussed. 
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1. Introduction 

Abstract first order stochastic evolution equations are very important for applications in 
physics, statistics, engineering and neurophysiology. Navier-Stokes equations with random 
exterior forces [15,18], the continuous limit of a random walk in random velocity fields [7], 
stochastoc partial differential equations related to non-linear filtering [14], diffusion-reaction 
equations with random interior disturbances [12] and stochastic differential equations for 
neuronal behaviour [9] are examples for such stochastic evolution equations. 

Here we study random nonlinear evolution equations which arise in the study of quasi -
static processes of elastic viscoplastic materials with random disturbances (for the determini-
stic case see [4,81). Let us start with an example. We discuss a special random constitutive 
equation of quasistatic processes of elastic viscoplastic materials. Let G be a bounded domain 
in R' (d = 1,2,3) with a smooth boundary F, let 1 be an open subset of F, F2 r\T, and T> 0. 
Real independent Wiener processes (w (t),F) (1 = 1,2) are defined on a complete probability 
space (ft F, P). We consider the following problem: 

(P) Find a random (adapted) displacement function U:	T] x G -+ R' and stress function 0: 

[0, T] x G -* S (being the set of second order symmetric tensors on Rd) such that 

div(t,x) =0
	 (in LOT) G. P-a s.) 

E(U) =	-(Vu + VTu) fin	(0,T). G. P-as,: Strain 
(tensor of small deformations) 

dt(u(t,x)) = t(ü(t,x))dt ± 1w2(dt) with
(random disturbance 
in Itos sense)	

5) 

constitutive equation in Itos
= Ado(t,x) +B 1(o(t,x))dt +B2(o(t,x))w1(dt)

A- forthorder tensor,o
ds(u(t,x)) ivefunction. B (o(t,x))w(dt) dc- 

(scribcs rand, cst.	ri Ito 's sense 

0 u(t,x)1 (O T)xr	0	and	0(t,x)v(x)1(0, T). r,, P- a .5 

(
=	 v is the exterior unit normal at r)

u(0,x) r O and o(0,x)O.	 (in G.P-a.s.) 
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We will define Problem (P) in a generalized sense for which we introduce the following spaces: 

K =	(tj)j'=j: t E L2(G), t 1 = tj}	K = {v = ( v1) 1 : v1 L2(G)} 

V	€ K:	€ L2(G), divt = 0, tu 0 on i}	V {v € K:	L2(G), v = 0 on r Xj	 }. 
J 

The scalar products on K and K are defined by the formulas (o, t )K =	i,jJ'G o ,, t1J dx and 
(u, OK	ui V1 dx, respectively. We note that (see [4]) 

(.(vv*vTv),t)K + ( v, divt )x = 0 V v € Vand t € K with divt € K and t° v = 0 on r2 . (1.1) 

Consequently, (E( v),t)K 0 (for all t E V) by the definition of K. A scalar product on Vis in-
duced by (,)K• By A(,0 we denote the multilinear form IjjklJQ AIJkJokJ t IJ dx, 
where A (AIJkJ) is the forth order tensor from (P). 

So we can define Problem P in the following way: 

(P') Find adapted V-valued processes (u(t))tE[o Tj and ( ° (t))t[o Ti such that 

(r(u(t, . )), t( . ))v = (t(u(o, . )), t( . ))v + ( Ao(t, )t( ))v
(1.2) 

+j(B1(o(s,.)),t(.))vds +J(B2(o(s,)),t())vw1(ds) 

for all t E Vand r e [0, T], P-a.s. Because equation (1.2) holds for all t E V, the operator equation 

s(u(t,x))(t) = E(U(O,x)) + Ao(t,x) ± fB(c(s)) ds +J'B2 (o(s))tvj(ds)
	

'(1.3) 

is fulfilled for all t € [0, TI, P-a.s., where the integrals with respect to w1 are Ito integrals. 

Problem (P) in sense of (1.2) is a system of random partial differential equations with ho-
mogeneous initial and boundary conditions. The case of non - homogeneous initial and boundary 
conditions can be obtained by an easy transformation, which is analogous to the deterministic 
case [16J. 

If a solution of (1.3) exists, then the equation (s(u( t, )), 0(t,	= 0 (for all t € [0, T], P-
as.) follows from (1.1), that is the processes (s(u(t, . )))tc[O, T] and (o(r, )) tc [ O , Tj have values 
which are orthogonal in V.Thus, the following abstract random evolution equation is motivated: 

Let Hbe a real separable Hilbert space, with scalar product ( , ),.j and let H1 , H2 C H be 
two orthogonal (closed) subspaces with H = H1 We introduce a linear bounded operator 
A: H- Hand continuous operarors B1 : [0, T] x H1 x H2 - H. By (w(t),F) we denote aWiener 
process with values in a separable Hilbert space K1 and with a kernel operator Q as covariance 
operator. Let L0 be the Hilbert space of linear operators B: Q 1 '2 K1 - H so that fiQ1/2 is a 
Hilbert-Schmidt operator and let 11BjJ Q be the Hilbert-Schmidt norm of BQi'2. Furthermore 
we introduce an operator B2 : [0, T] x H1 x H2 - L0 . We are looking for adapted continuous 
H1 - and H2-valued processes (X(t))t[o Ti and (Y(t))€[o, Ti with 

dY(t)AdX(t) + B1 (t,X(t),Y(t))dt+B2(t,X(t),Y(t))w(dt),X(0) r X0 , y(0)= y0	(1.4)
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in the Ito sense 

Y(t) -	AX(t) - AX, +fB1(s,X(s), Y(s))ds +J-22(s,X(s), Y(s))w(ds) (1.5) 

for all t e [0, T], P-as., where X. and Y0 are given F0 -measurable H- and J-12 -valued ele- 
ments with EIxII,, < and Ell 011H < , and where the stochastic integral in (1.5) is defined 
as H-valued Ito integral. 

Obviously, Problem (P') is an example for the abstract problem (1.3). If we choose 
B 1(f,X(t), Y(t)) = -X(Y(t) - S(t,X(t))) (X > 0) and if B2(t,X(t), Y(t)) doesn't depend on X(t) 
and Y(t), so we have the viscoelastic case with additive random disturbances (for the deter-
ministic case see, e.g., [41). 

In Chapter 2 of this paper we prove an existence and uniqueness theorem of a Hilbert-
space valued Ito equation. In Chapter 3 we use this result to prove the existence and uni-
quenéss of a solutuion of (1.5). Chapter 3 contains some a-priori estimations, too. In Chapter 
4 we discuss a time discretization of (1.5). 

2. A Hubert-space valued Ito equation 

We consider progressive measurable operators 

C1 :Qx[0,T]xH- . H	and C2:c)x[0,T]xH-'LC) 

for which there are constants x 1 , x 2 > 0 such that 

11 C1( t, x )II,, ^ x(l + lix 112)	(P-a.s.)

(2.1) 

EIJC2(s,a(s))w(ds)II2	xj' i +EfIla(s)Ilds) 
Do	 IIH	\	0 

and

11 c1(t1 x) - Cj( t , y)IIH :^ x 2 11x	"H 
(P -as.)

(2.2) 

Ef(C2(s,a(s)) - C2(s,b(s)))w(ds)11
2
	xEJ-fla(s) - b(s)Ilds 

lb	 H	o 

for all t E [0, TI and x,y E Hand for all progressive measurable H-valued processes 

(a(t)),C[arJ with EJIla(s)iIds - and (b(t)) [o T] with EJHb(s)IIds < 

Let X be a F0 -measurable H-valued element with E II XOIIJ < . We introduce the Ito equa- 
tion

dX(t) = C1(t,X(t))dt + C2(t,X(t))w(dt), X(0) =X0	 (2.3) 

in the sense
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X(t) =X0 +fC1(s,X(s))ds +fc2(s,x(s))w(ds).	 (2.4) 

Remark 2.1: Sufficient conditions for the validity of the second inequalities in (2.1) and 
(2.2) are 11 C2( r. x)I!o a x j (i * lix ii) and 11C2 (t. x) - C2(t, y)IJo x 2 "M -y , respectively. 
Then these inequalities follow from the property E IIf c2( s, a(s))w(ds)II i Ef llC 2 (s, a(s) ll0ds 
of the Ito integral. 

Remark 2.2: There are many other papers dealing with abstract Hilbert -space valued Ito 
equations. For example, Ito equations with monotonous opeartors and Ito equations with an 
infinitesimal operator of a semigroup are discussed in [6,13,14] and in [3, 9]. Random partial 
differential equations are examples for such equations. We will see that the above strong 
assumptions are suitable for the discussion of (1.3). 

Remark 2.3: An equation of the type (2.3) in the finite-dimensional case is discussed in 
Liii, under the assumptions that the first inequalities in (2.1) and (2.2) and the inequalities of 
Remark 2.1 are satisfied. 

We can prove by the same technique as in the proof of [6: Lemma 3.2.1.3] the following 

Teorem 2.4: There is a unique (with probability 1) H-valued continuous adapted process 
(X(t)) [ o T] such that (2.4) holds for all t € [0, TI with probability I and E S UPt IX(t)II < . 

We obtain by the Schwarz and Doob inequalities that the solution of the equation (2.3) 
depends on the initial conditions in the following sense. 

Theorexn2.5: Let(X1 (t)) and (X.2(t)) be solutions of equation (2.4) with the initial condi-
tions X1(0) .k and X2(0) X02 . Then 

E s up II\'1( t ) - X2 ( t )I! :1 2EflX 1 -x02I(exp{4x:(l + T)t} 

3. Existence and uniqueness theorem 

Now we prove an existence and uniqueness theorem for (1.4). For this we make the following 
assumptions: 

(Al) There is a constant y > 0 such that (Ax, x) ^! - yIIxII, for all x e H. 

(A2) There is (Ax, YH (Ay, x)H for all (X, Y ) € H x H. 

03) There is a constant r'> 0 such that 

II B( t, x, y)II., + B2(t,x,y)fl, ^ r'(l + lix IJ . + fly ii) for all (t,x,y) s [0, T] x H1 x H2. 

(A4) There is a constant r > 0 such that 

II B1( t , xi, y1) - Bj( t, x2, y2)II H + 11 B2(t, xj, y1) -B2(t,x2,y2)110
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:5 r(11x 1 - X2 IIH + 11 y1 - y2 II H ) for all (t,x1 , y1 ),(t,x2 ,y2 ) E [0, TI x H1 ,< H2. 

The inverse operator A` is linear and bounded. There exists a number >0 such that IA'yDH 
2! Ill yII. for all y E H. The last inequality follows from the remark to [10: Theorem 2/(2.V)]. 
Let y € Hbe arbitrary. We conclude that, for all x € H with Ax = 

11 

(A 'y, y )H = (x,Ax)H 2: iIIxII, =	 ;-- 11211Y;I2 H. 

Let us introduce the Hubert space Z = H1 x H2 which is isomorphic to H = H 1 • H2 . We define 
over Z the scalar product 

( z1, z2) = ( Axj, xz)H + (A 1yl . y2 )	for all z1 = ( x, y1 ) € Z	(i = 1, 2). 

Then (Z,( , )) is a real separable Hilbert space. We define an operator E1 : [0, TI x Z- Z 
by the scalar product èquation	 - 

( E1 ( t , z1), z2)z = -(Bl(t, xi, yl), x2)H + (A'B 1(t,x 1 , y 1 ),y2 )	 (3.1) 

and a Z-valued Ito integral f0tE2(s, z)w(ds) by the scalar product equation 

t	 t	 t 
(fra(s z 1 )w(ds), 2) = -( J 2(s x1 , y1 )w(ds), 2)+ (A 1 fB2(s x11 y1)w(ds), Y2)H (3.2) 

for all z3 = (x1 ,y1 ) € Z (I = 1,2) and z € Z. 

Theorem 3.1: Adapted processes (X(t)) t1 l0 Ti and (Y(t))rCLOTJ with values in H1 and 
H2 , respectively, are solutions of (1.5) if and only if the Z- valued process (Z(t))t€[o TI with 
Z(t) =(X(t), Y(t)) is a solution of the equation 

Z(t) = Z0 +JE1 (s,Z(s))ds +J'E2(s, Z(s))w(ds)
	

(3.3) 

in the sense of the scalar product equation 

(Z(t), z ) = (Z0 , z ) +1(Ei(s, Z(s)), z ) ds + (!E2(s, Z(s))w(ds)z)	 (3.4) 

for all z = (x,y) € Z, where Z0 = (X0 , Y0) 

Proof: Step 1. Let (X(t)) tE[o rj and (Y(t))tco TI be a solution of (1.5). Then, for x € H1, 

(AX(t) - AXO , x)H = -(B1(s,x(s), Y( s )), x)H ds - (Bs(sX(s) Y(s))w(ds),x) . (3.5) 

If we apply A 1 to both sides of (1.5), then for ally € H2 we obtain 

(A 1 (Y(t) - )' Y)H = J(A1B1(s,X(s),Y(s)),y)ds +(A1JBz(s,X(s),Y(s))w(ds),y). (3.6)
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If we sum up the equations (3.5) and (3.6), then the equation (3.4) follows from the definition 
of ( , )z and from the formulas (3.1) and (3.2). 

Step 2. Let (Z(t))io TJ = (X(t), Y(t))r E [o T1 be a solution of (3.4). Then 

(AX ( t ), x )H (AXO, x)H -J'(B1(s,x(s), Y(s)), x)H ds - (JB2(sx(s) Y(s))w(ds), 

follows from (3.4) for z = (x, 0) by the definition of ( , )z and the formulas (3.1) and (3.2). 
Obviously(, x )H = 0 and ( Y ( t ), x )H = 0 hold for x € H1 . Then we have ( R ( t ), x )H = 0 with 

R(t) = A(X(t) -x0 ) +(Y(t) - YO ) +fB1(s,x(s),Y(s))ds +JB2(s,x(s),y(s))w(ds). 

Consequently the process ( R ( t ))[o	has values in H2 and 

0 r(X(t),R(t)), =(AAX(t),R(t))H and	0 =(Xo,R(t))H =(A'AXO,R(t))H. 

Then for  = R(t) we obtain from (3.6) 

o =(A-1[A(X(t-Xo)+(Y(t)) 

t	 t 
+J'Bj(s,x(s), Y(s))ds +fB2(s,x(s), Y(s))w(ds)]R(t)). 

The term [... equals RM. Since A' is a positive operator, we get R(t) = 0, that is; the 
equation (1.5) holds I 

The last theorem shows that we can consider equation (1.5) as a Hilbert-space valued Ito 
equation of type (2.3). We introduce the following positive constants: 

2r'r0 and D. = 2rr0 , with r0 = max {1/y, IIA1112/y2} max {i, 1/y, 

Lemma 3.2: For all t E [0, T] and x, x,, , x2 e H1 as well as y,y,,y2 E ''2' and all progressive 
measurable H, - valued processes (a( t)) and (a 1 ( t)) (i 1,2) as well as for progressive measu-
rable H2 - valued processes (a(t)) and( 1 (t))(i = 1,2) the norm squares of which are integrable 
over 0 x [0, Ti the following inequalities hold: 

II E,( t, x,y)JD1 (1 + J(x,y)J.)
	

(3.7) 

r 
11	/ 

EDJE2(s, a(s), a(s))w(ds)II
2 

^ D1 (, 1 + EfII( a ( s ), a(s))IL ds'	 (3.8)

0

r	

IJ	 / 

II E,( t , x,, y,)- E,(t,x2, y2 )II rDzI(x1,y,)-(x2,y2)f 

11 2	 r 
E Ilf'(E,.(s, a,(s),a(s)) - E2 (s, a 2 (s) 1 a 2(s)))w(ds)	:5 D2 Ef II( a ( s ), (s)) - (a2 (s), 2())IIQ ds. (3.10)


z
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Proof: We choose z = (x,y) and ii (ifl, i) E Z. Then, by the definition of ( , )z,(A3 ), the 
equality (ui-v) 2 15 2u 2 + 2v 2 (u,v E R) and the properties of the operators A and A	we get 

11E1( t, x, y )II	:5 sup {(E1(t, X, Y), 	iii 11z 

sup {[(-B 1( t, x,y), i)H + (A 1B1( t, x,y),112)H]2: 11 ii 

sup	+ 111211  iiA_tii2: Iii "z = 1}r(1 + iixiI,, + 1iy11,) 

:g max {1/y, iiA'ii 2/y 2}r' max {i, ii, 1/.yi 2}(1 + iRx,y)ii), 

that is, inequality (3.7) holds. 
In a similar way, with the second moment of the norm of an Ito integral and W) we get 

E Df
t
E2(s, a(s), x(s))w(ds)O 

2 

lb	 liz 
r	 t 

= sup 1_(fB2(s, a(s), a(s))w(ds),i1) + (.i -f 2(s a(s), a(s))w(ds),712)2: iii lIz 

^ 2 max {l/y, hA liS/T 2}II B2( s , a(s),a(s))II ds 

^ 2 max {1/y, hA h ii 2/T 2 }r . max l, 1/y, l/yy 2}(1 + EJ fl(a(s), a(s))II ds) 

that is inequality (3.8) holds. The inequalities (3.9) and (3.10) are proved analogously I 

Theorem 3.3: There is a unique (with probability 1) adapted Z-valued solution process 
(X(t), Y( t )) t [ Q Ti Of (1.5) with continuous paths and E 5UPtE[o T] II( X ( t ), Y(t))II 2 < • 

Proof: Lemma 3.2 shows that the assumptions (2.1) and (2.2) are satisfied for C1 = 

C2 = E2 and H = Z. Then the existence of a unique (with probability 1) solution process (X(t), 

Y(t)) of (3.3) with the above properties follows from Theorem 2.4. The process (X(t), Y(t)) is 

the solution of (1.5), too. This statement follows from Theorem 3.1 1 

Corollary 3.4: Let (X 1(t), Y(t)) be the solutions of 0.4) with the initial conditions (X01, 
Ye ,) (i = 1, 2). Then 

E	(iix1t - X2 ( t )ii	+ ii Y(t) - Y2(t)ii.)

tc[O, TI 

	

exp{4D(I + T)T} - 
1 (hhA hElix01 - x02li	+ hiA'hi E li	- Y02Ii). min {i,y2} 

Proof: We obtain from Theorem 2.5 for the solution process (X (t), Y( t )) C [ O Ti of 0.3) 

E sup 
11 (X

1
(
t), Y1 ( t)) - (X2( t), y2 (t)) l (exp {4 D(l + T) T} - l)E li(X01 , Y) - ( N.21 Y02) 

tc[O, T]
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The statement follows from the two inequalities 

ii(\-1(t),Y1(t)) -(x2(t),Y2(t))J[ 2:y
ii X1(t) - X2 ( t )ii	+i2 ii Y1 (t) -

 Y2 (t)11 2

il( .v01,	) - (c2 ' ,2)ii ^ IIAH il'01 - x02 II;! + IIA 1 II il1 -	U 

Now we consider an a priori estimation for the special case of viscoelastic materials with 
additive disturbances. Therefore, we assume (A, p> 0 given) 

B1(t,x,y)=X(y-S(t,x)) and B2(t,x,y)=B2(t)	V(t,x,y)€[O,T]xH1 <H2 

and

(S(t, x 1 ) - S(t,x 2 ), .v1 - .v2 ) ^ p 11x 1 - x2 fl	V (t, x 1 ),(t, x 2 ) e [0, TI x H1 .	 (3.11) 

Lemma 3.5: Let(X 1(t), Y(r)) be the solutions of (1.4) with the initial conditions ( X01 , Y0) 

(i 1, 2). Then 

E II X1( t ) - X2 ( t )i[ ^ -11q- E Ii X 1 - Xosiexp{--tJ (3.12) 

EiiY1(t)	(r)1	^exP{-At}[A1IIEiii,
(3.13) 

+)IIAIIIIA
0E lIXoii,(1 - exp{_A(	+ 1)t})]. 1 

Proof: We introduce NO = X01 - X021 } =Y01 - Y01 X(t) = X1(t) - X2(01 Y(t) Y1(t) - Y2(t). 
So we get from (1.4) 

dX(t) =A 1 dY(t) - [B1(t,X1(t),Y1(t)) - B1(t,X2(t),Y2(t))]dt	(3.14) 

d(AX(r)) = dY(t) - [B 1(t,X1(0,Y1 (t)) - B 1(t,X2(t),Y2(t))]dt.	(3.15) 

Then d(AX(t), X(t))H (AX(t), dX ( t ))H + (X(t), d(AX(t)))H follows from the Ito formula. 
Consequently, (X(t),Y(t))H 0 and (AX,A 1Y)H (x , y)H yield d(AX(t),X(t))H = -2A(X(t), 
S(t, X1 (t)) - S(t, X2(t)))Hdt, and we obtain by (3.11) and Assumption A4 

E li X( t )ii	^ 4. E(AXO , Xo)H - J'E iX(s)iids. 

Hence the function p(t) E li X ( t )ii fulfils the inequality (t) :5 (2 pA/y) p(t) with cp(0) = 

E(AXO , Xo)H . The function (t) = i'E(AX0 , Xo)H exp{-2pAt/y} solves the initial value 
problem cp(t) = (2pA/y)p(t)with y(0) = y'E(AX,, Xo)H. Then the inequality 

Ell X(t) ii , -111EiiX,.iiexp{--t) 

holds. We get from (3.14) by (X(t),Y(t))H = 0 the relation
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(Y(t), A_ 1 dY(t))H	_X(A_1Y(t), Y(t))Hdt + X(A_ 1 [S(t, X1(r)) - S(t, X2(t))], Y(t))Hdt 

and from the Ito formula we get 

E(Y(t), A tY(t))H	E(YO ,A 1Yo )H - 2AEJ(A'Y(s),Y(s))Hds 

+ 2XEJtA[S(s, X(s)) - S(s, X2(s))], Y(s))Hds 

= E(YO ,A 1YO )H - 2XEj'(AIY(s),Y(s))Hds 

+ 2XEA 1/2[S(s , X1(s)) - S(s, X2(s))], A1/2Y(s))Hds. 

Then

E(Y(t), A 1Y(t))H s E(, A %)H - 2XEf(A'Y(s),Y(s))Hds 

+ XIIA , 11 r 2 EfIjX(s)IIds XEJA'Y(s),Y(s))Hds 

follows from Assumption A4, the Schwartz inequality, the properties of the operator A and the 
inequality 2ab !; a 2 + b 2 (a, b E R). Hence the function 4i(t) E(Y(t), A 1Y(t))H fulfils the in-
equality 4(t) :^ X4i(t) + IIA 1 IIr 2 EIIX(t)II with 4i(0) = E(YO , A 1Yo)H. Consequently, we have 

t 

(t) exp(Xt)[DAII EIIY0I	+XIA h IIr 2 EfIIX(s)IIexp{Xs} ds] 

2 
E11.oI!Hf ^ exp _xt}[UA -ill EfYfl + AllAh VA -'Il 2 

+	
- expf _x(	+ i)t})1 ' 

4. Approximation by difference equations 

We will discuss here approximations for equation (1.4). In Chapter 3 we had seen that we can 
consider this equation as a Hilbert -cpace valued Ito equation of type (2.3). Therefore let us 
start with some known approximations for equation (2.3). Let (hi,) C Hbe an orthonormal base. 
Let (X1(t). ... .X"(r)) be adapted real processes with E(Xi( t )) 2 < co (1 = 1......., t € [0, TI) 

which are the solutions of 

dX(t) =	(c1(t, X(t)), h,),., h i + ' C2(t, X,(t))w(dt), h .)H h	 (4.1) 

where X(t) = , X'(d h i and A(0) '1(X0, h1)H h 1 . Formula (4.1) is a Galerkin ap-
proximation of (2.3) and we obtain by the properties of the Fourier coefficients and the Ito in-
tegral, by (2.2) and Gronwalls lemma the following
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Theorem 4.1: The limit	E U X,(t) X(t)II2 equals 0 for all t e [0, T]. 

We introduce a partition (N)Iof[0, t] with t E [0, T], t 1 N 1KN (i I.....N), tNf..J 
KN > 0 and KN -?. 0 for N-a. co. Let us consider the difference equations 

X. + ±(cl( fjN,	 KN

(4.2) 
+ (c2 ( t N, .	)(tv(tI + IN) - '( N ))' hj)H h 

with iO.....N-I	and	XJ.J X,(0). 

Then limN	E II XjN - X (t)Ij = 0 follows from a stochastic version of the Euler approxi- 
mation for the finite-dimensional case [11]. We have together with Theorem 4.1 the following 

Theorem 4.2: The limit limn,lim, E JI X N - X(t)IIequals 0 for all t € [0, T]. 

Now we consider the difference equations 

.X 1+IN	+ Cl(tIN, XIN)KN + C2(f,N, '4N)("(t1+1N) - W(fjN)) 

with i 0.....N-I and -hoN = X0 -

Corollary 4.3: The limit lim,- -NU-I equals 0 for all i = 0.....N and N N. 

We can prove this assertion by induction using the following 

Lemma 4.4: Let 'I be a Lipschitz continuous function from H into H. Then 

lim 
1 1 n

 (G(a), h)H h  - D(a)D	0 V sequences (an ) C H with lim Ilan - aII = 0. -. fl	Z=1	 H	 n-

Now we discuss two types of approximations for (1.4). For this we consider partitions 
( tIN) 'o of [0,t] with N = 2q (q € N), KN = 11N, tiN = iKNt (i = 1, ...N). We introduce the 
following recursive system (j =	,N-1; N€ N): 

= X0, Y0N = Yo, c * iN € H1 , ' + iN e H2 

1"j+1N AXJ+lN	N -AJN +Kfl Bl(t N, 5 NJ N)	 ( 4.3) 

+Ba(tjN, N' N)(W(tj+ l N) - w(tjN)). 

We obtain by the definition of Z, E1 , E2 that problem (4.3) is equivalent to the following one: 

ZON = Z0, Z-.N €
(4.4) 

2j+iN = ZJN + KflEI(tJN, jN) +EZ(tN, N)(' ( j+iN) -
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(j = 0.....N-1; N  N). We obtain with Corollary 4.3 and Theorem 4.2 the following 

Lemma 4.5: The limit lim N, E117 
NN - Z(t)IIequals 0 for all t E [0, T]. 

Furthermore we get by the definition of Zthe following 

Corollary 4.6: The limits limN...,5 E IIXNN - x(t)II, and limN...,,., E II ?NN - Y(t)11, equals 
0 for alit E [0,T]. 

Now we consider a different approximation of (1.4). Let H1 ,1 (h >0) be a closed subspace 
of H1 with the following property: Let x  H. be chosen arbitrary. Then there exist elements 
hh e H1 ,1 with limh O IIxh - XIIH 0. We choose HI h - and H- valuedelements X, and Y,,, 
respectively, with lim ,1 O EII(X,,,Y,.) -(X0,Y)II = 0. We define the following recursive 
system (j = 0......N-1; N  N; X  H1,,): 

-, 'oN - "ho' 'oN - YbO, 

(A l N, X)H = (A 1, X)H - K,,( Bl(tJN,	), x) 

- ( B2(tJN, I, 7)(w(tj *j N) - w(tJN)), X )H	(4.5) 

IN =	 -	J) + KJ..JB1(tJJ,	,	) 

+D2( tJN, RjNh I) (w ( tJ + l N) - tV(tjN)). 

We want to show that (4.5) gives an approximation of (1.4). Summing up (4.5) from j = 0 to j = 
m we obtain for all X  H1,, 

( A +,N,x)H f,(x)	 (4.6) 

with
m 

f,(x) =	X)H -	KN(B,(tjN,	,,	x)jq 
J =0 

rn	-(B2(tjN,	1, i 7.)(w(tJ *lN) - w (tJN)), X)H. 

Taking the scalar product of (4.3) with u e H1 and summing up from j 0 to j = m we get 

(A2m+iN , U)H g(u),	 (4.7) 

where 

g(u) = (A5 ON, u)H - KN( BI(tjN, N' N)' u)H 

-(BS(tJN, NJN)(W(tj+ I N) - w(tJN)), u)jq. 

37 Analysis. Bd. 11. Heft 4(1992)
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The existence and uniqueness of F,fl+l)KN-measurable solutions XZ+IN with EII,+jNII 
and Xm+iN with E II A fl,jNIIH <	follow from the abstract Browder-Minty theorem 

about monotonous operators (see [19: Theorem 25.1]). We obtain by (Al), (4.6) and (4.7) 

2	/	'-h	 Ii 
I II Am+i - "H A(Xm,lN - x), 'miN - x)H 

-h	-h 
= f,'(Xm+i N -x) - (AX,X,Z) + I N - X)H + (AX I N,X Zfl + j N - x)H -gm(Xrn+I N -x) 

/	-h	 h -h 
A(Am*iN - x), 'miN - x)H + fm(Xm+ I N - x) -	- x) 

11	hh 
I IIAIIIIXm*i - X IIHII A m+IN XUH + ( fn -gm)(+j  

Then, using 

U'rn*iN	m*1NIIH ^ IPrn *iN X I jH + Vm*iN XIIH 

- grn)(i+jN - x) ^	-	HXm,1N - XIIH 

we get II A ,n *IN - 'm*iN "H (y 1 11A II + l'"X	 + °f )lI ,ijiN - X "H II m - g,HII H and, consequently. 

E II+iN- m+1NUIJ :5 2(f 1 IIAII +l) 2 EIIXm , iN xI[ +2EIIf	gmIIj .	(4.8)€

The inequality 

 
- g,II, ^ (1 +(1 + m)KN) Ell A(XO - 'oN)II

2
 H 

in 
+ KNEVBI(t,N, AJN, N) - BI(tJN, AjN, N)H 

=0

M 
+ 2m+1KEVBl(tJN, N'N) - B1(tjN, NJN)VH J=O 

in 
+ E IK B2( tJN, N' N) - B2(tJN, XjN, N))('(t ..N) - -(N))1 J=O

Zn	2	,	Zfl 2 follows from the inequalities 2ab :9 a 2 + b 2 (a, b R) and	a,)	2	aj (a0.....am

€ ) and from the independence of the increments of the Wiener process. Then, using (A4) and 

II
112 E l(B2(tjN, 'jN' N) - B2(tJN, -'jN' N))('(tj,iN) - w(tjN))H 

= KN E (B2(tJN, AjN, N) - B2(tJN, 'jN' N))lQ' 

we have

	

+ KN(2 +2h1KN)r2(EIJ.	- jNIIH	- NIlH) 
J=o
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Therefore we have proved that 

E li	iN'm*tNIlj

+ 2(1 + (1 + m )KN) 11A 11 2 E llk.hN - 'eoN 
11 2

H	
(4.9 

+ 2KN(2 + 2 m*s KN )T 2 (E,pk4 - AJNIIH +EiJ	- 
J =O 

In a similar way we obtain 

E IIfl+IN - Ym.jNll;I 

^ 2[E	- NllH + IIAII2Eil20 - 'NIl, + IIAII2Elln+lN - 'rnINlIH	(4.10) 

+ 2KN(2 +2m*1KN)r2E(,,Z - AjNIIH IN - NllH) 
J =O 

We introduce 

a = EII.AJJJ - jNIlH ,	=	- YJNIIH and dm >(a + b) 

C = 2 6 max {2(-r'IIAII +1)2, 2(1 + 2T)11A11 2 , 2(1 +2T)}. 

From (4.9) and (4.10) we get 

am+ i '5 C(ElI m+lN	+ KNr2dm+do) and bm.•. i C ( am+ l + KNr 2dm +d0 ), (4.11)


and from (4.11) we get 

dm+ i :r d,,,(1 + CKN r 2) + c(d0 +E,l	- 

Recursively we see that, for in = 0.... . N 1, 

dm+i 
^ KNr2b0 

+ElI.'m*lN _x11,)(exp(Cr 2 T) -1) +d0exp(Cr2T) 

and we obtain by (4.11) 

a,,1 + bm+ i CO + C)EIIXm+jN X1 

+C(2 + C)[(d0 + Epm+1N- xl)(exp(Cr 2 T) -1) + KNr2doexp(CT2T)]. 

So we have proved the following 

Theorem 4.7: There are constants D >0 and C >0 such that 

Ell,^lN -	
11 2	

2 + E ll,lN - 'miNIlj-j :5 -x[, 

+ (ElI 0 - ON 	- Nli . )( + KN r2)(exp(Cr 2 T) -1) 

37*
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Remark 4.8: With the help of Corollary 4.6 we see that problem (4.3) defines an approxi-
mation of (1.4). Problem (4.6) is an elliptical one. We consider an example for Hjh . Let (n 
H1 be a complete orthonormal system and let H1 In (n E t.J) be finite -dimensional subspaces 
which are generated by (Pi , Wn. Then (4.5) is the Galerkin approximation of an elliptical 
equation. 
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