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Continuous Dependence Results for Subdifferential Inclusions 

N. S. PAPAGEORGIOU 

In this paper we examine the dependence on a parameter of the solution set of a class of nonlinear 
evolution inclusions driven by subdifferential operators. We prove that under mild hypotheses on the 
data, the solution set depends continuously on the parameter for both the Victoria and Rausdorif 
topologies. Then we use these results to study the variational stability of the class of semnilinear 
parabolic optimal control problems and we also indicate how our work incorporates the stability 
analysis of differential variational inequalities. 
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1. introduction 

Let T = [0, b] and H a separable Hilbert space. We consider the following parametrized 
family of evolution inclusions of subdifferential type: 

- ±(t) E 8(x(t), ),) + F(t, x(t), A) a.e., x(0) = xo(A). (1) 

Denote the set of strong solutions (see Section 2) of (1) by 5(A) 9 QT, H). The purpose 
of this note is to study continuity properties of the multifunction A—.S(A). Analogous 
continuous dependence results were obtained earlier by Vasilev [21] and Lim [9] for 
differential inclusions in Rn and by Tolstonogov [19] and Papageorgiou [12], who 
considered differential inclusions in Banach spaces, but without subdifferential operators 
present. In fact, their hypotheses are such that preclude the application of their work 
to mu.ltivalued partial differential equations and to distributed parameter optimal 
control problems. More recently, Kravvaritis and Papageorgiou [8] considered evolution 
inclusions of subdifferential type and under more restrictive hypotheses on the data 
established that the solution multifunction S( . ) has a dosed graph (see Theorem 4.1 in 
Kravvaritis and Papageorgiou [8]). 

In this paper, under general hypotheses on the data (weaker than those in 
Theorem 4.1 of Kravvaritis and Papageorgiou [8]), we prove that S( . ) is continuous for 
both the Vietoris and Hausdorif metric topologies (see Theorems 3.2 and 3.3). Then we 
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use these results to establish a sensitivity result for a class of semilinear parabolic 
distributed parameter optimal control Problems. 

2. Preliminariegi 

In what follows, T = [0, r], equipped with the Lebesgue measure dt, and H is a separable 
Hilbert space. Throughout this paper we will use the following notations: 

= {A c H: nonempty, closed (convex)) 

= {A ç H: nonempty, (weakly-) compact (convex)). 

A multifunction F: T--.P1(H) is said to be measurable if, for all x E H, t—.+d(x, F(t)) = 
inf{ 11 x - v :v E F(t)} is a measurable øI-valued function. By 51F we will denote the 
set of selectors of F( . ) that belong to the Lebesgue-Bochner space L'(H); i.e., 
S = {f E L'(H):f(t) E F(t) a.e.). This set may be empty. For a measurable F( . ), it 
is nonempty if and only if t -4 inf{ 11  II :v E F(t)} € L'+ 

I 

Let 40: H - = R U { + oo}. We will say that (•) is proper, if it is not 
identically + oo. Assume that (.) is proper, convex and lower semicontinuous. It is 
customary to denote this family of k-valued functions by r0(H). By dom V, we denote 
the effective domain of ço( . ); i.e., dom = {x € H: 40(x) < oo}. The subdifferential of 

(•) at xis the set 840(x)={xEH: (x,yz):540(y)40(x) for all yEdom }, where 
(.,.) denotes the inner product of H. If (.) is Gateaux differentiable at x, then 
840(z) = {40'(z)}. We say that (.) is of compact type, if for every A E R the level set 
{XE H: il x ii 2 +w(x):5 A} is compact. Also for p>O, we define J=(I+p840) (the 
resolvent of 840( . )). It is well known (see for example the book of Brezis [3]) that, for 
all u >0, D(J) = H and furthermore J( . ) is nonexpansive. 

Let X a Banach space and {A,,, A),, >1 
C 2X.{Ø}. Let a- denote the strong 

topology on X and w- the weak topology on X. We define: 

s-LüraA,, = {x E X:lim d(x,A,,) = 0} 

= {x E X:x = .s-lim x,,, z,, € A,,, n 

= {x € X:jjrn d(x,A,,) =0) 

= {x € X:x = s-urn z,, , Xnk E A,,,,, n1 <n2 <...<n, <.. 

w-lA,, = {x E X:x = w-lim x,,, s,, E A,,,,, n1 <n2 <... <fl < 

It is clear from the above definitions that we always have s-ij A,, ç s-Fim An w-1 
A,,. If s-him An = s-1 An = A, then we say that the A,,'s converge to A in the 

! Kuratowski sense and denote it by An +A as n—too. If a-lim An = w-lT An = A, then
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we say that the A,,'s converge to A in the Kuratowski-Mosco sense, denoted by 
A,,&AA. 

Let A be a complete metric space. A multifunction G:A —, PJ(X) is said to be 
upper semicontinuous (resp. lower semicontinuous) if for all U X nonempty, open, the 
set G(U)= {A EA:G(A)cU} (resp. the set G(U)={A€A.G(A)flUO}) is open in 
A. A multifunction. G( . ) which is both upper semicontinuous and lower semi-
continuous, is said to be continuous or Vietoris continuous, to emphasize that it is 
continuous into the hyperspace P1(X) equipped with the Vietoris topology (see Klein 
and Thompson [7]). If ?X = UA e AG(A) is compact in X, then G( . ) is Vietoris 
continuous if and only if for A. — A in A, we have G(An) G(A). This follows from 
Remarks 1.6 and 1.8 of DeBlasi and Myjak [4]. 

On P1(X) we can define a generalized metric, known in the literature as 
Hausdorff metric, by

h(A, B) = max [sup d(a, B), sup d(b, A)]. 
aEA 

Recall that (P1(X), h) is a complete metric space. A multifunction G: A — P1(X) is 
said to be Hausdorff continuous (h-continuous), if it is continuous from A into the 
metric space (P1(X), h). On Pk(X) the Victoria and Hausdorif metric topologies 
coincide (see Klein and Thompson [7, Corollary 4.2.3, p. 41]). So a multifunction C: A 
—+ Pk(X) is Vietoris continuous if and only if it is h-continuous (see DeBlasi and Myjak 
[4, Remark 1.9]). From Theorem 3.3 of Papageorgiou [13], we know that if F:T x  —* 
P1(X) is a multifunction such that F( . , x) is measurable and F(t,.) is h-continuous, 
F( . ,.) is jointly measurable. Finally a multifunction C: A —' P,(X) is said to be d-
continuous if, for all x E X, A — d(x,G(A)) is continuous. Clearly if G( . ) is h-
continuous, then it is d-continuous, too. 

The following theorem was first proved by the author (see [12, Theorem 3.1]) 
and recently improved by Rybinaki (see [18, Theorem 1 and the remark on page 33]). 
Here we state the improved version obtained by Rybinsid [18]. 

Theorem 2.1: If X is a Banach space, K E P4X), F,,, F:K — P,(K) are 
Lipschitz multifunctions with the same Lipschitz constant Is E (0,1) such that if a,, -4 a, 
then F,,(x,,) K_&M F(x), then if 4, = {x E X:x E F,,(x)} and L = {x E X:x E F(x)}, we 
have 4. --- L as n —, 00. 

Remark: The fixed point sets 4,, L are nonempty by Nadler's fixed point 
theorem [11]. 

Let A be a complete metric space (the parameter space), T = [0,b] and H a 
separable Hilbert space. The following hypothesis concerning (x, A) will be in effect
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throughout this work: 
H(p) p: H x A - = U { ± oc) is a fujdion such that 

(i) for every A € A, w( - , A) is proper, convex, lower semicontinuous (i.e. 
A) E r0(H)) and of compact type, 

(ii) if A.--,, Ain A, then for every p >0, we have (I+pö(•,A))'z -' 
(I + p&p(,A)) 1x for every x  H. 

Also we will make the following hypothesis concerning the initial condition xo(A) of (1): 
H0 A - xo(A) is continuous from A into H and for all A E A, xo(A) E domp( -,A). 
Given g E L2(H), consider the following evolution inclusion: 

- ±(t) E 8€p(z(t), A) + g(t) a.e., z(0) = xo(A).	 (2) 

From Brezis [3, Theorem 3.6, p. 72], we know that (2) has a unique strong solution 
p(g, A)( . ) = z( . ) E C(T, H), and in addition since ro(A) E domp( . , A), we have 
II ± II L2(H) :5 II g II L2(H) + (x0, A)1/2, and (x( . ), A) is absolutely continuous on T. So 
we can define the solution map p: L2(H) x A -. C(T, H) by (g, A) -' p(g, A)( . ). The 
following continuity result concerning p(., .) can be found in Attouch [1, Theorem 3.74, 
p. 388].

Theorem 2.2: If hypotheses H(W) and H0 hold, then the solution map p: 
L2(H) x A -+ C(T, H) is continuous. 

By a strong solution of evolution inclusion (1) we mean a function x E C(T, H) 
such that x( . ) is absolutely continuous on any compact subinterval of (0, b), z(t) € dom 
ço( . , A) a.e. and - ±(t) E O(x(t), A) + f(t) a.e., f( . ) L2(H), f(t)E F(t, x(t), A) a.e., 
z(0) = xo(A). We will denote by 5(A) 9 QT, H) the set of all strong solutions of the 
multivalued Cauchy problem (1). 

An important selection theorem that we will use in the sequel is that of Aiimann 
and can be found in Wagner [22, Theorem 5.10]. It says that if G:T -+ 2'{0} is a 
multifunction such that GrG = {(t, v) E Tx H: v E G(t)} E B(T) x B(H) (i.e. G( . ) is 
graph measurable), then we can find g:T -' H, a Lebesgue measurable function, such 
that g(t) E G(i) for all t E T. 

A particular case of Theorem 3.1 in Papageorgiou [14] tells us that if 
1} >	L'(H), 1 4 f in L1(H) and, for all n > 1 and almost all t E T,


f,,(t) IF :5 O where 9, > 0, then 1(t) € Zffv- w- TM {f(t)} >1 a.e. 

Also from Lemma A.5 of Brezis [3] we know that if m E L1(T,R), m > 0 a.e. 
a E R + and u € C(T, O) satisfy u2(t) <2 + f m(s)u(s)ds for all t E T, then we have 
Iu(t)	a+fm(s)ds for all tET.
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Finally from Lemma. 5, p. 71 of Papageorgiou [16] we know that if S:A 
P(C(T, H)) is a multifunction such that for each K C A compact, the restriction of S 
on K is upper semicontinuous, then S( . ) is upper semicontinuous. 

3. Continuous dependence results 

In this section we study continuity properties of the solution multifunction S( . ). For 
this, we will need the following hypothesis on the orientor field F(t, x,,\): 
H(F)	F: T x H x A--+P(H) is a multifunction such that 

(i) t—+F(t, x,.\) is measurable, 
(ii) h(F(t, x,,\), F(t, y,,\)) kB(t) 11 z - y fi a.e. for all A E B C A, B compact 

and with kB( • ) E L, 
(iii) A - F(t, x,,\) is d-continuous, 
(iv) I F(t,z,A) = sup{ v :v E F(t,x,A)} :5 a5(i) + e8B() II x a.e. for all 

A E B ç A, B compact and with CB( . ), flB( •) E L2+. 
Because of hypothesis H(F) above we know that, for every A E A, 5(A) is nonempty and 
compact in C(T,H) (see Kravvaritis and Papageorgiou [8, Theorem 3.1] and 
Papageorgiou [15, Theorem 4.1]). 

Theorem 3.1: If hypotheses H(), H(F), H0 hold and A5 —+ A in A, then 5(A5) 
K 5(A) in QT, H) as n —+ 

Proof: Let B C A be a nonempty, compact subset. First we will derive an a 
priori bound for the elements in U A E BS(A). To this end, let A E B, x( . ) E 5(A) and let 
u,( . ) E C(T, H) be the unique solution of the Cauchy problem 

— fix(t) € Ocp(u(t), A) ax-, u(0) = zo(A). 

Exploiting the monotonicity of the subdifferential operator, we have 

(- ±(t) + uA(t), uA(t) — x(t)) (f(t), U.\(t) — x(t)) a.e.


with I E L2(H), f(t) E F(t, x(t), A) a.e. and — i(t) E &p(x(t), A) + 1(t) a.e. Then we have 

z(t) - u.%(t) 2 < II 1(t) II	x(t) — u .\(t) 11 a.e. 

X(t) — uA(t) 112 < 111 f(s) II II x(s) — u.%(s) d. 

Apply Lemma A.5, p. 157 of Brezis [3] (see Section 2) to get 

II x(t) — U.\(t) II 	1 11 f(s) II d: < J (cxa(3) + flB() 11 z(s) 11 )ds 

x(t) II < II U	+ f (as(s) + 8(s) 11 x(s) 11 )ds.
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From Theorem 2.2, we know that we can find OB> 0 such that II U)	OB for all 
. € B. Hence, wc get 

	

II x(i) I 	B + J (aB(s) + #B(S) II n(s) V )ds, i € T. 

Invoking Gronwall's inequality, we deduce that there exists MB >0 such that, for all 
x E U  E BS(A), we have 11 x 11c(r,H) :5 MB. Hence without any loss of generality, we 
may assume that I F(t,x,A) I = sup{ 11 v v € F(i,x,A)} :5 i&(i) = aB(t) + fiB(t)ME 
ax., 'B() E L + for all A E B. Then let KB = {h E L1(H): h(t) <&B(t) a.e.} 
(viewed as a subset of L1(H)) and consider the multifunction R: KB x B—iPf(KB) 
defined by R(f, A) = S.( . , p(J, ))( . ), A)• 

On L1(H), consider the norm 11911B = fexp[ - U f tkB(s)ds] II g(i) V di, U > 0, 

which is clearly equivalent to the usual one. Our claim is that for U> 1, the family 
{R( . , A)}, € B is h-Lipschitz for this norm 11 11 B, with the same Lipschitz constant 
11B € (0, 1). To this end let f,g € KB and let v  R(g,A). Let 

r(t) = {u E F(t, p(f, A)(t), A): 11 v(t) - u 11 = d(v(t), F(t, p(f, A)(t), A))}. 

Note that for every i € T, r(t) 54 0 since by hypothesis H(F), F is Pk(H)-valued. 
Then observe that 

Grr = {(t, u) € GrF( . , p(f, A)( . ), A): II v(i) - u - d(v(t), F(t, p(f, A)(i), A)) = 0}. 

Because of hypotheses H(F)(i) and (ii) and Theorem 3.3 of Papageorgiou [13] (see 
Section 2), GrF( . , p(f, A)( . ), A) € B(T) x B(H), where B(T) (resp. B(H)) is the Borel a-
field of T (reap. of H). Furthermore, (t, u) -, II v(i) - u 11 - d(v(t), F(t, p(f, A)(i), A)) is 
clearly measurable in i € T and continuous in u € H (i.e. a Caratheodory function), thus 
jointly measurable. Therefore Grr E B(T) x B(H). Apply Aumarin's selection theorem 
(see Wagner [22, Theorem 5.10 or Section 2]), to get U: T - H measurable such that 
u(t) € r(t) a.e. Then we have 

dB(v, RU, A)) :5 IIII 
rI 

= / II v(t) - u(t) exp - U kB(s)ds]dt


	

0	 Lo 

b	 1 
= / d(v(t), F(t, p(f, A)(t), A))ezp I -L kB(s)ds]di


	

0	 L	0
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<	p(g, A)(t), A), F(i, p(f, A)(t), A))exp	L J ka(s)ds]dt 

< J k(t) II p(g,A)(t) — p(f,A)(t) exp
[ 

U ka(s)ds}it. 
0	 0 

As in the beginning of the proof, by exploiting the monotothcity of the subdifferential 
operator and by using Lemma A.5, p. 157 of Brezis [3] (see Section 2), we get 

II p(g, A)(t) — p(f, A)(t)	J 11 g(s) — 1(3)11 ds for all (t, A) ET x B. 

So we have 

dB(v, R(f,	JkBWeXP	U J kB(8)ds]J 11 gs — f(s) II dsdt 

r' t	

)d(	

r 

=	 J g(s) — f(s) li ds	exp — U kB(s)ds II 0	0	 L	0 

^ J ' exp 
1—

Lf kB(s)ds] g(s) — f(s) II ds (by integration by parts) 

110	III B 

Similarly for w  R(f,.X), we can get da(w,R(g,A)):5fIg—f 11k, i.e. {R(.,A)}AEB is h 
Lipschitz with constant , for the II Ii 

Next, let [f., A.] — [f,A] in (KB,	a) x B imply [f,,,A,,] — [f, A] in L' (H) x B. 
We will show that R(f,,, A,,) 'L4 R(f, A). To this end, let u E R(f, A) and set 

= d(u(t)), F(t, p(f1,, A,,)(t), A,,). Then 

y,,(t) <d(u(t), F(t, p(f, A)(t), A,,)) + h(F(i, p(f, A)(t), A,,), F(t, p(f,,, A,j(t), A,,)) 

::^- d(u(t), F(t, p(f, A)(t), A,,)) + kB(t) II p(f, A)(t) — p(f,,, ),)(t) II a.e. 

Because of hypothesis H(F)(iii), we have d(u(t), F(t, p(f, A)(t), A,,) - 0 as n — oo.. Also 
because of Theorem 2.2, we have II p(f, A)(t) — p(f,,, A,,)(i) II —, 0 as n — oo, uniformly 
on T.

Therefore, we get 'y,,(t) —, 0 a.e. as n —, oo. As before via Aumann's selection 
theorem, we can find u,,( . ) E KB such that u,,(t) E F(i, p(f,, A,,)(t), A,,) a.e. and
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It u(t) - u,,(t) II :5 7,,(t) + 

u,,(t) .4 u(t) a.e. in H as n -p oo, 

u,, -4 u in (L1(H), It II B). 

Since U,, E R(f,,, A,,), n > 1 we have established that 

R(f,A) ç s-	R(f,,,A,j.	 (3) 

Next, let v E w-lR(f,,,A,,). Denoting subsequences with the same index as 
original sequences, we know that we can find v,, E R(f,,,A,,) such that v, - v in L1(H). 
Apply Theorem 3.1 of [141 (see also Section 2), to get 

v(t) E Y1U w-hm {f,,(t)},,	to1	F(t, p(f,,, A,)(t), A,,) a.e. 
Note that, for any v E H, we have 
d(v, F(t, p(f, ))(t), A,,)) 

^ d(v, F(t, p(f,,, A,,)(t), A,,)) + h(F(t, p(f, A)(t), A,,), F(t, p(f,,, A,,)(t), A,,)) 
d(v, F(t, p(f,,, A,,)(t), A,,)) + kB(t) II p(f, A)(t) - p(f,,, A,,)(t) 11 a.e. 

Then by passing to the limit as n - oo and using Theorem 2.2 together with hypothesis 
H(F)(iii), we get

d(v, F(t, p(f, A)(t), A)) :5 inid(v, F(t, p(f,,, A.)(0, An) 
Invoking Theorem 2.2 (iv) of Tsukada [20], we get 

w-1	F(t, p(f,,, A,,)(t), A,,) ç F(t, p(f, A)(t), A) a.e. 

v(t) E F(t, p(f, A)(t), A) a.e. 

V E R(f, A). 
Thus we have established that

-i	R(f,,,A,,) 9 R(f,A).	 (4) 
From (3) and (4) above, we have that if [f,,, An] - [f, A] in (L'(H),	II B) x B, then

R(f,,, A,,) K-M R(f, A). 

Let (A,,) = {f € KB:f € R(f,A,,)} and (A) = if E KB:f € R(f,A)}.	From

Theorem 2.1, we have

(A,,) - 4(A) in L'(H) as n -+ oo. 
But since OW) E L. (see the definition of KB), we can easily see that 

K 
-	 2 (A) in £ (H) as n - co.
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Since the solution map p( ): L2(H) x A - C(T, H) is continuous, we get 

p((Aj, A) . p((A A) in C(T, H) as n -, 00. 

But note that 5(A5) = PRO.), A5) and 5(A) = p((A), A). So we have S(A)	5(A) in 
C(T,H)asn—oo.	 0 

If we strengthen hypothesis H() using Theorem 3.1 above, we can have the 
Vietoris continuity of the multifunction 5: A - Pk(C(T, H)). The strengthened version 
of H() that we will need is the following: 

:HxA —+i = RU{+oo}isa function such that 
(i) for every A E A, ( .,A) is proper, convex, lower seinicontinuous (i.e. 

,A) E r0(H)), 
(ii) if An —' A in A, then for every tI> 0 we have (I + jO( . , An)) -'X 

(I + pO '( , A)) - 'x for every x E H, 
(iii) ifBçAis compact, then UA E B{X EH: Ix1I2+so(x,A):59}iscompact 

for every 0>0 and {(zo(A), A): A E B} is bounded. 

Theorem 3.2: If hypotheses H(o)', H(F) and H0 hold, then S:A - Pk(C(T,H)) 
is Vietoris continuous. 

Proof: First, note that for any A E A and any compact set C containing xo(A), 
we have inf {(x,A):x E C) = (,A) for some I E C (Weierstrass theorem). Since 
O((x, A) — (I, A)) = 49(x, A), we may assume without any loss of generality that, for 
every AEA, '(-,A)>O. 

Let B C A compact and let VB = {h E L2(H): 11 h(t) fi '8(t) a.e.}, where 
'I'B() E L. is as in the proof of Theorem 3.1. Let W = P(VB,B), where p(•, -) is the 
solution map. Our claim is that W is relatively compact in C(T, H). So let x E W and 
O<t<e<r. We have 

1140 - x(t) II =	 :5 II ±(s)tI ds	

1/2 

[ 
f x1t.,1(s)ds]	

[ 
f II I(s) 2ds 

But from Theorem 3.6, p. 72 of Brezis [3] (see Section 2), we have 
r	11/2 

J II ±(s)II ds I	< flb+suj, 
B 
ço(z0,A)=M<00 

I	 AE 0	J
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(see hypothesis H(p)'(iii)).	So we get 11x(i') - x(t) II ^ .M(t' - i)1"2, i.e. 14' is 
equicontinuous. 

Furthermore, using once more Theorem 3.6 of Brezis [3] (see Section 2), we have 

II ±(t) 2 + 4 p(x(i), A) = (h(t), ±(t)), 

/	 (x(t), A) :5 (h(i), (i)) a,e., 

(x(i), A) 5	A) + J II h(s) liii i(s) 11 ds 

:5p(zo,A)+ II h II2II ± II2:5(xo, A)+ IITI'BII2M:5Ml 

for all A E B (see hypothesis H(')'(iii)). Thus 

W={x(t):x(.)EW} 9 U {vEH: II v II 2 +So(v, A):5 Mil EPk(H) 
A E B 

(see hypothesis H()'(3)). Therefore by the Arzela-Ascoli theorem, we deduce that W is 
compact in C(T, H) and 5(A) W for all A E B. Combining this fact with Theorem 3.1 
above, we get that SIB is Vietoris continuous. Since B C A was an arbitrary compact 
subset, from Lemma £, p. 71 of [16] (see Section 2) and Remark 1.7 of DeBlasi and 
Myjak [4] we conclude that S( . ) is Vietoris continuous	 0 

Finally, recalling that the Vietoris and Hausdorff metric topologies coincide  on 
Pk(C(T,H)) (see Section 2), we also have 

Theorem 3.3: If hypotheses H()',H(F) and H0 hold, then S:A -' Pk(C(T,H)) 
is h-continuous. 

4. Sensitivity analysis in optimal control 

In this section, we use the previous theorems to study the variational stability of a 
class of nonlinear distributed parameter optimal control problems. 

So let T = [0, r] and Z = [0, b]. Let A be a complete metric space (the parameter 
space). We consider the following parametrized parabolic optimal control problem: 

x(r, z), A)dz -+ inf = m(A) 

Ox(t, z) subject to	- Q-((, A)) = f(t, z, z(t, z), A)u(t, z) a.e.
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z(O, z) = x0(z, A), x(t, 0) = x(t, b) = 0 and I u(t, z)	v(t, z, A) a.e.


u( . , )-measurable. 

We will need the following hypotheses on the data of (5): 
H(a)	0<mi:5a(t,z)<m2a.e. 
H(f)	f:T x Z x R x A - R is a function such that 

(i) (t, z) - f(t, z, x, A) is measurable, 
(ii) I f(t,z,x,A)—f(t,z,x',A)	k(t,z) Ix - x'I a.e. with ICB € L'(TxZ), 

A€BçA,B=compact, 
(iii) A — f(t, z, x, A) is continuous, 
(iv) If(t,z,x,A)I :5aB(t,Z)+cB(t,z)IXI a.e. with aB EL2(TXZ), CBE 

L°°(TxZ),AEBCA,B= compact. 
H(r)	(t, z) - v(t, z, A) is measurable, A —, v(t, z, A) is continuous and 

Iv(t,z,A)	OB(t,z)a.e. with O( . , •)€ L°°(TxZ), A EBçA, B=compact. 
H(t7)	,1:ZxxA --+ R is an integrand such that 

(i) z —+ t(z, z, A) is measurable, 
(ii) (x, A) — (z, x, A) is continuous, 
(iii) k(z,z,A)I :501B(z)+2B(z)IxI2 a.e. with 'lB() E14, 2BEL4., 

A E B ç A, B = compact. 
H0	x0( . , A) € H(Z) and A—.x0( . , A) is continuous from A into L2(Z). 
H.	If A — A in A, then o(.,A)	; i. in L2(Z). 

Let Q(A) 9 C(T, L2(Z)) be the set of optimal trajectories of (5). 

Theorem 4.1: If hypotheses H(a), H(f), H(r), H(s), H0 and H hold, then for 
every A E A, Q(A) 0 0, Q: A —, P(C(T, L2(Z))) is tipper semicontinuotis and m: A — R is 
continuous. 

Proof: Let H = L2(Z) and AH(x,A) = —(a(z,A)) with D(AH( . ,A)) = {z E 
H(Z): (a(z,A)) E L2(Z)J. Then from Attouch [1, p. 379], we know that A,,1( ,A) is 
maximal monotone and linear on L2(Z) and furthermore, AH( , A) = O( . , A), where 

(x, A) { 
1/2 1 

a(z, A)()2dz	if x E H(Z) 
=	z

+00	 otherwise. 

Because of hypothesis H and using Theorem 29 of Zhikov, Kozlov and Oleinik [23], we 
have that if A — A in A, then AH( . , Afl) £ AH( . ,A) as n — 00, and this by Theorem 
3.62, p. 365 of Attouch [1], tells us that
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(I+pOco(.,A)) -+ (I+p8(.,A)) as n -4 00, 

for all /h E R. Let : T x H x A - H defined by I(t, x, A)( . ) = f(t, , ), A) and 
&(t, A) = fu E L2(Z): I u(z) I < v(t, z, A) a.e.}. Set 

F(t, x, A) =	x, A)U(t, A) € Pk(L2(Z)). 

We will now check that F( . ,.) satisfies hypothesis H(F). To this end, let 
w E H = L2(Z) be given. Then we have 

d(w, F(t, x, A)) = inf 111 w - 1(t, x, ,\)u 11 ,0(z): v E &(t,,\)}
1/2 

= inf [JIW(z) - f(t, z, x(z), A)u(z) 1 2 dz: u E U(t, A)] 

1/2 
= [ml fl w(z) — f(t, z, x(z), A)u(z) I 2 dz: u € U(t, A)]

1/2 
= (J ir&fD w(z)_ f(t, z, x(z), A)u 1 2 :u E U(t,z,A)]dz 

(see Theorem 2.2 of Hiai and Umegaki [6]) 

I	 1/2 

= ( J d(w(z), G(i, z, A))2dz 

(with G(t, z, A) = f(t, z, x(z), A)U(t, z, A) and U(t, z, A) = [- v(t, z, A), v(t, z, A)]). But note 
that because of hypotheses H(f), H(r), it is dear that (t, z) - G(t, z, A) is measurable 
and so all the transformations 

/	 1/2 
t—+ ( Jd(w(z),G(t,z,A))2dz' , d(w,F(t,x,A)), F(t,x,A). 

are measurable. Also note that because of hypothesis H(f)(ii), if x, y € L2(Z), we have 

h(F(t,x,A),F(i,y,A)) :5 II 1(t,x,A)-1(i,w,A) 11211 v	r :5	x— v 112' k >0. 

We will also show that, for every w E L2(Z), A -, d(w, F(t, x, A)) is continuous. 
To this end, let A -, A and let u E U(t, A). Because of hypothesis H(r), dearly U(t,.) 
is continuous and so we can find u,, € U(t, As), Un 

-'+ u in L2(Z). We have 

d(w, F(t, x, An)) :5 II w - 1(t, x, A,)u II 2 

l	d(w, F(t, x,,\.)):5 11 w - 10, x, A)u 11 2
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since A - 1(, z, A) is continuous (hypothesis H(f) (iii)). Since u E U(t, A) was arbitrary, 
we get

	

l	d(w, F(t, x,.\.)) :5 d(w, F(t, x, A)).	 (6)


On the other hand, let u5 E &(t, A.) be such that 

d(w,F(t,x,Aj) = II w —..(t,x,A,,)u5 II 2• 

Its existence follows from the fact that 6'(t,A5) € P kC(L2(Z)). Because 9B( • , ) €


	

x Z), B = {A Al5	(see hypothesis H(r)), by passing to a subsequence if 
necessary, we may assume that u,,	u in L°°(Z). Then, for every p( . ) € L2(Z), we

have

X, \.)U., P),,2(Z) 
= J f(i, z, z(z), A,)u5(z)p(z)dz 

z 

(At, x, A)u, P), 2(Z) = J f(t, z, x(z), A)u(z)p(z)dz as n -. 00. 

Hence At, x,A,ju5 Z (t,x,A)u in L2(Z) and dearly u E U(t,A). Recalling that the 
norm is weakly lower semicontinuous, we get 

w— At, x,A)u 112 :5 I'M 11 w — At, x, A5)u5 112 

d(w, F(t, z, A)) :5 I d(w, F(t, z, A5)).	 (7)


From (6) and (7) above, we conclude that 

A -, d(w, F(t, x, A)) is continuous and A -' F(t, x, A) is d-continuous. 

Finally, note that 

IF(t,x,A)I:5 II aB(t, ) II 2ll r II+ II CBII 2II r II1I x 1I 21 AEBçA, B=compact. 

So we have satisfied hypothesis H(F). 

Next let : H x A -+ R be defined by %x, A) = I i(z, x(z), A)dz. Using hypothesis 
we can easily check that 1(., .) is in fact continuous. Now rewrite problem (5) in 

the following equivalent abstract form: 

I(x(b), A) - inf = m(A) 

such that 

-+

 

- 1(t) € O(x(t), A) + F(t, x(t), A) a.e., z(0) = xo(A).	 (8)
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We know (see Theorem 3.1) that, for every A E A, problem (8) above has a nonempty 
set S(A) ofadmissible trajcctories, which is compact in C(T, L(Z)). Since (•,.) is 
continuous, we deduce that Q(A) 34 0 for every A E A. 

Next we will establish the continuity of the value function m( . ). So let A—iA in 
A. Let x E S(A) be such that m(A) = (x, A). From Theorem 3.1 we know that S(A) 
S(A) in C(T, L2(Z)) and so we can find x,, E S(A), n > 1 such that	in C(T, L2(Z)).

Then we have

M(An) :5	An), l m(A) :5 urn )(z, A) = (x, A) = M(A)-	 (9) 
Note that if B C A is compact, then for any fi >0 we have that 

U Ix E Ho'(Z): IIx11+w(x,A):5P} 
AEB 

is bounded in L2(Z). Since H(Z) embeds compactly in L2(Z) (Sobolev embedding 
theorem), we have that

U {zEH(Z): IIxII 
AEB	

+(x,A)^fl} 

is compact in L2(Z). Then from the proof of Theorem 3.2, we know that 
U A E (A) E P(C(T, L2(Z))). So if A.--+A in A, B = {A, A} and s,, E S(A) is such 
that m(A) = I(z, An), by passing to a subsequence if necessaxy,we may assume that 

in C(T, L2(Z)). Then we have 

OX, A) = Urn	m(A) :5Lim M(A).	 (10) 

From (9) and (10) above, we get the continuity of rn( . ). Using it, we can easily check 
that

s-1 Q(A) ç Q(A), Q IB is upper sernicontinuous 
and this by Lemma 5 of [16] (see Section 2) implies that Q( . ) is upper 8enlicontinuous.0 

Remark: Our result extends the work of Przyluski [17], who considers linear 
systems and the parameter A appears only on the control constraint set. 

Our formulation of the problem also incorporates "differential variational 
inequalities" (see Aubin and Cellina [2, p. 264]). These are differential inclusions of the 
following form:

- ±(t) E NK(A)(x(t)) + F(t,x(t),A) a.e., x(0) = zo(A).	 (11) 

Recall that the normal cone NK(A)(x) to the closed, convex set K(A) Rk at the 
Point x is defined to be the set NK(A)(z) = OSK(A)(X), where LK(A)(Z) =0 if x E K(A),
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= + oo otherwise (indicator function of the set K(A)). Also NK(j)(x) = 
= {v E (v,u) 0 for all U E TK(A)(x)}, with TK(A)(z) being the tangent 

cone to K(A) at the point z. In fact, problem (11) is equivalent to the following 
"projected differential inclusion" (see Aubin and Cellina [2]): 

±(t) E proj (F(t,x(t),A);TK(,)(x(t))) a.e., x(0) = zo(A).	 (12) 

Here proj (.;TK(A)(x(i))) denotes the metric projection on the tangent cone TK(A)(x(i)) 
and proj (F(t, x(t), A); TK(A)(x(t))) = U [proi(z; TK(A)(x(t))): z E F(t, x(t), A)] . In many 
applications like control theory, theoretical mechanics and mathematical economics, we 
encounter systems with state constraints. In describing the effect of the constraint on 
the dynamics of the system, it can be assumed in many cases that the velocity ±(t) is 
projected at each time instant on the set of allowed directions toward the constraint set 
at the point x(i). This is true for electrical networks with diode nonlinearities and for 
unilateral problems in mechanics. Also in Aubin and Cellina [2, Chapter 5, Section 6], 
the interested reader can find an example concerning monotone trajectories converging 
to Pareto minima in a problem of efficient allocation of resources (planning procedures) 
(see also Henry [51). So inclusion (12) arises naturally in applications and' (12) in turn is 
equivalent to (11), which fits in the general framework of this paper. 

Note that if K: A	P1(R') is continuous, then for A - A in A we have

!, 6K(A)(), where 'r denotes the convergence in the epigraphical sense (see 

Mosco [10]). So by Theorem 3.66, p. 373 of Attouch [1], we have that for all y > 0, 

(I + /ôöK(A)) - = (I + ISNK(A )) -'X -4 (I + fIOSK(A)) -' = (I + /LNK(A)) - lx 

for all z E Rk . Thus if S(A), S(A) are the solution sets for (11), by Theorem 3.1 we have 
S(A) S(A) in C(T,Rc). Furthermore, if K( . ) is Pkc(Rk)valued, then for B ç A 
compact we have K(B) E Pk(Rk) and so hypothesis H(p)' is satisfied. Thus, via 
Theorems 3.2 and 3.3, we can get that S( . ) is Vietoris and Hausdorff continuous fromA 
into Pk(C(T,Rk)). 
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